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Abstract

In this dissertation, we first develop an alternative method of persistent homology from fil-

tered chain complex level, called Floer-Novikov persistent theory. Then we apply it to study a

concrete dynamics problem on quantitatively measuring how far a Hamiltonian flow is from being

autonomous. The main results in this thesis are divided into two parts. The first part consists of

many results on our Floer-Novikov persistent theory which are analogous to those in classical persis-

tent theory. This includes the important Structure Theorem on the decomposition of a Floer-type

complex and Stability Theorem. The main tool we use to develop this theory is non-Archimedean

orthogonality and singular value decomposition. The second part consists of the main result that

for symplectic manifold in the form of Σg ×M (where surface Σg has genus g ≥ 4 and M is any

symplectic manifold), the subset of non-autonomous Hamiltonian diffeomorphisms can be arbitrar-

ily far away in Hofer’s metric from the group of autonomous Hamiltonian diffeomorphisms. This

generalizes Polterovich-Shelukhin’s result.
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Chapter 1

Introduction

1.1 Main problem and main results

The Hofer distance between the set of autonomous Hamiltonian diffeomorphisms and a time-

dependent Hamiltonian diffeomorphism has been recently studied in [PS14]. We first give several

definitions. Denote by Ham(X,ω) the set of all the Hamiltonian diffeomorphisms. Not only can

we prove Ham(X,ω) is a group, but also we can associate a bi-invariant metric on this group which

is the well-known Hofer’s metric, denoted as dH . It will be defined in (4.1) in Section 4.2.

Definition 1.1.1. For a closed symplectic manifold (X,ω), define

Aut(X) = {φ ∈ Ham(X,ω) |φ = φ1
H where H(t, x) is independent of t}.

Definition 1.1.2. Let k ≥ 2. For a symplectic manifold X, define

aut(X) = sup
φ∈Ham(X,ω)

dH(φ,Aut(X)),

where dH is Hofer’s metric defined by (4.1).

A special feature of time independent (or usually called autonomous) Hamiltonian diffeomor-

phism compared with time-dependent Hamiltonian comes from the following easy observation. If
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a time-dependent function F (t, x), as a Hamiltonian, generates ψ, then

H(t, x) = pF (pt, x) generates φ = ψp. (1.1)

If, in particular, φ = φ1
H ∈ Aut(X), then for any prime p, we can simply take generating function

F (x) = 1
pH(x) which generates a p-th root of φ. This motivates another more delicate definition

as follows.

Definition 1.1.3. Let prime p ≥ 2. For a symplectic manifold X, define

Powerp(X) = {φ = ψp |ψ ∈ Ham(X)}.

Definition 1.1.4. Let prime p ≥ 2. For a symplectic manifold X, define

powerp(X) = sup
φ∈Ham(X)

dH(φ, Powerp(X))

where dH is Hofer’s metric defined by (4.1). 1

As we have noticed earlier, Aut(X) ⊂
⋂
p is prime

Powerp(X). With the notations above, we can

state the following main theorem in [PS14],

Theorem 1.1.5. [Theorem 1.3 in [PS14]] Let Σg be a fixed closed oriented surface with genus

g ≥ 4. For any symplectically aspherical closed manifold M and for any p ≥ 2. We have

powerp(Σg ×M) = +∞.

Note that Theorem 1.1.5 (taking the limit along all the prime number p) immediately implies,

under the same hypothesis of Theorem 1.1.5,

aut(Σg ×M) = +∞.
1The original definition in [PS14] is defined for any integer k ≥ 2. But since

dH(φ, Powerp(X)) ≤ dH(φ, Powerk(X)) when p | k,

we will only consider prime number p here.
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This is actually another theorem stated in [PS14] (Theorem 1.2), where its original proof comes

from different (easier) process than the original proof of Theorem 1.1.5. Last but not least, we

emphasize that results mentioned above are within the effort to prove or understand the following

general conjecture,

Conjecture 1.1.6. For any closed symplectic manifold X, aut(X) = +∞.

Here is our main theorems in this paper.

Theorem 1.1.7. Let Σg be a fixed closed oriented surface with genus g ≥ 4. For any closed

symplectic manifold M , for any prime p >
∑

0≤i≤2n bi(M),

powerp(Σg ×M) = +∞.

This immediately implies

Theorem 1.1.8. Let Σg be a fixed closed oriented surface with genus g ≥ 4. For any closed

symplectic manifold M ,

aut(Σg ×M) = +∞.

So we are closer to the Conjecture 1.1.6 compared with results in [PS14]. Moreover, the method

used in this paper, as a combination of Hamiltonian Floer theory and persistent homology theory,

provides on the one hand, a sophisticated application of the non-Archimedean version of persistent

homology developed in [UZ15] and on the other hand, a potentially useful scheme (see Section 4.1)

to attack other Hamiltonian dynamics problems.

1.2 Review of Poltervoch-Shelukhin’s method

Now back to Theorem 1.1.5, from the title of [PS14], its proof is a successful combination of

Hamiltonian Floer theory (whose background will be given in Chapter 2) and persistent homology

theory (whose background will be given in Chapter 3). For any given prime p, define an operator

Rp on the component of the loop space LαX consisting of all loops representing some homotopy
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class α by rotation

Rp(x(t)) = x

(
t+

1

p

)
.

Given a time-dependent Hamiltonian function H(t, x) generating φ, denote H(p)(t, x) = pH(pt, x)

generating φp by (1.1). Notice if x(t) is a Hamiltonian 1-periodic orbit of Hamiltonian H(p), then

Rp(x(t)) is also a Hamiltonian 1-periodic orbit from H(p) because p(t + 1/p) = pt + 1 = pt on

R/Z. This induces a filtered chain isomorphism between two Floer chain complexes for each degree

k ∈ Z,

Rp : CFk(H
(p), Jt)α → CFk(H

(p), (Rp)∗Jt)α = CFk(H
(p), Jt+ 1

p
)α. (1.2)

After passing to the homology, taking advantage of the fact that Floer homology is independent of

almost complex structure, we get a pair

(Hk(φ), T ) (1.3)

where components are

• Hk(φ) = ({HF (−∞,s)
k (φp)α)}s∈R;φs,t) is a persistence module (see Definition 3.2.1 below),

where transition function φs,t is induced by inclusion for any s < t;

• [(Rp)∗] = T is a filtered isomorphism (or 0-interleaving) giving a Zp action on Hk(φ), that is,

T p = I.

A numerical measurement µp(φ) is defined (on the top of page 40 in [PS14]) by using combina-

torics data (barcode) from the associated persistence module (1.3) satisfying Lipschitz continuity

with respect to Hofer’s metric. Therefore, by the most important theorem in this theory — stability

theorem, this proposition translates combinatorics information from barcode to analysis informa-

tion between (Floer) chain complexes which is captured partially by Hofer’s metric. This turns out

to be the key step in the proof of Theorem 1.1.5. These Lipschitz type continuity will be carefully

explain in Chapter 4.

To generalize this process, we will make efforts in two directions. First, we will use more

sophisticated and powerful persistence module theory that is developed in the paper [UZ15] to
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rewrite the set-up of this problem in the (Floer) chain complex level. Second, following the idea

above, we will also define some numerical measurement (in fact proved to be a symplectic invariant)

which satisfies Lipschitz continuity with respect to Hofer’s metric. We point out no effort will be

made in this paper improving the product structure as in the result of Theorem 1.1.5.

Remark 1.2.1. Through out the paper [PS14], the field of scalars K, should satisfies the following

important restriction. As we also assume this condition in this paper, we state it separately here.

Irreducible condition:

• char(K) 6= p and K contains all p-th roots of unity;

• For any primitive p-th root of unity ξp, there is no solution of the following equation xp = ξqp

unless p | q.

Note that this condition gives a strong restriction on the dimension of invariant subspace.

Specifically, if V is a T -invariant subspace with T p = ξqp · I for some p-th root of unity ξqp where

1 ≤ q ≤ p− 1, then p | dim(V ). (Lemma 4.15 in [PS14]).

1.3 Outline of constructing obstruction

First, we give the recipe in this story to construct a numerical measurement (proved to be symplectic

invariant).

Floer chain complex

(CF∗(H
(p), Jt)α, T )

(a) //
self-mapping cone

(ConeCF (H(p),Jt)α
(T − ξp · I)∗, ∂co)

(b) //
barcode

{βi(H)}

(c)

vv

numerical measurement oX(φH)

(d)

ii

(1.4)

We will explain each of the boxes followed by explanation of each of the arrows above. Mean-

while, we emphasize the speciality when φ = φH ∈ Powerp(X) because eventually we will use

the numerical measurement constructed above to form an obstruction to the condition that φ ∈

Powerp(X).
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1.3.1 Floer chain complex

Rotation action (1.2) on the Floer chain complex can pushforward the almost complex structure

that we start from, so once we are working on the Floer chain complex, the rotation action (1.2)

does not behave as well as on the Floer homology in the sense that in order to work on the same

chain complex, we need to use some continuation map C,

CFk(H
(p), Jt)α

Rp //

T=C◦Rp

**
CFk(H

(p), Jt+ 1
p
)α

C // CFk(H
(p), Jt)α . (1.5)

Note that in general, T p 6= I, which is the source of many difficulties when we are working on the

chain complex level. Meanwhile, recall in the proof of Theorem 4.22 in [PS14], if φ ∈ Powerp(X),

say φ = ψp for some ψ ∈ Ham(X,ω), then there exists a well-defined chain map for each degree

k ∈ Z,

Rp2 : CFk(H
(p), Jt)α → CFk(H

(p), Jt+ 1
p2

)α

where H(t, x) = pF (pt, x) and F is a Hamiltonian generating ψ. Again, in order to work on a single

space itself, we also need to use some continuation map C ′ to form the following composition

CFk(H
(p), Jt)α

Rp2 //

S=C′◦Rp2

**
CFk(H

(p), Jt+ 1
p2

)α
C′ // CFk(H

(p), Jt)α . (1.6)

Our first observation is

Proposition 1.3.1. For any closed symplectic manifold (X,ω), if φ = φH ∈ Powerp(X), then for

any degree k ∈ Z, there exists a continuation map C : CFk(H
(p), Jt+ 1

p
)α → CFk(H

(p), Jt)α and a

continuation map C ′ : CFk(H
(p), Jt+ 1

p2
)α → CFk(H

(p), Jt)α such that, T = Sp, where T and S are

compositions in (1.5) and (1.6).

This result will be proved in Chapter 5, section 5.1.

Notation 1.3.2. For the rest of the paper, whenever we use T , it always means the composition

defined in (1.5). If we need to emphasize the Hamiltonian H of the corresponding system, we will
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denote it as TH . Whenever we use Tp, it always means the resulting composition from Proposition

1.3.1 that has a p-th root.

1.3.2 Self-mapping cone

Define mapping cone of chain complex CF∗(H
(p), Jt)α with respect to map T − ξp · I. We call it a

self-mapping cone of (CF∗(H
(p), Jt), ∂). Degree-k piece is

(ConeCF (H(p),Jt)α
(T − ξp · I))k = CFk(H

(p), Jt)α ⊕ CFk−1(H(p), Jt)α (1.7)

and the boundary map ∂co is  ∂ −(T − ξp · I)

0 −∂

 (1.8)

where ∂ is Floer boundary operator of CF∗(H
(p), Jt). Moreover,

Definition 1.3.3. For any element (x1, x2) ∈ (ConeCF (H(p),Jt)α
(T − ξp · I))∗, if CF∗(H

(p), Jt)α is

acted by some map A, then define its double map DA by

DA(x1, x2) = (Ax1, Ax2).

In particular, by (1.5) and (1.6), self-mapping cone is acted by double maps

DT = DRp + CT , (1.9)

for some map CT who strictly lowers the filtration, and (if it exists) also

DS = DRp2 + CS , (1.10)

for some map CS who also strictly lowers the filtration. Moreover, by Proposition 1.3.1, DpS = DT .

The following proposition shows our self-mapping cone is well-defined.

Proposition 1.3.4. For any closed symplectic manifold (X,ω), up to a filtered isomorphism, con-

struction of (ConeCF (H(p),Jt)α
(T−ξp·I))∗, ∂co) is independent of choice of continuation map (to form
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map T ). Moreover, DT and DS defined in (1.9) and (1.10) are chain maps on (ConeCF (H(p),Jt)α
(T−

ξp · I))∗, ∂co), i.e., commute with boundary operator of mapping cone ∂co.

This will be proved in Chapter 5, section 5.2.

1.3.3 Barcode of self-mapping cone

From discussion in Section 3.4, we know these combinatorics data can reveal algebraic structures of

the chain complex. For barcode of self-mapping cone defined above, a natural question is whether

this “special” action DS will shape its barcode in some way. In fact, we have the following important

theorem.

Theorem 1.3.5. For any degree k ∈ Z and boundary map (∂co)k+1 : (ConeCF (H(p),Jt)α
(T − ξp ·

I))k+1 → Im(∂co)k+1
2, each bar in the concise barcode of (∂co)k+1 (that is, degree-k concise barcode)

has its multiplicity divisible by p.

This proposition is an analogue (but stronger) result with Proposition 4.18 in [PS14]. The proof

of this theorem is the most time-consuming part of this paper. The entire Chapter 6 is devoted to

its proof. But it should be easy to believe in that DS is a strictly lower filtration perturbation of a

group action DRp2 with order p2, which makes each degree-k piece (ConeCF (H(p),Jt)α
(T − ξp · I))k

a representation. This restricts the singular value decomposition (see Theorem 3.3.6) in a certain

special form.

1.3.4 Numerical measurement

Based on Theorem 1.3.5, we can define some numerical measurement from this combinatorics data.

Definition 1.3.6. First take the collection of length of bar in degree-k concise barcode of self-mapping

cone constructed with respect to φ = φH , denoted as {βi} and by definition,

β1(φ) ≥ β2(φ) . . . ≥ βmk(φ) > 0

2In general, to compute (degree-k) barcode of (∂co)k+1, we need codomain to be ker(∂co)k. But in this paper,
we only consider Hamiltonian Floer chain complex of non-contractible loop, so it can be shown that homology of
mapping cone vanishes. Therefore, ker(∂co)k = Im(∂co)k+1.
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(so mk = multiplicity of degree-k concise barcode). Then degree-k divisibility sensitive invariant of

φ = φH is defined as

oX(φ)k = max
s∈N

(
βsp+1(φ)− β(s+1)p(φ)

)
and if (s + 1)p > mk, set β(s+1)p(φ) = 0. In general, divisibility sensitive invariant of φ = φH is

defined as

oX(φ) = max
primitive ξp

sup
k∈Z

oX(φ)k. (1.11)

Likewise multiplicity sensitive spread µ(φ) in [PS14], oX(φ) is used to provide an obstruction

to the condition φ ∈ Powerp(X). Specifically, we have the proposition,

Proposition 1.3.7. If φ ∈ Powerp(X), oX(φ) = 0. If p - mk for some degree k, then φX(φ) ≥

βmk(φ).

This will be proved in Chapter 5, section 5.3.

1.4 Lipschitz continuity

Now we move to the arrows in the diagram (1.4). All (a), (b) and (c) are in the flavor of Lipschitz

continuity (see Section 4.3). From now on, we will simply denote

Cone(H)∗ := ((ConeCF (H(p),Jt)α
(TH − ξp · I))∗, ∂co,H),

and

Cone(G)∗ := ((ConeCF (G(p),Jt)α
(TG − ξp · I))∗, ∂co,G),

the mapping cones constructed from different Hamiltonian functions H and G. Then (a) is corre-

sponding to the following Lipschitz continuity between quasiequivalence distance and Hofer distance

(see Section 4.2).

Proposition 1.4.1. For any Hamiltonian H and G, we have

dQ(Cone(H)∗, Cone(G)∗) ≤ 3p · ||H −G||H .

9



Moreover, (b) is corresponding to the following proposition which will be a direct application of

Corollary 8.8 in [UZ15].

Proposition 1.4.2. Denote βi(φH) as the length of i-th bar in degree-k verbose barcode of Cone(H)∗

and βi(φG) as the length of i-th bar in degree-k verbose barcode of Cone(G)∗. We have

|βi(φH)− βi(φG)| ≤ 4 dQ(Cone(H)∗, Cone(G)∗)

for every i ∈ Z.

Note that (a) and (b) together imply the following proposition which corresponds to (c),

Proposition 1.4.3. For any closed symplectic manifold (X,ω) and φ, ψ ∈ Ham(X,ω), we have

|oX(φ)− oX(ψ)| ≤ 24p · dH(φ, ψ).

Remark 1.4.4. Indeed, oX(φ) defined here and µ(φ) defined in [PS14] are similar but not completely

related. On the one hand, we point out that µ(φ) can also be defined in the Floer-Novikov persistent

homology theory language developed in [UZ15] in the chain complex level. Unfortunately, (weak)

stabilization proposition - Theorem 4.23 in [PS14] (with corrected version) can be modified to

hold for general symplectic manifold M , but it can not be applied in the same way as in [PS14],

especially when c1(M) is not zero. On the other hand, in some special cases (for instance, Γ is

dense), interested reader can verify there exist positive constants C1 and C2 both depending on p

such that C1µ(φ) ≤ oX(φ) ≤ C2µ(φ).

All these Lipschitz type results will be proved in Chapter 7. Finally, (d) combines all the results

together giving the following intermediate theorem that reflects the essential part of the argument

for the proof of our main theorem in Section 1.1.

Theorem 1.4.5. Let (X,ω) be a closed symplectic manifold. Suppose there exists a Hamiltonian

diffeomorphism φ = φH such that for some k ∈ Z, p - mk where mk is the multiplicity of degree-k

10



concise barcode of self-mapping cone Cone(H)∗. We have

powerp(X) ≥ 1

24p
βmk(φH).

Proof. For any given ε > 0, we have

powerp(X) + ε = sup
φ∈Ham(X,ω)

dH(φ, Powerp(X)) + ε

≥ dH(φH , Powerp(X)) + ε by Definition 1.4

≥ dH(φH , ψ) for some ψ ∈ Powerp(X)

≥ 1

24p
|oX(φH)− oX(ψ)| by Proposition 1.4.2

=
1

24p
oX(φH) by Proposition 1.3.7

≥ 1

24p
βmk(φH). by Proposition 1.3.7

Since ε is arbitrarily chosen, we get the conclusion.

1.5 Egg-beater model and product structure

From the argument above, we notice that in order to prove Conjecture 1.1.6, for a given symplectic

manifold X, we should be able to create the following two situations:

(i) find a family of φλ = φ1
Hλ
∈ Ham(X,ω) such that βmk(φλ)→∞ as λ→∞;

(ii) control the non-divisibility (by p) of multiplicity of concise barcode of Cone(Hλ)∗;

In general, this might be difficult, especially for condition (i). Our main theorem indicates we can

do these on X = Σg ×M for any closed symplectic manifold M , which is the key to succeed in

generalizing results from [PS14]. Here we take advantage of a chaotic model called “egg-beater

model” which has been carefully studied in [PS14]. A brief introduction of this is needed.
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1.5.1 Egg-beater model

Egg-beater model (Σg, φ) with g ≥ 4 is constructed to create large action gap. On Σg, we will focus

on a pair of annuli intersecting each other in a way such that in each component separated by the

annuli there exists some genus (see Figure 2 in [PS14]) . Moreover, our Hamiltonian dynamics comes

from a family of shear flow φtλ (highly degenerated) generated by a family of special Hamiltonian

functions supported only on the union of these annuli (see Figure 3 in [PS14]). The upshot is that

we have a well-defined Floer chain complex (for non-contractible loop), denoted as

CF∗(Σg, φλ)α (1.12)

where α represents a homotopy class of a non-contractible loop and φλ is a family of Hamiltonian

diffeomorphism parametrized by sufficiently large λ (with family of generating Hamiltonians de-

noted as Hλ). The generator of this chain complex is non-contractible Hamiltonian orbits which

can be identified with fixed point and interestingly, by the construction of φλ, there are exactly

22p-many generators coming in p-tuple in the sense that if z is a non-degenerate fixed point, then

each one from the following cyclic permutation

{z, φλz, ..., φp−1
λ z} (1.13)

is also a non-degenerate fixed point. Moreover, actions and indices on φjλz are the same for all

j ∈ {0, .., p− 1}. Rotation action Rp acts on generators as Rp(φ
j
λz) = φj+1 mod p

λ z.

This model itself provides an example that we can carry on explicit computation concerning

(i) and (ii) mentioned above. On the one hand, Proposition 5.1 in [PS14] confirms the asymptotic

(to infinity) behavior of action gap required in (i). On the other hand, we have the following

proposition handling the other issue on multiplicity (and so divisibiity) in (ii),

Proposition 1.5.1. For any given prime number p ≥ 3, total multiplicity of concise barcode of

self-mapping cone of CF∗(Σg, φλ) is 22p. In particular, there exists some degree k such that p - mk

where mk is the multiplicity of degree-k concise barcode.

This will be proved in Chapter 8, section 8.3.
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1.5.2 Product structure

First, for the corresponding product Floer chain complex,

CF∗(Σg ×M,φλ × I)α×{pt} = CF∗(Σg, φλ)α ⊗ CF∗(M, I){pt}

by the recipe (1.4) above, we will consider degree-1 concise barcode of self-mapping cone

Cone⊗(Hλ)∗ := (ConeCF∗(Σg×M,φλ×I)α×{pt}(T
Hλ × I− ξp · I)∗, ∂co) (1.14)

Study of barcode under product structure implies the following two propositions, in Section 9.2.

Proposition 1.5.2. For any i ∈ Z, length of i-th bar in degree-1 concise barcode of Cone⊗(Hλ)∗

satisfies

βi(φλ × I)→∞ as λ→∞

for any i ≤ m1 where m1 is the multiplicity of degree-1 concise barcode.

By referring to CZ-index formula of generator of the egg-beater model (see Theorem 5.2 in

[AKKKPRRSSZ15]) and the following definition,

Definition 1.5.3. Define k-th quantum Betti number of symplectic manifold X as qbk(X) by

qbk(X) =
∑
s∈Z

bk+2Ns(X)

where bk+2Ns(X) is the classical (k+ 2Ns)-th Betti number of M and N is minimal Chern number

of M . Note when N is sufficiently large, for instance, c1(TX) = 0, qbk(X) = bk(X).

we can show,

Proposition 1.5.4. Let X = Σg ×M . Denote m1 as multiplicity of degree-1 concise barcode of

Cone⊗(Hλ)∗, if

p - (qbp(X) + 2qb0(X) + qb−p(X)) (1.15)

then p - m1. In particular, if p >
∑dim(X)

i=0 bi(X), then (1.15) is always satisfied.
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Chapter 2

Background of Floer theory

2.1 Overview

For a closed symplectic manifold (X,ω), a smooth Hamiltonian H : R/Z × X → R gives rise to

a Hamiltonian flow {φtH}0≤t≤1 and the fixed points of the time-1 map φ1
H (called a Hamiltonian

diffeomorphism) can be used to construct a chain complex called the Floer chain complex, denoted

as CF∗(H,J). Floer theory is motivated to resolve Arnold’s conjecture on the minimal number

of the fixed point of a Hamiltonian diffeomorphism, which has been fully developed (see, [Flo89],

[HS95], [FO99] and [Par13]). By now, various applications of Floer theory together with its extended

version involving Lagrangians (see [FOOO09]) have shaped people’s fundamental understanding

of symplectic or contact structures. In particular, many symplectic invariants constructed from

CF∗(H,J) or its homology HF∗(X), such as spectral invariant ρ(a,H) (see, [Vit92], [Sch00], [Oh05]

and [Ush08]), boundary depth β(φH) (see, [Ush13]), symplectic quasi-state ζa(H) (see, [EP08]),

etc., have been successfully used to solve many problems on Hamiltonian dynamics (see, [Sey13],

[HLS15]) as well as some rigidity type topological problem (see, [EP09], [Ush10]).

2.2 Construction of Hamiltonian Floer chain complex

Suppose (X,ω) is a close connected symplectic manifold. Given any smooth Hamiltonian function

H : R/Z×X → R, it induces a time-dependent Hamiltonian vector field XH by taking advantage
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of non-degeneracy of ω, i.e.,

ω(·, XH) = d(H(t, ·)).

This vector field XH induces a flow denoted as φtH . Fixed point of time-1 map φ1
H is corresponding

to a loop γ : R/Z → X such that γ(t) = φtH(γ(0)). We say that H is non-degenerate if for each

such loop γ,

(dφ1
H)γ(0) : Tγ(0)X → Tγ(0)X

has all eigenvalues distinct from 1. This will guarantee that there are only finitely many fixed point

of φ1
H . In terms of constructing Floer chain complex, we will not use all the loops. There are two

different versions. One is to use all the contractible loops. Denote the collection of all such loops

by L(X) (or L{pt}(X) if necessary). The other is to use non-contractible loops in a fixed homotopy

class α ∈ π1(M). Denote the collection of all such loops by Lα(X).

We will explicitly explain the construction of the first one. The construction of the second one

is similar. View γ as a boundary of an embedded disk D2 in X, i.e., there is a map u : D2 → M

and u|S1 = γ. Now consider a covering space of L(X), denoted as L̃(X) constructed by

L̃(X) =

 equivalent class [γ, u]

of pair (γ, u)

∣∣∣∣ (γ, u) is equivalent to (τ, v) ⇐⇒

γ(t) = τ(t) and [u#(−v)] ∈ ker([ω]) ∩ ker(c1)

 .

For each [γ, u] ∈ L̃(X), there are two functions associated to it. One is action functional AH :

L̃(X)→ R defined by

AH([γ, u]) = −
∫
D2

u∗ω +

∫ 1

0
H(t, γ(t))dt.

The other one is Conley-Zehnder index µCZ : L̃(X) → Z defined by, roughly speaking, counting

rotation of dφtH on along γ(t) with the help of trivialization induced by u. Its explicit definition

can be referred to [RS93]. Because of the conditions in L̃(X) above, action functional and Conley-

Zehnder index (or CZ-index) of [γ, u] are both well-defined. As a vector space over ground field K,

for any k ∈ Z, degree-k part of Floer chain complex CFk(H,J) (or CFk(H,J){pt} if necessary), as
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a vector space is defined as


∑

[γ, u] ∈ L̃(X),

µCZ([γ, u]) = k

a[γ,u][γ, u]

∣∣∣∣∣∣∣∣∣∣
a[γ,u] ∈ K, (∀C ∈ R)(#{[γ, u]|a[γ,u] 6= 0, AH([γ, u]) > C} <∞)

 .

Now denote

s0 =
{
w : S2 → X | 〈c1(TX), w∗[S

2]〉 = 0
}
.

Note that if we change [γ, u] by gluing some sphere w ∈ s0 on the capping u, it will change the

action functional by −
∫
S2 w

∗ω, possibly not zero, but keep the degree the same. More importantly,

if such action difference is non-zero, then [γ, u] 6= [γ, u#w] in CFk(H,J), which implies that as a

vector space over K, CFk(H,J) is in general infinitely dimensional. It is finite dimensional if ω

vanishes on the image of Hurewicz map i : π2(X)→ H2(X,Z)/Torsion, in which case X is usually

called weakly exact (a stronger condition called symplectic aspherical if both ω and c1 vanishes).

In order to overcome this dimension issue, [HS95] suggests to consider a bigger coefficient field

- Novikov field ΛK,Γ defined as

ΛK,Γ =

∑
g∈Γ

agt
g |ag ∈ K, (∀C ∈ R)(#{g|ag 6= 0, g < C} <∞)


where Γ =

{∫
S2 w

∗ω |w ∈ s0

}
≤ R and t is a formal variable. It is then easy to check that

CFk(H,J) is now a finite dimensional vector space over ΛK,Γ and its dimension is equal to the

number of γ ∈ L(X) such that there is u : D2 → X with u|∂D2 = γ and µCZ([γ, u]) = k.

Next, graded vector space CF∗(H,J) will become a chain complex once we define the (Floer)

boundary operator (∂H,J)∗. Degree-k part of boundary operator (∂H,J)k : CFk(H,J)→ CFk−1(H,J)

is defined by counting the solution (modulo R-translation) of the following partial differential equa-

tion (as a formal negative gradient flow of AH)

∂u

∂s
+ Jt(u(s, t))

(
∂u

∂t
−XH(t, u(s, t))

)
= 0, (2.1)

16



where {Jt}0≤t≤1 is a family of almost complex structure compatible with ω and u : R× R/Z→ X

such that

• u has finite energy E(u) =
∫
R×R/Z

∣∣∂u
∂s

∣∣2 dtds;
• u has asymptotic condition u(s, ·)→ γ±(·) as s→ ±∞;

• µCZ([γ−, w−])− µCZ([γ+, w+]) = 1 and [γ+, w+] = [γ+, w−#u].

By now, it is a deep but well-known and standard fact that

Theorem 2.2.1 (See [HS95] for semi-positive X or see [Par13] for general X). (∂H,J)∗ is well-

defined such that ∂H,J ◦ ∂H,J = 0.

2.3 Continuation map

The construction of Hamiltonian Floer chain complex (CF∗(H,J), (∂H,J)∗) clearly depends on the

pair (H,J). We will now recall the relation between two such chain complexes if they are constructed

from different (H,J). Specifically, if we have (H−, J−) and (H+, J+), the standard way is to form

a (regular) homotopy (H,J ) (with homotopy parameter s ∈ R) between them so that when s� 0,

(Hs,Js) = (H−, J−) and when s � 0, (Hs,Js) = (H+, J+). For instance, we can use a cut-off

function α(s), that is,

• α(s) is monotone increasing,

• α(s) = 0 when s� 0 and α(s) = 1 when s� 0,

to form the following homotopy,

Hs(t, ·) = (1− α(s))H−(t, ·) + α(s)(H+(t, ·)),

and it is similar to consider a Js. The upshot is there exists a well-defined chain map (where it is

a chain map by standard Floer gluing argument, see proof of Theorem 11.1.15 in [AD14]), usually

called continuation map Φ(H,J ) : CF∗(H−, J−) → CF∗(H+, J+) constructed (similar to (2.1)) by
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counting the solution of the following parametrized partial differential equation

∂u

∂s
+ (Jt)s(u(s, t))

(
∂u

∂t
−XHs(t, u(s, t))

)
= 0, (2.2)

where again u is required to satisfy certain conditions as above as for the defining properties of

boundary operator except here we require µCZ([γ−, u−]) = µCZ([γ+, u+]). Here we emphasize

that if we use another homotopy (H′,J ′), the same construction will give another chain map

Φ(H′,J ′) : CF∗(H−, J−) → CF∗(H+, J+). These two chain maps are actually chain homotopic to

each other, induced by a “1-homotopy” (homotopy of a homotopy) between (H,J ) and (H′,J ′).

In other words, there exists a degree-1 map K : CF∗(H−, J−)→ CF∗+1(H+, J+) such that

Φ(H,J ) − Φ(H′,J ′) = ∂ ◦K +K ◦ ∂. (2.3)

The explicit construction of K is carried out in Lemma 6.3 in [Sal90]. Now using another homo-

topy (H̃, J̃ ) from (H+, J+) to (H−, J−) gives a well-defined chain map Φ(H̃,J̃ ) : CF∗(H+, J+) →

CF∗(H−, J−). Together, we have the following picture,

CF∗(H−, J−)
Φ(H,J )//

I

((
CF∗(H+, J+)

Φ(H̃,J̃ )// CF∗(H−, J−) (2.4)

where identity map I can be regarded as the induced chain map by the obvious constant homotopy

(Hconst,Jconst) between (H−, J−) and itself. On the one hand, the well-known gluing argument

(see Chapter 10 in [MS04] or B.10 in [Par13]) implies that

Φ(H̃,J̃ ) ◦ Φ(H,J ) = Φ(HR,JR) (2.5)

where the right hand side is an induced chain map from a “gluing” homotopy (HR,JR) (for some

R � 0) from (H−, J−) to itself constructed from (H,J ) and (H̃, J̃ ). On the other hand, it is

also well-known (see explicit construction in [Ush11, p.14]) that the resulting Φ(HR,JR) is chain

homotopic to I, that is, there exists a degree-1 map K− : CF∗(H−, J−) → CF∗+1(H−, J−) such
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that

Φ(H̃,J̃ ) ◦ Φ(H,J ) − I = ∂H−,J− ◦K− +K− ◦ ∂H−,J− . (2.6)

Similarly, there exists a degree-1 map K+ : CF∗(H+, J+)→ CF∗+1(H+, J+) such that

Φ(H,J ) ◦ Φ(H̃,J̃ ) − I = ∂H+,J+ ◦K+ +K+ ◦ ∂H+,J+ . (2.7)

2.4 Hamiltonian Floer homology

In terms of algebraic structure, different choices of pair (H,J) induce the same (up to isomorphism)

Floer homology, therefore, we are allowed to define

HF∗(X) := H∗(CF (H,J), ∂H,J).

Therefore, we can compute HF∗(X) by choosing a preferred Hamiltonian function H. In most

cases, we will choose a C2-small H so the Hamiltonian orbits of H will be degenerated to critical

points, which makes the corresponding analysis much easier. Moreover, we have

Theorem 2.4.1 (See Theorem 6.1 in [HS95] for semi-positive X or see Theorem 10.7.1 in [Par13]

for general X). For any degree k ∈ Z,

HFk(X) '
⊕

j=kmod 2N

Hj(X,K)⊗K ΛK,Γ.

In particular, when k = 0 or dim(X), HFk(X) 6= 0.

We will close this section by put a remark on the Hamiltonian Floer theory with respect to

non-contractible loop (represented by homotopy class α). We will denote the corresponding Floer

chain complex as CF∗(H,J)α and Floer homology as HF∗(X)α. Almost all the ingredients above

can be defined and constructed in a parallel way by starting from a covering space of Lα(X) once

we fixed a reference non-contractible loop in the homotopy class α. The general construction has

been carried out explicitly in Section 5 in [Ush13]. What we want to emphasize is that Theorem

2.4.1 is not true for HF∗(X)α. In fact, we can readily show
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Theorem 2.4.2. HF∗(X)α = 0 if α is non-contractible.

Indeed, since HF∗(X) is independent of Hamiltonian H. A C2-small H will only provide critical

points (as constant periodic orbits, so never in class α), which makes HF∗(X)α has no generators.

2.5 Non-Archimedean normed vector space

One perspective that makes Hamiltonian Floer chain complex distinguished from a general chain

complex is that with the help of action functional AH , for each degree k ∈ Z, we can turn each

degree-k piece CFk(H,J) into a (finite dimensional) non-Archimedean normed vector space over

ΛK,Γ. In general, a non-Archimedean normed vector space is defined as follows. First, recall

Definition 2.5.1. A valuation ν on a field F is a function ν : F → R ∪ {∞} such that

(V1) ν(x) =∞ if and only if x = 0;

(V2) For any x, y ∈ F , ν(xy) = ν(x) + ν(y);

(V3) For any x, y ∈ F , ν(x+ y) ≥ min{ν(x), ν(y)} with equality when ν(x) = ν(y).

Moreover, we call a valuation ν trivial if ν(x) = 0 for x 6= 0 and (still) ν(x) = ∞ precisely when

x = 0.

In particular, for F = ΛK,Γ, we can associate a valuation simply by

ν
(∑

g∈Γ agt
g
)

= min{g | ag 6= 0}

where we use the standard convention that the minimum of the empty set is ∞. It is easy to

see that this ν satisfies conditions (V1), (V2) and (V3). Note that the finiteness condition in the

definition of Novikov field ensures that the minimum exists. If Γ = {0}, then the valuation ν is

trivial.

Definition 2.5.2. A non-Archimedean normed vector space over F with filtration ν is a pair (C, `)

where C is a F-vector space endowed with a filtration function ` : C → R ∪ {−∞} satisfying the

following axioms:
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(F1) `(x) = −∞ if and only if x = 0;

(F2) For any λ ∈ F and x ∈ C, `(λx) = `(x)− ν(λ);

(F3) For any x, y ∈ C, `(x+ y) ≤ max{`(x), `(y)}.

In terms of Definition 2.5.2, the standard convention would be that the norm on a non-

Archimedean normed vector space (C, `) is e−`, not `. For the entire paper, we will only focus

on the function `, not on the norm e`.

Example 2.5.3. For each k ∈ Z, (CFk(H,J), `H) is a non-Archimedean normed vector space with

associated filtration function

`H

(∑
a[γ,u][γ, u]

)
= max{AH([γ, u]) | a[γ,u] 6= 0}.

Note that `H is defined for all degree k ∈ Z.

Both boundary operator ∂H,J defined in Section 2.2 and continuation map ΦH,J described in

Section 2.3 have relations with `H by the following two theorems. For boundary operator,

Theorem 2.5.4. There exists some ~ > 0 (coming from Gromov-Floer compactness theorem) such

that for each c ∈ CF∗(H,J), `H(∂H,J c) ≤ `H(c)− ~.

and for continuation map,

Theorem 2.5.5. Suppose Φ(H,J ) : CF∗(H−, J−) → CF∗(H+, J+) is a continuation map con-

structed in Section 2.3. For any c ∈ CF∗(H−, J−), we have

`H+(Φ(H,J ) c) ≤ `H−(c) +

∫ 1

0
max
X

(H+(t, ·)−H−(t, ·))dt. (2.8)

There are a couple of results directly from Theorem 2.5.5.

(a) There exists a symmetric inequality coming from the converse continuation map Φ(H̃,J̃ ), that

is, for any c ∈ CF∗(H+, J+),

`H−(Φ(H̃,J̃ ) c) ≤ `H+(c) +

∫ 1

0
−min

X
(H+(t, ·)−H−(t, ·))dt. (2.9)
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(b) By (2.8) and (2.9), we have

`H−((Φ(H̃,J̃ ) ◦Φ(H,J ))c) ≤ `H−(c) +

∫ 1

0
max
X

(H+(t, ·)−H−(t, ·))−min
X

(H+(t, ·)−H−(t, ·))dt.

Meanwhile, by (2.6),

`H−((Φ(H̃,J̃ ) ◦ Φ(H,J ))c) = `H−(c+ (∂H−,J− ◦K− +K− ◦ ∂H−,J−)(c)).

So K− will shift filtration at most by the value

∫ 1

0
max
X

(H+(t, ·)−H−(t, ·))−min
X

(H+(t, ·)−H−(t, ·))dt. (2.10)

The same conclusion holds for K+ : CF∗(H+, J+)→ CF∗+1(H+, J+).

2.6 Filtered Floer homology

By Theorem 2.5.4, for any λ ∈ R, if denote

CF λ∗ (H,J) := CF
(−∞,λ)
∗ (H,J) = {c ∈ CF∗(H,J) | `H(c) ≤ λ} ,

then (CF λ∗ (H,J), ∂H,J) is a subcomplex of CF∗(H,J). Therefore, we can define a filtered Floer

homology (which can be proved that it is independent of almost complex structure J),

HF λ∗ (H) := homology of (CF λ∗ (H,J), ∂H,J). (2.11)

As this is defined for every λ ∈ R, we get a R-family of vector spaces {HF λ(H)}λ∈R. More

importantly, this R-family of vector spaces is endowed with an additional structure. Note that for

any λ < η ∈ R, there exists an inclusion ιλ,η : CF λ∗ (H,J) ↪→ CF η∗ (H,J), therefore, it induces a

morphism on the corresponding homologies, that is

(ιλ,η)∗ : HF λ∗ (H)→ HF η∗ (H) (2.12)
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where collection of maps {(ιλ,η)∗}λ,η∈R satisfies

• (ιλ,λ)∗ = IHFλ∗ (H),

• (ιλ,η)∗ ◦ (ιρ,λ)∗ = (ιρ,η)∗.

Remark 2.6.1. In genera, a filtered Floer homology HF λ∗ (H) is a K-vector space, not a ΛK,Γ-vector

space (or at best a ΛK,Γ≥0-module) because the action of Novikov field does not preserve filtrations.

Therefore, HF λ∗ (H) is in general an infinite dimensional K-vector space unless we only work over

K = ΛK,0 (that is Γ = 0), for instance, on an aspherical symplectic manifold.
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Chapter 3

Background of persistent homology

3.1 Overview

Persistent homology theory was first introduced with the goal of topological data analysis (see,

[Car09]). Since then, many different versions of its associated algebraic framework have been

developed and generalized (see, [BD13], [CCGGO09]). Briefly speaking, the basic idea is, for a

filtered chain complex (C∗, ∂∗, `) where ` is a filtration function, to consider a family of its homology

{H(−∞,t)
∗ (C)}t∈R (called persistence module) and trace the “birth” and “death” time for each

generator along the time parameter t. It provides much more information than the usual homology

in the sense that it can also detect when and where a generator of Im(∂∗) representing a non-zero

homology class becomes trivial in filtered/truncated homologies. There are two beautiful related

theoretic results. First, the persistence module forms the easiest model of quiver representation (see,

[DW05]), therefore, Gabriel’s theorem classifies and decomposes it into direct sum of irreducible

quivers, which is called a barcode in persistent homology theory and is identified with a collection of

intervals. Moreover, in this special case, this abstract classification process can also be realized in an

algorithmic way (see, [CZ05]). Second, using algebraic chain maps, a metric called the interleaving

distance dP can be defined between two persistence modules while, using combinatorics data,

another metric called bottleneck distance dB (see, Section 4.2 in [CdSGO12]) can also be defined

between two barcodes. The most important theorem so far in persistent homology theory is Stability

Theorem (see, Theorem 4.10 in [CdSGO12]) linking these two concepts together, saying dP = dB.
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Therefore, to some extent, algebraic topology problems can be transferred into a combinatorial

problems.

3.2 Classical persistent homology

The topological idea of persistent homology comes from computing (Morse) homology of sublevel

submanifold (instead of the entire manifold). It results in a special algebraic structure called

persistence module. Discussion of filtered Floer homology in Section 2.6 provides a concrete example

of a persistence module. In general, it is defined as follows.

Definition 3.2.1. Define a persistence module as

V = ({Vt}t∈R, {φs,t})

where each Vt is a module (over some algebra) and for any s ≤ t ∈ R, φs,t : Vs → Vt is a transition

map is the sense that if s = t, then φs,s = IVs and if s < t < r, then φt,r ◦ φs,t = φs,r.

Similar to classification of finitely generated abelian group, for any algebraic object, we want to

make it as simple as possible and as unique as possible. In other words, we want to find building

blocks for a possible decomposition (and therefore a classification). This is demonstrated by the

following example and the structure theorem next to it.

Example 3.2.2. For any interval [a, b) (with possibly b = ∞), associate an “easiest persistence

module” I[a,b) = (It, φs,t) where

It =

 F a ≤ t < b

0 otherwise

Transition map φs,t is identity if and only if s, t ∈ [a, b) and zero map otherwise.

Theorem 3.2.3. [Theorem 3.1 in [CZ05]] Suppose V (over F with trivial valuation) satisfies

dim(Vt) < ∞ for every t ∈ R, then it can be uniquely (up to permutation) decomposed into the

following normal form

V =
⊕
[a,b)

Im[a,b) (3.1)
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where m is the multiplicity of I[a,b).

The (persistent homology) barcode of V is then by definition the multiset (S, µ) where

S = {[a, b) | [a, b) appears in (3.1)}

and

µ([a, b)] =
{
m | the multiplicity of I[a,b)

}
.

As follows from the discussion at the end of the introduction in [Cr12], the barcode is a complete

invariant of a finite dimenisonal persistence module. Moreover, in classical persistent homology,

[CZ05] provides an algorithm computing the resulting barcode. In this case the intervals in the

barcode are all half-open intervals [a, b) (with possibly b =∞). See, e.g., [Ghr08, Figure 4], [Car09,

p. 278] for some nice illustrations of barcodes.

In the spirit of Remark 2.6.1, for most of the cases, especially related with Hamiltonian Floer

theory (on a general symplectic manifold), the condition - “finite dimensional” is almost never sat-

isfied. However, note for Floer chain complex itself, it is a finite dimensional over ΛK,Γ. Therefore,

for the rest of this section, we will mainly focus on how to construct barcode by directly working

on the chain complex level. This needs some new work on the algebra that will be explain in the

next section.

3.3 Non-Archimedean linear algebra

The keyword of this section is “orthogonality”. We will use the standard notions of orthogonality

in non-Archimedean normed vector space (e.g. [MS65]).

Definition 3.3.1. Let (C, `) be a non-Archimedean normed vector space over a Novikov field Λ =

ΛK,Γ defined in Definition 2.5.2.

• Two subspaces V and W are said to be orthogonal if for all v ∈ V and w ∈W , we have

`(v + w) = max{`(v), `(w)}.
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• A finite ordered collection (w1, . . . , wr) of elements of C is said to be orthogonal if, for all

λ1, . . . , λr ∈ Λ, we have

`

(
r∑
i=1

λiwi

)
= max

1≤i≤r
`(λiwi). (3.2)

In particular a pair of elements of C, {v, w}, are orthogonal if and only if the spans 〈v〉Λ and

〈w〉Λ are orthogonal as subspaces of C. Of course, by (F2), the criterion (3.2) can equivalently be

written as

`

(
r∑
i=1

λiwi

)
= max

1≤i≤r
(`(wi)− ν(λi)). (3.3)

Example 3.3.2. For V = spanK 〈a, b〉 with `(a) = 1 and `(b) = 3. For subspace U = spanK 〈a+ b〉,

V1 = spanK 〈a〉 is an orthogonal complement but V2 = spanK 〈b〉 is not an orthogonal complement.

Definition 3.3.3. An orthogonalizable Λ-space (C, `) is a finite-dimensional non-Archimedean normed

vector space over Λ such that there exists an orthogonal basis for C.

Example 3.3.4. (Λn,−~ν) is an orthogonalizable Λ-space, where

~ν(λ1, ..., λn) = min
1≤i≤n

ν(λi).

Non-Archimedean Gram-Schimdt process (Theorem 2.16 in [UZ15]) guarantees that we can

always modify an arbitrary given basis into an orthogonal basis. This implies the following expected

property.

Proposition 3.3.5. [Corollary 2.19 in [UZ15]] Suppose that (C, `) is an orthogonalizable Λ-space

and U ≤ C. Then there exists a subspace V such that U ⊕ V = C and U and V are orthogonal.

(We call any such V an orthogonal complement of U).

Likewise in the Archimedean case, the proof of this proposition heavily depends on a “best

approximation type” property, see Theorem 2.14 in [UZ15]. What we want to emphasize here is

orthogonal complement is not unique. For instance, for C = spanK 〈x, y〉 with `(x) = 0 and `(y) = 1,

subspace U = 〈x〉K has V1 = 〈y〉K as an orthogonal complement. Meanwhile, V2 = 〈x+ y〉K is also

an orthogonal complement.
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Now consider a Λ-linear map between two orthogonalizable Λ-spaces, we have the following

important theorem which is in the same spirit of singular value decomposition of a linear transfor-

mation A : Cn → Cm.

Theorem 3.3.6. For any Λ-linear map A : (C, `C) → (D, `D) with rank(A) = r, there exists a

singular value decomposition of A in the sense that there is a choice of orthogonal ordered bases

(y1, ..., yn) for C and (x1, ..., xm) for D such that:

(i) (yr+1, ..., yn) is an orthogonal ordered basis for kerA;

(ii) (x1, ..., xr) is an orthogonal ordered basis for ImA;

(iii) Ayi = xi for i ∈ {1, ..., r};

(iv) `C(y1)− `D(x1) ≥ . . . ≥ `C(yr)− `D(xr).

Remark 3.3.7. To simplify the notation, we will simply denote a singular value decomposition

satisfying (i), (ii), (iii) and (iv) as above by

(yr+1, ..., yn)

(y1, ..., yr)
A // (x1, ..., xr)

(xr+1, ..., xm).

The way that we prove Theorem 3.3.6 is by providing an algorithm, see Theorem 3.5 in [UZ15].

3.4 Barcode from Floer-type complex

Example 2.5.3 and Theorem 2.5.4 suggest the abstract algebraic object we are studying is the

following one.

Definition 3.4.1. A Floer-type complex (C∗, ∂C , `C) over a Novikov field Λ = ΛK,Γ is a chain complex

(C∗ = ⊕k∈ZCk, ∂C) over Λ together with a function `C : C∗ → R∪ {−∞} such that each (Ck, `|Ck)

is an orthogonalizable Λ-space, and for each x ∈ Ck we have ∂Cx ∈ Ck−1 with `C(∂Cx) ≤ `C(x).
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Similar to Example 3.2.2, we have the “easiest” Floer-type complexes.

Example 3.4.2. We list them as two types.

• Type I

E1(y)∗ = . . .→ 0→ 〈y〉Λ → 〈∂y〉Λ → 0→ . . . ;

• Type II

E2(x)∗ = . . .→ 0→ 〈x〉Λ → 0→ . . . .

It turns out these two types “easiest” Floer-type complexes form the building blocks of any

Floer-type complex similar to the structure theorem, Theorem 3.2.3, of persistence module above.

Theorem 3.4.3. [Proposition 7.4 in [UZ15]] Any Floer-type complex (C∗, ∂C , `C) over a Novikov

field Λ = ΛK,Γ can be orthogonally decomposed as (a direct sum of chain complexes)

(C∗, ∂C , `C) =
⊕
x,y

(E1(y)∗)
m1(y) ⊕ (E2(x)∗)

m2(x) (3.4)

where m1(y) and m2(x) are multiplicities.

Here x’s and y’s can be obtained by a singular value decomposition of boundary map ∂∗ given

by Theorem 3.3.6. Specifically, for degree k ∈ Z, we can find a singular value decomposition of

map ∂k+1 : Ck+1 → ker(∂k). This will decompose the following two terms Floer-type complex

. . .→ 0→ Ck+1
∂k+1−−−→ ker(∂k)→ 0→ . . .

into direct sum of some E1
∗ and E2

∗ . Together all k ∈ Z, we get the decomposition. Moreover, from

this decomposition, for each k ∈ Z, we can define degree-k verbose barcode (of Floer-type complex)

as a multiset (S, µ) where

S =

 [`C(∂y), `C(y)),

[`C(x),∞)

∣∣∣∣ ind(y) = ind(x) = k + 1,

x, y appears in (3.4)
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and

µ([`C(∂y), `C(y))) = {m1(y) | the multiplicity of E1(y)∗}

µ([`C(x),∞)) = {m2(x) | the multiplicity of E2(x)∗} .

Note that it is possible `C(∂y) = `C(y), therefore, we define degree-k concise barcode is a collection

of all elements in S which have positive lengths, that is `C(y)− `C(∂y) > 0.

By classification theorems, Theorem A and Theorem B in [UZ15], verbose barcode is a complete

invariant, up to filtered isomorphism (see Definition 4.4 in [UZ15]), of Floer-type complexes and

concise barcode is a complete invariant, up to filtered homotopy equivalence (see Definition 4.5 in

[UZ15]), of Floer-type complexes.

3.5 Example of computing barcode

So far, we have seen there are two approaches to generate barcode. One is from classical persistence

module and the other is from Floer-type complex. By theorem 6.2 in [UZ15], reducing to the case

that ΛK,Γ = ΛK,{0} = K, these two approaches give the same barcode. We will demonstrate this

by a concrete example.

Example 3.5.1. This picture is borrowed from [Wei11] with our assigned initial data as follows.

Figure 1. 2-dimensional manifold X with height function F
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Associate a height function F on it and the dots represent critical points, namely from bottom to

top as a, b, c, d, e, f and their heights are

p/h a b c d e f

F 1 3 4 7 8 9

Method one: By tracing the homology of truncated (by height function F ) sublevel submanifolds,

we can easily get the following table.

level/homology 0 1 2

h < 1 0 0 0

1 ≤ h < 3 K 0 0

3 ≤ h < 4 K ⊕K 0 0

4 ≤ h < 7 K 0 0

7 ≤ h < 8 K K 0

8 ≤ h < 9 K 0 0

9 ≤ h K 0 K

Therefore, we have our (persistent homology) barcode as

• degree-0 barcode = {[1,∞), [3, 4)};

• degree-1 barcode = {[7, 8)};

• degree-2 barcode = {[9,∞)}.

Method two: From critical points, we can form a Morse chain complex (which is a case of

Floer-type complex). Namely,

. . .→ 0
∂3−→ CM2(X,F )

∂2−→ CM1(X,F )
∂1−→ CM0(X,F )

∂0−→ 0→ . . . ,

where by counting the corresponding indices,

• CM2(X,F ) = spanK 〈e, f〉;

• CM1(X,F ) = spanK 〈c, d〉;
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• CM0(X,F ) = spanK 〈a, b〉.

Moreover, the boundary operators are

• ∂1c = a+ b and ∂1d = 0;

• ∂2e = ∂2f = d.

Finally, the filtration ` = `F is induced by the height function in an obvious way. In order to get

an orthogonal decomposition 3.4, we need to get a singular value decomposition of each boundary

maps (or precise, the associated two terms Floer-type complex). For ∂1 : CM1(X,F ) → ker(∂0) =

CM0(X,F ),

Im(∂1) = spanK 〈a+ b〉 ⇒ its orthogonal complement is spanK 〈a〉 .

Note that orthogonality plays an important role in choosing orthogonal complement. From Example

3.3.2, spanK 〈b〉 is not an option for orthogonal complement. Therefore, we have a singular value

decomposition of ∂1, by notation from Remark 3.3.7,

d

c
∂1 // a+ b

a.

(3.5)

For ∂2 : CM2(X,F )→ ker(∂1) = spanK 〈d〉. Then

ker(∂2) = spanK 〈e− f〉 ⇒ its orthogonal complement is spanK 〈e〉 .

Again, by orthogonality spanK 〈f〉 is prohibited from being an orthogonal complement. So, a singular

value decomposition of ∂2 is

e− f

e
∂2 // d.

(3.6)

32



Therefore, if we put (3.5) and (3.6) together and complete them as complexes, we get (CM∗(X,F ), ∂)

is orthogonally decomposed as a direct sum of

. . . // 0 // spanK 〈e− f〉 // 0 // . . .

. . . // 0 // spanK 〈e〉 // spanK 〈d〉 // 0 // . . .

. . . // 0 // spanK 〈c〉 // spanK 〈a+ b〉 // 0 // . . .

. . . // 0 // spanK 〈a〉 // 0 // . . . .

(3.7)

Therefore, the verbose barcode (which is the same as concise barcode here) is

• degree-0 = {[`F (a),∞), [`F (a+ b), `F (c))} = {[1,∞), [3, 4)};

• degree-1 = {[`F (d), `F (e))} = {[7, 8)};

• degree-2 = {[`F (e− f),∞)} = {[9,∞)}.

3.6 Relation to some symplectic invariants

As verbose or concise is a complete invariant for Floer-type complex, any invariant constructed from

Floer-type chain complex (containing information up to filtered isomorphism or filtered homotopy

equivalence) should be rewritten by some information from barcode. Here we give two relations.

3.6.1 Relation to spectral invariant

Following a construction that is found in [Sch00], [Oh05] in the context of Hamiltonian Floer theory

(and which is closely related to classical minimax-type arguments in Morse theory), we may describe

the spectral invariant associated to a Floer-type complex (C∗, ∂, `): where Hk(C∗) is the degree-k

homology of C∗, as a map ρ : Hk(C∗)→ R ∪ {−∞} defined by, for α ∈ Hk(C∗),

ρ(α) = inf{`(c)|c ∈ Ck, [c] = α}
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(where [c] denotes the homology class of c). In a more general context the main result of [Ush08]

shows that the infimum in the definition of ρ(α) is always attained.

The spectral invariants are reflected in the concise barcode in the following way.

Proposition 3.6.1 (Proposition 6.4 in [UZ15]). Let BC,k denote the degree-k part of the con-

cise barcode of a Floer-type complex (C∗, ∂, `), obtained from a singular value decomposition of

∂k+1 : Ck+1 → ker ∂k. Then:

• For each α ∈ Ck \ {0}, the concise barcode BC,k contains an element of the form ([ρ(α)],∞),

where [ρ(α)] is the reduction of ρ(α) modulo Γ.

• There is a basis α1, . . . , αh for Hk(C∗) such that the submultiset of BC,k consisting of elements

with second coordinate equal to ∞ is equal to {([ρ(α1)],∞), . . . , ([ρ(αh)],∞)}.

3.6.2 Relation to boundary depth

Recall in [Ush13], boundary depth of a two terms Floer-type complex ∂ : C1 → C0 is defined as

β(∂) = sup
x≤Im∂

inf
x∈V \{0}

{`(y)− `(x) | ∂y = x}. (3.8)

Actually, we can generalize this definition to the following one,

Definition 3.6.2. For any given k ∈ Z, define the generalized boundary depth of a two terms Floer-

type complex ∂ : C1 → C0 by

βk(∂) = sup
V ≤ Im∂

dim(V ) = k

inf
x∈V \{0}

{`(y)− `(x) | ∂y = x}

and βk(∂) = 0 if ∂ is the zero map or if k > dim(Im∂).

When k = 1, this is exactly the definition of boundary depth in (3.8). Clearly one has

β1(∂) ≥ β2(∂) ≥ · · ·βk(∂) ≥ 0
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for all k. In terms of computation, the following theorem which relates the βk(∂)’s to singular value

decompositions.

Theorem 3.6.3 (Theorem 4.11 in [UZ15]). Given a singular value decomposition ((y1, ..., yn), (x1, ..., xm))

for a two-term chain complex ∂ : C1 → C0, the numbers βk(∂) are given by

βk(∂) =

 `(yk)− `(xk) 1 ≤ k ≤ r

0 k > r

where r is the rank of ∂.

On the one hand, (3.6.2) indicates the values of βk(∂) are independent of choice of singular

value decomposition. On the other hand, Theorem 3.6.3 together with classification theorems

implies that values of βk(∂) are just lengths of finite-length bars in the barcode associated to the

Floer-type complex. In particular, boundary depth in [Ush13] is the length of the longest bars

(within all finite length bars).
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Chapter 4

Application and distance comparison

4.1 Quantitative application

In this section, we will give a general scheme on how to combine Hamiltonian Floer theory and

persistent homology to solve a dynamics problem. First, we give a logic picture as follows.

dynamics problem

Hamiltonian diffeo φ

transfer //
Floer chain complex

(CF∗(H,J), ∂H,J)

algorithm
��

topological invariant

o(H)

detect

uu

barcode

B(CF∗(H))

combinatorics

77

Figure 2. Logic picture of solving a dynamics problem

Second, a brief explanation goes as follows. Starting from a Hamiltonian dynamics problem

that involves a given Hamiltonian function H, by its geometric or topological construction, we

can use language of Floer theory to rewrite this problem so that it will be possible to formulate a

Floer chain complex, as a special case of Floer-type complex defined in Chapter 3. As mentioned
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earlier, there is an algorithm to compute the barcode of Floer chain complex so that we obtain a

rich resource to construct symplectic invariants. The concrete construction of invariants depends

on the initial problem and possibly not unique. Some constructions, especially in this paper, rely

on the observation from combinatorics. Eventually, we will use these invariants to detect or answer

the initial dynamics problem.

Third, an important family of properties is that for each of categories above in Figure 2, we

can associate a meaningful “distance”. The most obvious one is for topological invariant. As they

are numbers in R, the obvious distance is the (absolute value of) difference of two numbers. The

associated distances we will use later for the other three will be explicitly explained and defined in

Section 4.2. What’s more important is that all the distances are Lipschitz continuous in terms of

the others, which will be explained in Section 4.3. Therefore, each step in the logic picture can be

quantitatively detected and controlled.

4.2 Various distances

4.2.1 Hamiltonian diffeomorphism φ

There are many different ways to compare two diffeomorphisms. However, as introduced in the

Chapter 1, on Hamiltonian diffeomorphism group Ham(X,ω), the well-known Hofer’s metric dH

of φ = φ1
H is the one that we will mainly focus on in this paper. Hofer’s metric is defined by the

following two steps. First, for any φ ∈ Ham(X,ω), define (the Hofer norm)

||φ||H = inf

{∫ 1

0

(
max
X

H(t, ·)−min
X

H(t, ·)
)
dt

∣∣∣∣φ = φ1
H

}
.

Then define Hofer’s metric by, for φ, ψ ∈ Ham(X,ω),

dH(φ, ψ) = ||φ−1 ◦ ψ||H . (4.1)
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This is a bi-invariant metric on Ham(X,ω) which leads to a fast-developed subject called Hofer

geometry partly because this metric is closely related with dynamics. For more details, please see

a well-written book [Pol01].

4.2.2 Floer chain complex (CF∗(H, J), ∂H,J)

It might sound strange at the first sight that how we will measure the distance between two

complexes, but by the special filtration shift property of Hamiltonian Floer chain complex, Theorem

2.5.5 and the discussion after it, we can give the following abstract definition.

Definition 4.2.1. Let (C∗, ∂C , `C) and (D∗, ∂D, `D) be two Floer-type complexes, and δ+, δ− ≥ 0.

A (δ+, δ−)-quasiequivalence between C∗ and D∗ is a quadruple (Φ,Ψ,KC ,KD) where:

• Φ: C∗ → D∗ and Ψ: D∗ → C∗ are chain maps, with `D(Φc) ≤ `C(c) + δ+ and `C(Ψd) ≤

`D(d) + δ− for all c ∈ C∗ and d ∈ D∗.

• KC : C∗ → C∗+1 and KD : D∗ → D∗+1 obey the homotopy equations Ψ◦Φ− IC∗ = ∂C ◦KC +

KC ◦ ∂C and Φ ◦ Ψ − ID∗ = ∂D ◦ KD + KD ◦ ∂D, and for all c ∈ C∗ and d ∈ D∗ we have

`C(KCc) ≤ `C(c) + δ+ + δ− and `D(KDd) ≤ `D(d) + δ+ + δ−.

The quasiequivalence distance between (C∗, ∂C , `C) and (D∗, ∂D, `D) is then defined to be

dQ(C∗, D∗) = inf

δ+ + δ−
2

≥ 0

∣∣∣∣∣∣ There exists a (δ+, δ−)-quasiequivalence between

(C∗, ∂C , `C) and (D∗, ∂D, `D)

 .

Example 4.2.2. From (2.8), (2.9) and (2.10), using the notation introduced above, we can summa-

rize the relation between (CF∗(H−, J−), (∂H−,J−)∗, `H−) and (CF∗(H+, J+), (∂H+,J+)∗, `H+) 1 that

they are (
∫ 1

0 maxX(H+ − H−)dt,
∫ 1

0 −minX(H+ − H−)dt)-quasiequivalent. Moreover, Proposition

5.1 in [Ush13] implies this still holds for CF∗(H,J)α with non-contractible homotopy class α.

Remark 4.2.3. If passing to the corresponding homologies, for persistent homologies, people very of-

ten use interleaving distance (e.g., in [CCGGO09]). The relation between quasiequivalence distance

and interleaving distance has been studied carefully in Appendix A in [UZ15].

1Here we choose normalized Hamiltonians H+ and H− in the sense that
∫
X
H+(t, ·) =

∫
X
H−(t, ·) = 0 for every

t ∈ [0, 1]. Therefore,
∫ 1

0
−minX(H+ −H−)dt ≥ 0.
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4.2.3 Barcode B(CF∗(H, J))

By definition, barcode is nothing but a collection of half closed and half open intervals. More

precisely, we will denote each interval as [[a], [b]) because in general over ΛK,Γ, because of action

from Γ, the (left) end point of this interval is actually in coset R/Γ. Therefore, we can regard

[[a], [b]) as a pair ([a], L) ∈ R/Γ × (0,∞] where L = b − a. In the spirit of Gromov-Hausdroff

distance, we can define a distance between two concise barcodes in the following two steps (cf.

[CdSGO12]). First,

Definition 4.2.4. Consider two concise barcodes (viewed as multisets of elements of (R/Γ)× (0,∞])

S and T . A δ-matching between S and T consists of the following data:

(i) submultisets Sshort and Tshort such that the second coordinate L of every element ([a], L) ∈

Sshort ∪ Tshort obeys L ≤ 2δ.

(ii) A bijection σ : S \ Sshort → T \ Tshort such that, for each ([a], L) ∈ S \ Sshort (where a ∈ R,

L ∈ [0,∞]) we have σ([a], L) = ([a′], L′) where for all ε > 0 the representative a′ of the

coset [a′] ∈ R/Γ can be chosen such that both |a′ − a| ≤ δ + ε and either L = L′ = ∞ or

|(a′ + L′)− (a+ L)| ≤ δ + ε.

Example 4.2.5. Suppose

S = {[2,∞), [4, 5), [2, 4)} and T = {[3,∞), [3, 6)}.

There exists a 2-matching. In fact, take Sshort = {[4, 5), [2, 4)} and Tshort = {[3, 6)}. Moreover, we

can set up a bijection σ′ as

σ′([2,∞)) = [3,∞).

However, there exists a 1-matching (which is better in the sense of distance defined below). In fact,

take Sshort = {[2, 4)} and Tshort = {∅}. Moreover, we can set up a bijection σ as

σ([2,∞)) = [3,∞) and σ([4, 5)) = [3, 6).
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Note that in order to get a δ-matching with finite δ, there must be equal numbers of infinite-length

bars from S and T .

Definition 4.2.6. If S and T are two multisets of elements of (R/Γ) × (0,∞] then the bottleneck

distance between S and T is

dB(S, T ) = inf{δ ≥ 0 |There exists a δ-matching between S and T }.

Example 4.2.7. Suppose S and T are barcodes given in Example 4.2.5. dB(S, T ) = 1.

Our construction associates to a Floer-type complex a concise barcode for every k ∈ Z, so the

appropriate notion of distance for this entire collection of data is:

Definition 4.2.8. Let S = {Sk}k∈Z and T = {Tk}k∈Z be two families of multisets of elements of

(R/Γ)× (0,∞]. The bottleneck distance between S and T is then

dB(S, T ) = sup
k∈Z

dB(Sk, Tk).

4.3 Lipschitz comparison

Example 4.2.2 easily implies

dQ(CF∗(H−, J−), CF∗(H+, J+)) ≤ 1

2
dH(φ1

H− , φ
1
H+

). (4.2)

Moreover, we know from Stability Theorem (Theorem 8.16 and Theorem 8.17 in [UZ15]),

dB(B(CF∗(H−, J−)),B(CF∗(H+, J+))) ≤ 2dQ(CF∗(H−, J−), CF∗(H+, J+)) (4.3)

dQ(CF∗(H−, J−), CF∗(H+, J+)) ≤ dB(B(CF∗(H−, J−)),B(CF∗(H+, J+))). (4.4)

So we have

dB ≤ 2dQ ≤ dH . (4.5)
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Actually, for most part of this paper, we will only use a (much) weaker version of stability theorem,

which only involves the generalized boundary depth (because our construction of invariant (1.11)

is only based on the generalized boundary depth).

Theorem 4.3.1. [Corollary 8.8 in [UZ15]] Suppose that (C∗, ∂C , `C) and (D∗, ∂D, `D) are (δ, δ)-

quasiequivalent. Then for all i ∈ Z and k ∈ N, we have |βk((∂C)i+1)− βk((∂D)i+1)| ≤ 2δ.

Remark 4.3.2. In order to use Theorem 4.3.1, note any (δ+, δ−)-quasiequivalent is automatically

(δ+ + δ−, δ+ + δ−)-quasiequivalent because δ+, δ− ≥ 0. Therefore, Theorem 4.3.1 says

|βk((∂C)i+1)− βk((∂D)i+1)| ≤ 4dQ(C∗, D∗).

Remark 4.3.3. (4.5) and Theorem 4.3.1 reflect a general principle of the well-known facts of Lipschitz

continuity of spectral invariant and boundary depth. See [Oh05] and [Ush13].
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Chapter 5

Build up numerical measurement

5.1 Existence of p-th root map

Lemma 5.1.1. For any a ∈ N, we have the following commuting diagram

CFk(H
(p), Jt+ a

p2
)α

Rp2 //

Ca

��

CFk(H
(p), Jt+a+1

p2
)α

(Rp2 )∗(Ca)

��
CFk(H

(p), Jt)α
Rp2

// CFk(H
(p), Jt+ 1

p2
)α

(5.1)

where Ca is some continuation map.

Proof. Suppose x(t + a/p2) is a (capped) periodic orbit as a generator of CFk(H
(p), Jt+a/p2)α

and suppose there exists a Floer connecting orbit u(s, t) satisfying parametrized partial differential

equation (2.2) connecting x(t+a/p2) and y(t) for some y(t) as a generator of CFk(H
(p), Jt), followed

by a rotation on the parameter t to t+ 1/p2. In other words, we have

x(t+ a/p2)
u(s,t)−−−→ y(t)

Rp2−−→ y(t+ 1/p2)

Then by rotating u(s, t) to be u(s, t + 1/p2), we will also get a Floer connecting orbit, namely

u(s, t+ 1/p2), satisfying the following parametrized partial differential equation (used to construct
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(Rp)∗(Cα)),

∂u

∂s
+ (Jt+1/p)s(u(s, t))

(
∂u

∂t
−XHs(t+ 1/p2, u(s, t))

)
= 0, (5.2)

connecting x(t+ (a+ 1)/p2) and y(t+ 1/p2). In other words,

x(t+ a/p2)
Rp2−−→ x(t+ (a+ 1)/p2)

u(s,t+1/p2)−−−−−−−→ y(t+ 1/p2)

By a symmetric argument, there is a one-to-one correspondence between these two approaches.

Therefore, this diagram commutes by definition of Floer continuation map.

Proof of Proposition 1.3.1. Because Rp2 is well-defined, consider composition C1 ◦Rp2 (which is a

map on CFk(H
(p), Jt)α itself). We observe that

(C1 ◦Rp2) ◦ (C1 ◦Rp2) = C1 ◦ (Rp2 ◦ C1) ◦Rp2

= C1 ◦ ((Rp2)∗(C1) ◦Rp2) ◦Rp2

= (C1 ◦ (Rp2)∗(C1)) ◦R2
p2

where the second equality comes from Lemma 5.1.1. By setting

C2 = C1 ◦ (Rp2)∗(C1)

we have (C1 ◦Rp2)2 = C2 ◦R2
p2 . Applying Lemma 5.1.1 inductively, we can get

(C1 ◦Rp2)p = Cp ◦Rpp2 = Cp ◦Rp

where Cp is recursively defined by

Cp = C1 ◦ (Rp2)∗(Cp−1).

Therefore, in order to get the conclusion, set C = Cp (that is determined by C1) and set C ′ = C1

so S = C1 ◦Rp2 .
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5.2 Well-definiteness of self-mapping cone

We will prove the following general lemma,

Lemma 5.2.1. For two filtration preserving chain maps Φ and Ψ on Floer-type complex (C∗, ∂∗, `),

if Φ and Ψ are filtered homotopic to each other, then the associated self-mapping cones ConeC(Φ)∗

and ConeC(Ψ)∗ are filtered isomorphic to each other.

Proof. Suppose the chain homotopy between Φ and Ψ is K, which preserves the filtration. Con-

struct a map F : ConeC(Φ)∗ → ConeC(Ψ)∗ by

F =

 I −K

0 I

 .

First F preserves filtration. In fact, for any (x, y) ∈ ConeC(Φ)∗, we have

`co(F (x, y)) = `co((x−Ky, y)) = max{`C(x−Ky), `C(y)}

≤ max{`C(x), `C(Ky), `C(y)}

= max{`C(x), `C(y)}

= `co((x, y)).

Second, F is a chain map because

 I −K

0 I

 ·
 ∂C −Φ

0 −∂C

 =

 ∂C −Φ +K∂C

0 −∂C


=

 ∂C −Ψ− ∂CK

0 −∂C

 =

 ∂C −Ψ

0 −∂C

 ·
 I −K

0 I

 .

Third, F is an isomorphism because we have its inverse

F−1 =

 I K

0 I
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which is easily seen to preserve the filtration too.

Proof of Proposition 1.3.4. By standard result of Floer theory explained Section 2.2, different

choices of continuation maps C1 and C2 will result in different but filtered homotopic chain maps.

Therefore, the first conclusion comes from a direct application of Lemma 5.2.1 to Φ = C1◦Rp−ξp ·I

and Ψ = C2 ◦Rp − ξp · I.

For the second conclusion, note that for the following diagram

CFk(H
(p), Jt)α

Rp //

∂k

��

CFk(H
(p), Jt+ 1

p
)α

C //

(Rp)∗(∂k)

��

CFk(H
(p), Jt)α

∂k

��
CFk−1(H(p), Jt)α

Rp // CFk−1(H(p), Jt+ 1
p
)α

C // CFk−1(H(p), Jt)α

the associated gluing diagram (see Lemma 3.10 in [Sal97]) is

xα(t) //

��

xα(t+ 1/p) // xβ(t)

��
yα(t) // yα(t+ 1/p) // yβ(t)

which confirms that 1-dimensional moduli space M(xα(t), yβ(t)) has its boundary

⋃
yα(t)

M(xα(t), yα(t), H(p))×M(yα(t), yβ(t),J )

∪
⋃
xβ(t)

M(xα(t), xβ(t),J )×M(xβ(t), yβ(t), H(p))

where J is a composition homotopy of homotopies arising from Jt to Jt+ 1
p

(by rotation Rp) and

then from Jt+ 1
p

back to Jt (by continuation C). Therefore, by compactness of M(xα(t), yβ(t)),

T = C ◦Rp commutes with ∂k. Similarly, S = C ′ ◦Rp2 commutes with ∂k for any k ∈ Z. Then by

45



definition of ∂co, we can check

 ∂ −(T − ξp · I)

0 −∂

 ·
 T 0

0 T

 =

 ∂T −(T − ξp · I) ◦ T

0 −∂T


=

 T∂ −T ◦ (T − ξp · I)

0 −T∂


=

 T 0

0 T

 ·
 ∂ −(T − ξp · I)

0 −∂

 .

Similarly, since S commutes with T ,

 ∂ −(T − ξp · I)

0 −∂

 ·
 S 0

0 S

 =

 ∂S −(T − ξp · I) ◦ S

0 −∂S


=

 S∂ −S ◦ (T − ξp · I)

0 −S∂


=

 S 0

0 S

 ·
 ∂ −(T − ξp · I)

0 −∂

 .

5.3 Non-divisibility

Proof of Proposition 1.3.7. The first conclusion directly comes from the Theorem 1.3.5 (which will

be proved in the next section) and definition of oX(φ) in Definition 1.3.6. For the second conclusion,

suppose smax is the largest multiple of p smaller than mk, the multiplicity of degree-k concise

barcode of ConeCF (H(p),J)α
(Tp−ξp ·I). Then p - mk implies βsmaxp+1(C) 6= 0 and β(smax+1)p(C) = 0.

Therefore,

oX(φ)k ≥ βsmaxp+1(φ)− β(smax+1)p(φ) = βsmaxp+1(φ) ≥ βmk(φ).

By its definition again, oX(φ) ≥ oX(φ)k ≥ βmk(φ).
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Chapter 6

Chain complex with a group action

Recall our set-up. For any given HamiltonianH, there is a Floer chain complex (CF∗(H
(p), Jt), ∂H,J).

Its self-mapping cone of linear map T − ξp · I, (Cone∗(T − ξp · I), ∂co), is in general a filtered chain

complex over Novikov field ΛK,Γ where T is a strict lower filtration perturbation of rotation Rp,

i.e., T = C ◦Rp = Rp + P where for any x from domain, `(P (x)) < `(x). Moreover, there exists a

ΛK,Γ-linear chain map DT on (Cone∗(T − ξp · I), ∂co), defined as an action of T on each component.

If in the p-th power situation defined in the introduction, there exists a ΛK,Γ-linear chain map DS

on (Cone∗(T − ξp · I), ∂co) such that DpS = DT where S is a strictly lower filtration perturbation of

rotation Rp2 . In this section, we will prove the important Theorem 1.13,

6.1 Reduce to a group action

Recall our definitions,

DT = DRp + CT and DS = DRp2 + CS (6.1)

and by Proposition 1.3.4,

DT∂co = ∂coDT and DS∂co = ∂coDS (6.2)

because T∂ = ∂T and S∂ = ∂S. In particular, we know DT and DS exactly preserves filtration.

Moreover, due to Floer continuation map, there exists a constant ~ > 0 such that for any x ∈
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Cone∗(T − ξp · I),

`co(CTx) ≤ `(x)− ~ and `co(CSx) ≤ `(x)− ~. (6.3)

Because of this, we have the following lemma.

Lemma 6.1.1. DT and DS (if it exists) are invertible.

Proof. First, because DpRp = I and Dp
2

Rp2
= I,

DpT = I−QT and Dp
2

S = I−QS (6.4)

where QT is a combination of CT and DRp , so strictly lowers filtration (by at least ~) and QS is a

combination of CS and DRp2 , so also strictly lowers filtration (by at least ~). Then DT ◦ (DT )p =

(DT )p+1 = (DT )p ◦ DT , so by (6.4),

DT ◦ (I−QT ) = (I−QT ) ◦ DT ⇒ DTQT = QTDT . (6.5)

Similarly, DS ◦ (DS)p
2

= (DS)p
2+1 = (DS)p

2 ◦ DS , so by (6.4),

DS ◦ (I−QS) = (I−QS) ◦ DS ⇒ DSQS = QSDS . (6.6)

For DT , on the one hand, we can define

BT = (I−QT )−1 = I +QT +Q2
T + . . . .

It is a well-defined operator over ΛK,Γ because by (6.3) `(QkT (x)) diverges to −∞ (as k → ∞) for

any x. Moreover, by (6.5), BTDT = DTBT . On the other hand, for operator B′T = (DT )p−1BT , we

know

DTB′T = (DT )pBT = (I−QT )(I−QT )−1 = I = (DT )p−1BTDT = B′TDT .

Therefore, B′T is the required inverse of DT . Similarly for DS , we can define

B′S = (DS)p
2−1BS where BS = (I−QS)−1 = I +QS +Q2

S + . . . .
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and then DSB′S = B′SDS , so B′S is the desired inverse of DS .

Remark 6.1.2. Note that T and S also satisfy perturbed group relations in the form of (6.4),

therefore, the same argument in Lemma 6.1.1 implies both T and S are invertible too.

Note that by (6.4), DT and DS are not (but almost like in terms of strictly lower filtration

perturbations) do not generate finite group actions (where DRp and DRp2 are group actions with

order p and p2 respectively). However, from the following lemma, these can always be reduced to

be group actions.

Lemma 6.1.3. There exists T ′ and S′ such that DT ′ and DS′ are group actions, that is,

DpT ′ = I and DpS′ = DT ′ (so Dp
2

S = I).

Moreover, T ′ and S′ are strictly lower filtration perturbations of T and S respectively.

Proof. Denote T p = I − PT where `(PTx) ≤ `(x) − ~ for any x. We want to find T ′ such that

(T ′)p = (T p + PT ) = I. Since T is invertible by Remark 6.1.2, define

P
(1)
T = T−pPT and T ′ = T (I + P

(1)
T )

1
p

where (I + P
(1)
T )

1
p is defined using the binomial expansion, that is,

(I + P
(1)
T )

1
p = I +

(1
p

1

)
P

(1)
T +

(1
p

2

)
(P

(1)
T )2 + ... := I + P

(2)
T

where P
(2)
T =

( 1
p

1

)
P

(1)
T +

( 1
p

2

)
(P

(1)
T )2 + ... and it defines an operator over ΛK,Γ. Hence, denote

P
(3)
T = TP

(2)
T ,

T ′ = T + P
(3)
T

which is the required (group action) T ′ such that it is a strictly lower filtration perturbation of T .

Moreover, DpT ′ = D(T ′)p = DI = I.
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Now suppose T = Sp. We want to find S′ such that (S′)p = T ′ = T + P
(3)
T . Again, by Remark

6.1.2, define

P
(1)
S = S−pP

(3)
T and S′ = S(I + P

(1)
S )

1
p

where (I + P
(1)
S )

1
p is defined using the binomial expansion, that is

(I + P
(1)
S )

1
p = I +

(1
p

1

)
P

(1)
S +

(1
p

2

)
(P

(1)
S )2 + ... := I + P

(2)
S

where P
(2)
S =

( 1
p

1

)
P

(1)
S +

( 1
p

2

)
(P

(1)
S )2 + .... Denote P

(3)
S = SP

(2)
S ,

S′ = S + P
(3)
S

which is the required (group action) S′ such that it is a strictly lower filtration perturbation of S.

Moreover, DpS′ = D(S′)p = DT ′ .

To simplify the notation of proofs below, denote [·, ·] as commutator (of two matrices or opera-

tors). So A and B commutes if and only if [A,B] = 0. An important observation from definition

of T is [T, PT ] = [PT , T ] = 0. Then we have

Corollary 6.1.4. For DT ′ and DS′ constructed from Lemma 6.1.3, we have [DT ′ , ∂co] = 0 and

[DS′ , ∂co] = 0.

Proof. First, we claim [T ′, ∂] = 0 and [S′, ∂] = 0. In fact, starting from [T, ∂] = 0 and the definitions

of P
(1)
T , P

(2)
T and P

(3)
T , we have

[T, ∂] = 0 ⇒ [PT , ∂] = 0 ⇒ [P
(1)
T , ∂] = 0 ⇒ [P

(2)
T , ∂] = 0

⇒ [P
(3)
T , ∂] = 0 ⇒ [T ′, ∂] = 0.

Similarly, for S′, from [S, ∂] = 0, [P
(3)
T , ∂] = 0 and definitions of P

(1)
S , P

(2)
S and P

(3)
S , we have

([S, ∂] = 0], [P
(3)
T , ∂] = 0]) ⇒ [P

(1)
S , ∂] = 0 ⇒ [P

(2)
S , ∂] = 0

⇒ [P
(3)
S , ∂] = 0 ⇒ [S′, ∂] = 0.
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Second, we claim [T ′, T ] = 0 and [S′, T ] = 0. In fact, starting from [PT , T ] = 0, we have

[PT , T ] = 0 ⇒ [P
(1)
T , T ] = 0 ⇒ [P

(2)
T , T ] ⇒ [P

(3)
T , T ] = 0 ⇒ [T ′, T ] = 0.

Similar for S′, starting from [S, T ] = 0 and [P
(3)
T , T ] = 0, we have

([S, T ] = 0, [P
(3)
T , T ] = 0) ⇒ [P

(1)
S , T ] = 0 ⇒ [P

(2)
S , T ]

⇒ [P
(3)
S , T ] = 0 ⇒ [S′, T ] = 0.

Third, we conclude [DT ′ , ∂co] = 0 and [DS′ , ∂co] = 0. In fact,

 T ′ 0

0 T ′

 ·
 ∂ −(T − ξp · I)

0 −∂

 =

 T ′∂ −T ′(T − ξp · I)

0 −∂T ′


=

 ∂T ′ −(T − ξp · I)T ′

0 −∂T ′


=

 ∂ −(T − ξp · I)

0 −∂

 ·
 T ′ 0

0 T ′


where the second equality comes from the first part of two claims above. Similarly,

 S′ 0

0 S′

 ·
 ∂ −(T − ξp · I)

0 −∂

 =

 S′∂ −S′(T − ξp · I)

0 −∂S′


=

 ∂S′ −(T − ξp · I)S′

0 −∂S′


=

 ∂ −(T − ξp · I)

0 −∂

 ·
 S′ 0

0 S′


where the second equality comes from the second part of two claims above.

Remark 6.1.5. Since DT is a strictly lower filtration perturbation of DRp , so is DT ′ by its construc-

tion. Similarly, DS′ is a strictly lower filtration perturbation of DRp2 . For orthogonality, strictly
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lower filtration perturbation behaves well as proved by the following easy lemma which will be used

often later.

Lemma 6.1.6. Strictly lower filtration perturbation preserves orthogonality. Specifically, given a

set of orthogonal elements over ΛK,Γ, say {v1, ..., vn} and any strictly lower filtration for each vi,

that is vi + wi where `(wi) < `(vi), for 1 ≤ i ≤ n,

{v1 + w1, ..., vn + wn} are orthogonal over ΛK,Γ.

Proof. For any λ1, ..., λn ∈ ΛK,Γ,

`(λ1(v1 + w1) + ...λn(vn + wn)) = `(λ1v1 + ...λnvn) = max
1≤i≤n

{`(λivi)} = max
1≤i≤n

{`(λi(vi + wi))}.

So {v1 + w1, ..., vn + wn} are also orthogonal.

6.2 Preparation

6.2.1 Orthogonal invariant complement

Proposition 6.2.1. Suppose V is acted by a group action T such that T p = I and it exactly

preserves filtration. For any T -invariant subspace V1, there exists an orthogonal complementary

T -invariant W in the sense that V1 is orthogonal to W and V = V1 ⊕W .

Recall if vector space V is a representation of a group G satisfying condition that field of scalars

for V has its 1

char(K) - |G| (6.7)

then given any G-invariant subspace V1 ≤ V , there exists a G-invariant complementary subspace

W ≤ V . Actually we can construct W explicitly.

Construction 6.2.2. Taking any complement of V1 (in the sense of vector space, no orthogonality

is involved and not necessarily G-invariant), say U , consider the projection map πV1 : V → V1 with

1See Theorem 4.1 and it equivalent conclusion like Lemma 2.2.11 in [Kow13]). Non-division between characteristic
of field of scalars and order of group is the only hypothesis. When we apply to Novikov field ΛK,Γ and group G with
order p here, char(K) 6= p implies char(ΛK,Γ) 6= p. Therefore it satisfies this hypothesis.
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respect to the decomposition V = V1 ⊕ U , and define

W = ker

 1

|G|
∑
g∈G

g · πV1 · g−1

 . (6.8)

It is easy to check that W is G-invariant for any g ∈ G and dimW = dimU . There is a useful

observation that (6.8) implies each x ∈W satisfies

1

|G|
∑
g∈G

g(I− πU )g−1(x) = 0.

Therefore, we have

x =
1

|G|
∑
g∈G

g · πU · g−1(x) for all x ∈W . (6.9)

In order to get Proposition 6.2.1, we need to show W is orthogonal to V1. We will use the

following lemma from [UZ15],

Lemma 6.2.3. Let (V, `) be a filtered vector space over ΛK,Γ and let V1, U,W ≤ V be such that U

is an orthogonal complement to V1 and dim(U) = dim(W ). Consider the projection πU : V → U

associated to the direct sum decomposition V = U ⊕ V1. Then W is an orthogonal complement of

V1 if and only if `(πUx) = `(x) for all x ∈W .

Proof of Proposition 6.2.1. Let U be the orthogonal complement of V1 that is used in the Con-

struction 6.2.2. By Lemma 6.2.3, we will need to show for any x ∈W , `(x) = `(πUx). Decompose

x = u+ v where u ∈ U and v ∈ V1. By (6.9), we have

x =
1

p

(
πUx+

p−1∑
i=1

T iπUT
p−ix

)

=
1

p

(
u+

p−1∑
i=1

T iπUT
p−iu

)
.
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The key step for the second line is that since V1 is invariant, πUT
p−i(u+v) = πUT

p−iu+πUT
p−iv =

πUT
p−iu because πUT

p−iv = 0. So we can write v in terms of u, that is

v = −p− 1

p
u+

1

p

p−1∑
i=1

T iπUT
p−iu.

Because T exactly preserves filtration and U is orthogonal to V1, it follows that `(v) ≤ `(u).

Therefore,

`(x) = max{`(u), `(v)} = `(u) = `(πUx).

Therefore, we get the conclusion.

Example 6.2.4. For group action (guaranteed by Lemma 6.1.3) DT ′ : Conek(T−ξ·I)→ Conek(T−

ξ · I), since ker(∂co) is a DT ′-invariant subspace of Conek(T − ξ · I) by Corollary 6.1.4, there exists

an orthogonal complement of ker(∂co) in Conek(T−ξ ·I), denoted as W which is also DT ′-invariant.

6.2.2 Restriction to 0-level

In this subsection, we will work on the vector space over universal Novikov field, that is, for ΛK,Γ,

Γ = R. The advantage is that we can always rescale preferred element x in the vector space such

that `(x) = 0. Moreover, since we have seen that our obstruction (see (1.11)) will be constructed

only from generalized boundary depth (which does not involve the specific value of end points), By

Proposition 6.8 in [UZ15], it will be invariant under the coefficient extension.

From the idea of [Ush08], any orthogonalizable ΛK,R-space (V, `) can be identified with ((ΛK,R)n,−~ν)

(for some n = dimΛK,R V ∈ N) in Example 3.3.4 under an orthonormal basis, where `(v) =

−~ν(λ1, ..., λn) if v is identified with a vector (λ1, ..., λn) under this basis. Therefore, for such

V , we can associated a K-module

[V ] = V≤0/V<0

where

V≤0 := {v ∈ V | `(v) ≤ 0} and V<0 := {v ∈ V | `(v) < 0}.
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In particular, denote ΛK,R≥0 = {λ ∈ ΛK,R | ν(λ) ≥ 0} and ΛK,R>0 = {λ ∈ ΛK,R | ν(λ) > 0}. Note

that K ' ΛK,R≥0/ΛK,R>0 . There is a quotient projection π : V≤0 → [V ] by, roughly speaking, taking

the 0-level filtration term, that is, for λ ∈ ΛK,R,

λ =
∑
g

agT
g π−→ a0 (6.10)

Then we can show

Lemma 6.2.5. A ΛK,R-orthonormal set {e1, ..., en} reduces to a K-linearly independent set {[e1], ..., [en]}

under projection π defined in (6.10). Conversely, for a set {e1, ..., en} over ΛK,R, if its reduction

{[e1], ..., [en]} are K-linearly independent, then {e1, ..., en} are ΛK,R-orthogonal. Therefore, in par-

ticular, [V ] = (K)dim
ΛK,R V .

Proof. Suppose {[e1], ..., [en]} are not K-linearly independent. There exists η1, ..., ηn ∈ K, not all

zero, such that

η1[e1] + ...+ ηn[en] = 0.

Then

η1e1 + ...+ ηnen = η1[e1] + ...+ ηn[en] +

 strictly lower

filtration terms

 .

So

`(η1e1 + ...+ ηnen) < 0 = max
1≤i≤n

{`(ei)− ν(ηi)}.

Therefore, {e1, ..., em} are not ΛK,R-orthogonal.

Conversely, suppose {e1, ..., en} are not ΛK,R-orthogonal. There exist λ1, ...λn ∈ ΛK,R, not all

zero, such that

`(λ1e1 + ...+ λnen) < max
1≤i≤n

{`(ei)− ν(λi)} = 0− min
1≤i≤n

{ν(λi)}.
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If we rescale λi on both sides such that min1≤i≤n{ν(λi)} = 0, then still we have the inequality.

However, reducing to the 0-filtration level, which is the highest filtration level, we have

[λ1][e1] + ...[λn][en] = 0 where [λi] in K.

Because of our rescaling, not all [λi] are zero, which means {[e1], ..., [en]} are not K-linearly inde-

pendent.

In particular, if {e1, ..., en} is an ΛK,R-orthonormal basis of V , then dimK[V ] ≥ n. Meanwhile,

[V ] is a submodule of [ΛK,R]n = Kn. So dimK[V ] = n = dimΛK,R V .

Not only can we reduce spaces, but also we can reduce maps. For a ΛK,R-linear map A on

(V, `) which is exact filtration preserving (for instance, DT ′ or DS′), under an orthonormal basis,

A ∈ Mn×n(ΛK,R≥0). Note that then A(V<0) ≤ A<0 which implies we have a well-defined reduced

map of A, denoted as [A],

[A] : [V ]→ [V ].

Example 6.2.6. Suppose under an orthonormal basis,

A =


1 + T 2 T 6 T 2 + T 4

T 4 2 T 6 − T 10

2 T 2 5 + T 2

 .

Then

[A] =


1 0 0

0 2 0

2 0 5

 .

Example 6.2.7. Suppose A is exact filtration preserving and λ ∈ ΛK,R,

An = λ · I reduces to−−−−−−−−→ [A]n = [λ] · I.

In particular, for any x ∈ V , Ax = λx reduces to [A][x] = [λ][x].
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6.2.3 Irreducible condition

Lemma 6.2.8. K satisfies “irreducible condition” if and only if ΛK,Γ satisfies “irreducible condi-

tion”.

Proof. One direction “⇐” is trivial because K ↪→ ΛK,Γ. We will just prove the other one “⇒”.

Suppose not. Then there exists some x ∈ ΛK,Γ and number q such that

xp = ξqp (6.11)

but p does not divide q. The general form of x is x = amt
λm + am+1t

λm+1 + . . . where am 6= 0 and

λm < λm+1 < . . . (which diverges to infinity). If λm 6= 0, then

xp = apmt
pλm + . . .

such that the lowest degree pλm is either strictly positive or strictly negative, which by equation

(6.11) above, forces apm = 0. So am = 0. Contradiction. Now we are left to the case that λm = 0,

so we may rewrite x as x = am + am+1t
λ1 + . . . where am ∈ K. Therefore, (6.11) implies apm = ξqp

which contradicts the hypothesis that K satisfies “irreducible condition”.

Here comes a perturbed version of the lemma above, which will be used later.

Lemma 6.2.9. Suppose K satisfies “irreducible condition”. For any g(x) ∈ ΛK,Γ>0 [x] with deg(g(x)) <

p,

xp = 1 + g(x) is solvable in ΛK,Γ;

while for any q not divisible by p,

xp = ξqp + g(x) is not solvable in ΛK,Γ.

Proof. The second conclusion is easier to prove. Suppose it is solvable with some solution x. Then

`(x) is necessarily 0. So reduced to [V ],

[x]p = ξqp
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for some q not divisible by p in K. It contradicts to the condition that K satisfies “irreducible

condition”.

For the first conclusion, we will run an inductive process to solve x piece by piece. First note

that since `(x) is necessarily 0, we can write

x = a0t
g0 + a1t

g1 + a2t
g2 + ....

where g0 = 0 and gi > 0 for any i ≥ 1. Moreover, we arrange the exponents to be in a

strictly increasing order, that is, gi < gi+1, which, by definition, diverge to infinity. Denote

Gx = {gi | gi is an exponent of x}. Then denote

S =

∑
g∈Gx

ngg

∣∣∣∣ng ∈ N ∪ {0}

 .

Note that for any given number λ ∈ R≥0, there are only finitely many linear combinations from S

whose values are no greater than λ (so S is discrete). Therefore, it makes sense to define, for any

n ∈ N ∪ {0}, sn representing the n-th smallest combination from S. For example, s0 = 0 = g0 and

s1 = g1. It’s not clear in general what the expression of sn is, but for sure, sn ≤ gn because there

might be combination of smaller terms still not exceeding gn.

Now denote V<sk = {v ∈ V | `(v) < −sk} and projection πsk : V≤0 → V≤0/V<sk . Note when

k = 0, πsk = π defined in (6.10). For initial step, apply πs0 to xp = 1 + h(x) and we get

(πs0x)p = 1 + πs0(h(x)),

that is, ap0 = 1. Indeed, πs0(h(x)) = 0 because by definition of h(x), each of its coefficients has

valuation strictly bigger than 0 which implies the lowest valuation of h(x) is strictly bigger than

s0. Since K contains all the p-th root of unity, we can solve a0. Suppose for sn, we can solved

a0, ..., am(n) for some m(n) ∈ N. For sn+1, there are two cases. Either, there is no new coefficient ai

appearing to be solved. Then we are done with this step and then move to sn+2. Or new am(n)+1

appears. However, new am(n)+1 always appears in accompany with its formal power tgm(n)+1 and
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the lowest exponent it contributes is pap−1
0 am(n)+1t

gm(n)+1 . Moreover, as this term is not in the

previous inductive step, we know (sn <) gm(n)+1 = sn+1 by definition of si. Therefore,

(πsn+1x)p = F (a0, ..., am(n), t) + pap−1
0 am(n)+1t

gm(n)+1 ,

where F (a0, ..., am(n), t) is some combination of a0, ..., am(n) and powers of t with exponents no

greater than sn+1.

On the other hand, from the similar reason as above, πsn+1(h(x)) will not contain any an(m)+1

(or any i ≥ n(m) + 1) because the lowest exponent it contributes from its formal power is already

bigger than sn+1. Therefore,

1 + πsn+1(h(x)) = 1 +G(a0, ..., am(n), t),

where G(a0, ..., am(n), t) is some combination of a0, ..., am(n) and powers of t with exponents no

greater than sn+1. From the inductive step of sn, we have already known a0, ..., am(n) and the

following equation

F (a0, ..., am(n), t) + pap−1
0 am(n)+1t

gm(n)+1 = G(a0, ..., am(n), t)

is linear on am(n)+1, therefore, am(n)+1 can be solved.

From now on, we will always assume K satisfies “irreducible condition” and Γ = R. For brevity,

we introduce the following notation.

Definition 6.2.10. For any x ∈ V and an operator A such that Ap = λ · I for some scalar λ ∈ ΛK,Γ,

we denote

Vx = spanΛK,Γ
〈
x,Ax, ..., Ap−1x

〉
and call it the cyclic span (of A) by x.

Note that by Lemma 6.2.8 and Lemma 4.15 in [PS14], if λ = ξqp for 1 ≤ q ≤ p − 1, we know

{x,Ax, ..., Ap−1x} are ΛK,Γ-linearly independent, so dimΛK,Γ Vx = p. However, we can get a stronger

result as follows.
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Corollary 6.2.11. Let V be a ΛK,Γ-vector space associated with an ΛK,Γ-linear exact filtration

preserving operator A such that

Ap = ξqp · I

for 1 ≤ q ≤ p− 1. Then for any x ∈ V , {x,Ax, ..., Ap−1x} are ΛK,Γ-orthogonal.

Proof. Rescale x such that `(x) = 0 if necessary. The cyclic span Vx of A is an A-invariant subspace.

Then, [Vx] is an [A]-invariant subspace where

[Vx] = spanK
〈
[x], [A][x], ..., [A]p−1[x]

〉
is a cyclic span of [x] since [A]p = ξqp · I. Because K satisfies “irreducible condition”, we know

p | dimK[Vx]. But dimK[Vx] ≤ p. The rigidity dimK[Vx] = p implies {[x], [A][x], ..., [A]p−1[x]} are

K-linearly independent. By Lemma 6.2.5, {x,Ax, ..., Ap−1x} are ΛK,Γ-orthogonal.

Corollary 6.2.12. Under condition of Corollary 6.2.11, if y ∈ V is ΛK,Γ-orthogonal to Vx, then

cyclic span Vy is ΛK,Γ-orthogonal to Vx.

Proof. Rescale y and x such that `(x) = `(y) = 0 if necessary. By Lemma 6.2.5, condition y being

ΛK,Γ-orthogonal to Vx implies [y] being K-linearly independent from cyclic K-span [Vx]. We claim

{
[y], [A][y], ..., [A]p−1[y], [x], [A][x], ..., [A]p−1[x]

}
are K-linearly independent. In fact, K-span of all these reduced 2p elements, denoted as Vx,y, is an

[A]-invariant subspace. By “irreducible condition”, its dimension is either p or 2p. If it is p, then,

by Corollary 6.2.12,

dimK([Vy] ∩ [Vx]) = dimK[Vy] + dimK[Vx]− dimK Vx,y = p+ p− p = p.

Then since p is prime, [Vy] = [Vx], which is a contradiction. Then by Lemma 6.2.5, the original 2p

elements {y, ..., Ap−1y, x, ..., Ap−1x} are ΛK,Γ-orthogonal. So, in particular, Vy is ΛK,Γ-orthogonal

to Vx.
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Remark 6.2.13. Note that in the situation of both Corollary 6.2.11 and Corollary 6.2.12, if A satisfies

Ap = I (that is q = 0), then we can’t directly conclude that {x,Ax, ..., Ap−1x} are ΛK,Γ-orthogonal

(even ΛK,Γ-linearly independent) because “irreducible condition” does not apply here. To get the

expected result on the multiplicity of p, more structure of self-mapping cone will be used later.

6.2.4 Filtration optimal pair

The following lemma is key to construct singular value decomposition later. 2

Lemma 6.2.14. Let (V1, `1) and (V2, `2) be ΛK,Γ-vector space and let A : V1 → V2 be any nonzero

ΛK,Γ-linear map. Then there exists some y∗ ∈ V1 \ {0} such that, for all y ∈ V1 \ {0},

`2(Ay∗)− `1(y∗) ≥ `2(Ay)− `1(y). (6.12)

Proof. Because kerA is a subspace of V1, by Corollary 2.17 and 2.18 in [UZ15], there exists an

orthogonal basis of V1, say (v1, . . . , vr, vr+1, . . . , vn) such that (vr+1, ..., vn) is an orthogonal basis

for kerA where r = rank(A). Meanwhile, let (w1, ..., wm) be an orthogonal basis for V2. Represent

A by an m×n matrix {Aij} over ΛK,Γ with respect to these two bases, so that Avj =
∑

1≤i≤mAijwi

for each j ∈ {1, ..., n}. For any y =
∑

1≤j≤n λjvj in V , we have

`2(Ay) = `2

 ∑
1≤i≤m

 ∑
1≤j≤n

Aijλj

wi

 = max
1≤i≤m

`2(wi)− ν

 ∑
1≤j≤n

Aijλj


= `2(wi(y))− ν

 ∑
1≤j≤n

Ai(y)jλj


where i(y) ∈ {1, ...,m} is the index attaining the maximum in the middle. By the definition of the

valuation ν,

−ν
(∑

1≤j≤nAi(y)jλj

)
≤ max1≤j≤n

(
−ν(Ai(y)j)− ν(λj)

)
= −ν(Ai(y)j(y))− ν(λj(y))

2This lemma is exactly the same as Lemma 3.5 in the early version of [UZ15]. For submitted version, this lemma
has been deleted for brevity. For reader’s convenience, we add/repeat it here.
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where, again, j(y) ∈ {1, ..., n} is the index attaining the maximum in the middle. Also due to the

orthogonality of (v1, ..., vn),

`1(y) = max
1≤j≤n

(`1(vj)− ν(λj)) ≥ `1(vj(y))− ν(λj(y)),

so

`2(Ay)− `1(y) ≤
(
`2(wi(y))− ν(Ai(y)j(y))− ν(λj(y))

)
−
(
`1(vj(y))− ν(λj(y))

)
(6.13)

= `2(wi(y))− ν(Ai(y)j(y))− `1(vj(y)).

Now choose (i0, j0) among (i, j) ∈ {1, ...,m} × {1, ..., n} so that

`2(wi0)− ν(Ai0j0)− `1(vj0) ≥ `2(wi)− ν(Aij)− `1(vj) (6.14)

for all i and j. Then due to the orthogonality of (w1, ..., wm), `2(Avj0) = max1≤i≤n(`2(wi)−ν(Aij0)).

So using (6.14), we have

`2(Avj0)− `1(vj0) = max1≤i≤m (`2(wi)− ν(Aij0)− `1(vj0)) = `2(wi0)− ν(Ai0j0)− `1(vj0)

Given any y ∈ C, (6.14) holds for i = i(y), j = j(y), so using (6.13) we get `2(Avj0)− `1(vj0) ≥

`2(Ay)− `1(y). Therefore y0 = vj0 obeys the desired optimality property.

Roughly speaking The proof of the main theorem goes as follows. Step one: prove the conclusion

in a special case that CT = CS = 0 in (6.1). Then it’s easy to check

DT ′ = DT = DRp and DS′ = DS = DRp2 .

We call this unperturbed case. Step two: we will prove the conclusion in the general case, that is,

perturbed case. We emphasize here that Step one will give a clear picture of the general algebraic

strategy of the proof. The difference in the proofs between unperturbed case and perturbed case
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is mild. The majority of the algebraic construction can be adopted directly from Step one to Step

two.

6.3 Unperturbed p-cyclic singular value decomposition

In this subsection, as mentioned above, we will work on the special case - unperturbed case. The

idea is the following

eigenspace decomposition

of action DRp

(a) //

(c)

��

singular value decomposition

of ∂co compatible with DRp

(b)

��

special care of

eigenvalue 1

singular value decomposition

of ∂co compatible with DRp2

First, by Example 6.2.4, there exists a DRp-invariant orthogonal complement of ker(∂co) in

Conek+1(T −ξp ·I), denoted as W . Let’s start from (a). Since DRp is diagonalizable, its eigenvalues

are {1, ξp, ..., ξp−1
p }. Therefore, we have the following decompositions

ker(∂co) = E0 ⊕ E1 ⊕ . . .⊕ Ep−1 (6.15)

and

W = F0 ⊕ F1 ⊕ . . .⊕ Fp−1 and Im(∂co) = G0 ⊕G1 ⊕ . . .⊕Gp−1 (6.16)

where Ei, Fi and Gi are eigenspaces of DRp of eigenvalue ξip in their corresponding (invariant)

subspaces. Note that it is possible that some of them are trivial. Study the algebraic relation

between different eigenspaces is crucial. From linear algebra, different Ei’s (so are Fi and Gi) are

ΛK,Γ-linearly independent over ΛK,Γ. Now we will show they are actually mutually orthogonal to

each other. This is the following lemma.

Lemma 6.3.1. {Ei}p−1
i=1 are mutually orthogonal to each other. So are {Fi}p−1

i=1 and {Gi}p−1
i=1 .

63



Proof. Assume all the basis elements have filtration 0. DRp acting on Ei implies [(DRp)] = DRp

acting on [Ei]. Moreover, by Example 6.2.7, eigenspace Ei (of eigenvalue ξip) reduces to K-space

[Ei] which is a subspace of eigenspace (of eigenvalue [ξip] = ξip) of [ker(∂co)]. Because different

eigenspaces [Ei] are K-linearly independent, by Lemma 6.2.5, Ei is ΛK,Γ-orthogonal to Ej for all

i 6= j. A similar argument holds for {Fi}p−1
i=0 and {Gi}p−1

i=0 .

On the other hand, W is isomorphic to Im(∂co), so in particular,

dimΛK,Γ(W ) = dimΛK,Γ(Im(∂co)). (6.17)

∂co and DRp commutes gives rise to an important observation that ∂co brings a DRp-invariant

subspace into a DRp-invariant subspace. In particular, we have ∂co(Fi) ≤ Gi, so dimΛK,Γ(Fi) ≤

dimΛK,Γ(Gi). (6.17) implies the dimensions are actually equal for each i. So restrictions

∂co|Fi : Fi → Gi,

are isomorphisms between two (smaller) filtered ΛK,Γ-vector spaces. Then

Proposition 6.3.2. There exists a singular value decomposition of ∂co = (∂co)k+1 : Conek+1(T −

ξp · I)→ Im(∂co) (compatible with action DRp in the sense that they span eigenspaces of eigenvalues

ξqp for 0 ≤ q ≤ p− 1).

Proof. Choose an orthogonal basis for each Ei. Together all 0 ≤ i ≤ p − 1, they will form an

orthogonal basis for ker(∂co) by Lemma 6.3.1. By Theorem 3.5 in [UZ15], there exists a singular

value decomposition of each ∂co|Fi . Again together all 0 ≤ i ≤ p−1, they will form a singular value

decomposition of ∂co|W again by Lemma 6.3.1.

Now for (b), we have DS = DRp2 and therefore DS acts on each eigenspace of DRp . By discussion

above, we will work on Ei and ∂co|Fi : Fi → Gi piece by piece for each 1 ≤ i ≤ p− 1.

On Ei, for any x ∈ Ei, by Lemma 6.2.11, {x,DSx, ...,Dp−1
S x} as a ΛK,Γ-orthogonal set occupies

a p-dimensional subspace of Ei. Choose (if dim(Ei) > p) a y ∈ Ei such that it is orthogonal to

cyclic span Vx. By Lemma 6.2.12, Vy is ΛK,Γ-orthogonal to Vx. So it occupies another p-dimensional
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subspace of Ei. Inductively going through this process, we find an orthogonal basis of Ei in the

form of p-tuple,

(x,DSx, ...,Dp−1
S x, y,DSy, ...,Dp−1

S y...). (6.18)

On ∂co|Fi : Fi → Gi, we will formulate a theoretic process (in accordance with the algorithmic

process, Theorem 3.5 in [UZ15] of finding a singular value decomposition) which is the following

lemma. The idea of generating singular value decomposition is by orthogonally cutting down p-

dimensional subspaces. In general, we have

Lemma 6.3.3. For a filtered isomorphism A : (V1, `1)→ (V2, `2) with group action by S such that

Sp = ξqp · I for 1 ≤ q ≤ p − 1 (so S exactly preserves filtration), there exists a pair of dimension p

subspaces in the cyclic span form of (Vy, Vx) where A(Vy) = Vx such that there exists an orthogonal

complement pair (W1,W2) in the sense that

(1) A(W1) = W2;

(2) V1 = Vy ⊕W1 and W1 is orthogonal to Vy;

(3) V2 = Vx ⊕W2 and W2 is orthogonal to Vx.

Proof. By Lemma 6.2.14, there exists an optimal pair (x∗, y∗) where A(y∗) = x∗ such that for all

y ∈ V1,

`1(y∗)− `2(x∗) ≤ `1(y)− `2(Ay). (6.19)

Since S exactly preserve filtrations,

`1(Siy∗)− `2(Six∗) ≤ `1(y)− `2(Ay) (6.20)

for all the i = 0, ..., p−1. By Lemma 6.2.12 we know elements from {x∗, ..., Sp−1x∗} are orthogonal,

so are elements from {y∗, ..., Sp−1y∗}. So consider the span Vx∗ and denote its orthogonal comple-

ment as W2 and its preimage under A as W1 = A−1(W2). Now we only need to show proposition

(2) above. We will show this inductively (with finitely many steps). By Lemma 2.15 in [UZ15],

W1 ⊥ 〈y∗〉 and 〈Sy∗〉 ⊥W1 ⊕ 〈y∗〉 ⇒ W1 ⊥ 〈y∗, Sy∗〉 .
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Then

W1 ⊥ 〈y∗, Sy∗〉 and
〈
S2y∗

〉
⊥W1 ⊕ 〈y∗, Sy∗〉 ⇒ W1 ⊥

〈
y∗, Sy∗, S2y∗

〉
.

Inductively, we will get the conclusion.

Indeed, in order to prove W1 ⊥ 〈y∗〉, which is equivalent to the statement that for any v ∈W1,

`1(y∗) ≤ `1(y∗ − v), we note since W2 is orthogonal to 〈x∗〉, `2(A(y∗ − v)) ≥ `2(x), so by optimal

choice (6.19) we get the conclusion. Now let’s prove 〈Sy∗〉 ⊥W1⊕〈y∗〉. Actually, the proof is similar.

Again, this is equivalent to show for any v ∈W1 ⊕ 〈y∗〉, `1(Sy∗) ≤ `1(Sy∗ − v). Because W2 ⊕ 〈x∗〉

is orthogonal to 〈Sx∗〉, `2(A(Sy∗ − v)) ≥ `2(Sx∗). Then by optimal choice (6.20), we get the

conclusion. in general, the same argument works for the proof of
〈
Si+1y∗

〉
⊥W1⊕

〈
y∗, ..., Siy∗

〉
.

Remark 6.3.4. Note that the condition Sp = ξqp · I of Lemma 6.3.3 is only used to formulate a cyclic

span Vx∗ .

Inductively applying Lemma 6.3.3 to ∂co = ∂co|Fi , V1 = Fi and V2 = Gi, we get a singular

value decomposition of ∂co|Fi for each 1 ≤ i ≤ p − 1 in p-tuple. Together, we get a singular value

decomposition of ∂co|W , that is

y1 DSy1 . . . Dp−1
S y1 y2 ...

↓ ↓ ↓ ↓ ↓ ↓

x1 DSx1 . . . Dp−1
S x1 x2 ...

(6.21)

and this is the required p-tuple form. In summary, we get the following proposition.

Proposition 6.3.5. Assume DS = DRp2 . There exists a singular value decomposition in p-tuple

form as (6.18) and (6.21) of

∂co
∣∣⊕

1≤i≤p−1 Ei⊕Fi
:
⊕

1≤i≤p−1

Ei ⊕ Fi →
⊕

1≤i≤p−1

Gi

which is compatible with action DRp in the sense that cyclic spans generate each eigenspace.
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Now, we deal with (c). By Remark 6.2.13, we will take a special consideration of eigenspace of

eigenvalue 1. Denote K0 = E0⊕F0 (eigenspace of eigenvalue 1 of DRp in Conek+1(T − ξp · I)). We

claim

Proposition 6.3.6. The restriction map ∂co|K0 : K0 → G0 only contributes (in p-tuple) 0-length

bars.

Proof. On the one hand, we know precisely the generators of K0. Indeed, for each generating loop

(for rotation), say x(t), 3 denote x(t)(i) = x
(
t+ i

p2

)
where 0 ≤ i ≤ p2 − 1. Then

Conek+1(T − ξp · I) = spanΛK,Γ

〈
(0, xi(t))..., (0, xi(t)(p2−1))

(yj(t), 0)..., (yj(t)(p2−1), 0)

〉
1 ≤ i ≤ m

1 ≤ j ≤ n

,

where xi(t)’s have indices equal to k + 1 and yj(t)’s have indices equal to k + 2. Moreover, these

(initial) generators are ΛK,Γ-orthogonal. On the one hand, from the definition of DRp2 , we know

K0 is generated by the element in the following form. Denote

vi = xi(t) + xi(t)p + ...+ xi(t)p2−p and wj = yj(t) + yj(t)p + ...+ yj(t)p2−p. (6.22)

Then,

K0 = spanΛK,Γ

〈
(0, vi), (0, Svi), ..., (0, S

p−1vi)

(wj , 0), (Swj , 0), ..., (Sp−1wj , 0)

〉
1 ≤ i ≤ m

1 ≤ j ≤ n

. (6.23)

Note that generators are all eigenvector of eigenvalue 1 of DRp because DS commutes with DRp

and more importantly, they are ΛK,Γ-orthogonal. On the other hand, by definition of ∂co, for any

eigenvector of eigenvalue 1 of DRp in the form of (0, z(t)),

∂co((0, z(t))) =

 ∂ −(T − ξp · I)

0 −∂

 ·
 0

z(t)

 = ((ξp − 1)z(t),−∂z(t)) .

3All these loops are normalized to be filtration 0 by adjusting cappings.
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Applying this relation to (0, Shwj) for 0 ≤ h ≤ p− 1, we get

∂co(0, S
hwj) =

(
(ξp − 1)Shwj ,−∂Shwj

)
.

By Lemma 6.1.6, since ∂ strictly decreases the filtration, orthogonality of
{

(Shwj , 0)
}p−1

h=0
is equiv-

alent to orthogonality of
{
∂co(0, S

hwj)
}p−1

h=0
=
{

(ξp − 1)Shwj ,−∂Shwj)
}p−1

h=0
which are also eigen-

vectors of eigenvalue 1 of DRp . Therefore, instead of (6.23), we can write

K0 = spanΛK,Γ

〈
(0, vi), ..., (0, S

p−1vi)

∂co(0, wj), ..., ∂co(0, S
p−1wj)

〉
1 ≤ i ≤ m

1 ≤ j ≤ n

. (6.24)

So,

Im(∂co|K0) = spanΛK,Γ
〈
∂co(0, vi), ..., ∂co(0, S

p−1vi)
〉

1≤i≤m

because (∂co)
2 = 0. Moreover {∂co(0, vi), ..., ∂co(0,Dp−1

S vi)} are orthogonal by the same reason as

above. In other words, for each degree k+ 1, we get p-tuple singular value decomposition of ∂co|K0

with building block

(0, vi) (0, Svi) . . . (0, Sp−1vi)

↓ ↓ . . . ↓

∂co(0, vi) ∂co(0, Svi) . . . ∂co(0, S
p−1vi)

(together with those mapped to 0 which are also in p-tuple). Moreover, these p-tuples only con-

tribute 0-length bar because it’s easy to check `co((0, vi)) = `co(∂co(0, vi)) for any vi in (6.22).

Put all (a), (b) and (c) together, we confirm the unperturbed version of the main theorem.

6.4 Perturbed p-cyclic singular value decomposition

Now we are working with general DT and DS . By Lemma 6.1.3, we can reduce to group actions DT ′

and DS′ . Once we have group action, by Lemma 6.2.1 and Lemma 6.1.4, there exists an orthogonal

DT ′-invariant decomposition of the domain, denoted as ker(∂co)⊕W where W is also DT ′-invariant.
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Next, we want to find the eigenvalue decomposition of DT ′ . Different from DRp , the exact values

of eigenvalues are not obvious here. However, we have

Lemma 6.4.1. For any eigenvalue λ of DT ′,

λ = ξip +

 strictly lower

filtration terms

 .

for some i ∈ {0, ..., p− 1}.

Proof. This is a direct application of Lemma 6.2.9 because characteristic polynomial of DT ′ is in

the form of λp = 1 + g(λ) for some polynomial g(x) ∈ ΛK,R>0 [x] with degree at most p − 1. In

fact, λp is part of the summand of product of all the diagonal entries (so contains p-many λ) and

1 is part of the summand of product of (possibly perturbed) all the entries involving −1. Other

summand of product contains at most (p− 1)-many λ.

Now denote, for 0 ≤ i ≤ p− 1,

Θ(i) =

ξip +

 strictly lower

filtration terms


 (6.25)

where generic element in Θ(i) is denoted as θ(i). We remark here that different perturbations of

strictly lower filtration terms will give rise to different eigenvalues. But for each 0 ≤ i ≤ p− 1,

#{θ(i) ∈ Θ(i)} = #{ξip as eigenvalue of DRp}.

where #{·} means the algebraic multiplicity of the set {·}. Moreover, perturbed operator DT ′ is

not necessarily diagonalizable. However, similar to (6.15) and (6.16), we have

Lemma 6.4.2. ker(∂co), W and Im(∂co) can be orthogonally decomposed as

ker(∂co) = Ẽ0 ⊕ Ẽ1 ⊕ . . . Ẽp−1 (6.26)
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and

W = F̃0 ⊕ F̃1 ⊕ . . .⊕ F̃p−1 and Im(∂co) = G̃0 ⊕ G̃1 ⊕ . . .⊕ G̃p−1 (6.27)

where

Ẽi =
⊕

θ(i)∈Θ(i)

Eθ(i), F̃i =
⊕

θ(i)∈Θ(i)

Fθ(i), G̃i =
⊕

θ(i)∈Θ(i)

Gθ(i)

are direct sums of generalized eigenspaces Eθ(i), Fθ(i) and Gθ(i) of DT ′ of (perturbed) eigenvalue

θ(i) respectively.

Proof. The decompositions come from a general fact in linear algebra that an operator can be

decomposed as a direct sum of generalized eigenspaces as long as the field of scalars contains the

corresponding eigenvalues (and this is guaranteed by Lemma 6.2.9). The proof of orthogonality is

exactly the same as Lemma 6.3.1 together with Lemma 6.1.6.

By the same argument as above, we have isomorphisms ∂co|F̃i : F̃i ' G̃i as a direct sum of

family of isomorphisms ∂co|Fθ(i) : Fθ(i) ' Gθ(i) for each θ(i) ∈ Θ(i) for 0 ≤ i ≤ p − 1. Similar to

Proposition 6.3.2,

Proposition 6.4.3. There exists a singular value decomposition of ∂co : Conek+1(T − ξp · I) →

Im(∂co) (compatible with DT ′ in the sense of that they span its generalized eigenspaces).

Now assume DT ′ = DpS′ , then DS′ acts on each Ẽi, F̃i and G̃i because it acts on each Ẽθ(i),

F̃θ(i) and G̃θ(i). Moreover, for instance on Ẽi, if Θ(i) = {θ(i)1, ..., θ(i)m}, then for any x ∈ Ẽi with

expression x = x1 + ...xm where xj ∈ Eθ(i)j for 1 ≤ j ≤ m,

DpS′x = DT ′x = θ(i)1x1 + ...+ θ(i)mxm = ξip(x1 + ...+ xm) +

 strictly lower

filtration terms


= ξipx+

 strictly lower

filtration terms

 .

(6.28)

In other words, for x ∈ Ẽi, spanΛK,Γ

〈
x, ...,Dp−1

S′ x
〉

is not an invariant subspace any more (due to

the perturbed terms). However, still we have (perturbed version of Corollary 6.2.11),

70



Lemma 6.4.4. For 1 ≤ i ≤ p − 1, if x ∈ Ẽi (or F̃i, G̃i) , then {x,DS′x, ...,Dp−1
S′ x} are ΛK,Γ-

orthogonal.

Proof. By Lemma 6.2.5, ΛK,Γ-orthogonality of {x,DS′x, ...,Dp−1
S′ x} is equivalent to K-linearly in-

dependent of {[x], [DS′ ][x], ..., ([DS′ ])p−1[x]} = {[x],DRp2 [x], ...,Dp−1
Rp2

[x]}. Meanwhile, cyclic span

V[x] (over K) is DRp2 -invariant because (6.28) reduces to

DpRp2 [x] = ξip[x].

Hence, “irreducible condition” implies the desired K-linear independence.

Also similar to Corollary 6.2.12, we have

Lemma 6.4.5. For 1 ≤ i ≤ p − 1, if for a given y ∈ Ẽi (or F̃i and G̃i), it is ΛK,Γ-orthogonal to

spanΛK,Γ

〈
x, ...,Dp−1

S′ x
〉

, then

spanΛK,Γ

〈
y, ...,Dp−1

S′ y
〉

is ΛK,Γ-orthogonal to spanΛK,Γ

〈
x, ...,Dp−1

S′ x
〉
.

Proof. By Lemma 6.2.5, we only need to consider the set

{[x],DRp2 [x], ...,Dp−1
Rp2

[x], [y],DRp2 [y], ...,Dp−1
Rp2

[y]}.

These span a DRp2 -invariant subspace. Then the argument of Corollary 6.2.12 (with “irreducible

condition”) implies the K-linearly independence.

Then we have a perturbed version of Proposition 6.3.5,

Proposition 6.4.6. Assume DS′ exists. There exists a singular value decomposition in p-tuple

form as (6.18) and (6.21) of

∂co
∣∣⊕

1≤i≤p−1 Ẽi⊕F̃i
:
⊕

1≤i≤p−1

Ẽi ⊕ F̃i →
⊕

1≤i≤p−1

G̃i.
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Proof. For each Ẽi, for any x ∈ Ẽi, we get a p-dimensional subspace spanΛK,Γ

〈
x, ...,Dp−1

S′ x
〉

by

Lemma 6.4.4. Choose y ∈ Ẽi such that y is ΛK,Γ-orthogonal to spanΛK,Γ

〈
x, ...,Dp−1

S′ x
〉

. By Lemma

6.4.5, we get another p-dimensional subspace. Inductively apply this process until we run out of

the dimension of Ẽi. Thus together for all 1 ≤ i ≤ p − 1, we get a basis of ker(∂co) as in (6.18),

that is,

{x,D2
S′x...,D

p−1
S′ x, y,D

2
S′y...,D

p−1
S′ y, ...}. (6.29)

Now we will deal with ∂co|F̃i : F̃i → G̃i. By Remark 6.3.4, we can apply Lemma 6.3.3 to ∂co|F̃i ,

V1 = F̃i and V2 = G̃i. The only difference is replacing cyclic span Vx∗ by (non-invariant) subspace

spanΛK,Γ

〈
x∗, ...,Dp−1

S′ x
∗
〉

. Thus we get a correspondence as in (6.21), that is,

y1 DS′y1 . . . Dp−1
S′ y1 y2 ...

↓ ↓ ↓ ↓ ↓ ↓

x1 DS′x1 . . . Dp−1
S′ x1 x2 ...

(6.30)

Together we get the desired singular value decomposition in p-tuple.

Remark 6.4.7. If applying Lemma 6.3.3 to ∂co|Fθ(i) : Fθ(i) → Gθ(i), it is not quite clear the singular

value decomposition for this restriction is orthogonal or not to another restriction ∂co|Fθ′(i) of

another perturbed eigenvalue θ′(i) since the reduced K-space of both Fθ(i) and Fθ′(i) are subspaces of

eigenspace space of the same eigenvalue ξip, so Lemma 6.4.2 does not apply directly. Similar situation

for Ẽi. In other words, each basis element of singular value decomposition for ∂co|F̃i : F̃i → G̃i is,

in general, a ΛK,Γ-linear combination of elements from Fθ(i) and Gθ(i).

Last but not least, denote K̃0 = Ẽ0 ⊕ F̃0, we have a similar result as Proposition 6.3.6.

Proposition 6.4.8. The restriction map ∂co|K̃0
: K̃0 → G̃0 only contributes (in p-tuple) 0-length

bars.

Proof. Similar to proof of Proposition 6.3.6, it’s easy to show

K̃0 = spanΛK,Γ

〈
(0, ṽi), (0, S

′ṽi), ..., (0, (S
′)p−1ṽi)

(w̃j , 0), (S′w̃j , 0), ..., ((S′)p−1w̃j , 0)

〉
1 ≤ i ≤ m

1 ≤ j ≤ n

, (6.31)
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where ṽi and w̃j are strictly lower filtration perturbations of vi and wj as defined in (6.22). More

important, these elements are pairwise orthogonal. For w̃j , on the one hand,

Tw̃j = (T ′ − P (3)
T )w̃j = w̃j +

 strictly lower

filtration terms

 .

On the other hand, since [S′, T ] = 0,

∂co(0, (S
′)hw̃j) =

(ξp − 1)(S′)hw̃j +

 strictly lower

filtration terms

 ,−∂(S′)hw̃j

 .

By Lemma 6.1.6, orthogonality of {(S′)hw̃j , 0)}p−1
h=0 implies orthogonality of {∂co(0, (S′)hw̃j)}p−1

h=0.

Meanwhile, we can rewrite

K̃0 = spanΛK,Γ

〈
(0, ṽi), (0, S

′ṽi), ..., (0, (S
′)p−1ṽi)

∂co(0, w̃j), ∂co(0, S
′w̃j), ..., ∂co(0, (S

′)p−1w̃j)

〉
1 ≤ i ≤ m

1 ≤ j ≤ n

.

Therefore, we have the correspondence as in (6.3),

(0, ṽi) (0, (S′)ṽi) . . . (0, (S′)p−1ṽi)

↓ ↓ . . . ↓

∂co(0, ṽi) ∂co(0, (S
′)ṽi) . . . ∂co(0, (S

′)p−1ṽi)

It’s easy to check `co((0, ṽi)) = `co(∂co(0, ṽi)) for any perturbed ṽi, so these only contribute 0-length

bars.

6.4.1 Proof of main theorem

Proof. Proposition 6.4.6 and Proposition 6.4.8.
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Chapter 7

Filtered homotopy category

In this section, we will prove all the Lipschitz continuity propositions that have been advertised in

the introduction part. Recall these three propositions.

• Proposition 1.4.1 For any Hamiltonian H and G, we have

dQ(Cone(H)∗, Cone(G)∗) ≤ 3p · ||H −G||H .

• Proposition 1.4.2 Denote βi(φH) as the length of i-th bar in degree-k verbose barcode of

Cone(H)∗ and βi(φG) as the length of i-th bar in degree-k verbose barcode of Cone(G)∗. We

have for every i ∈ Z,

|βi(φH)− βi(φG)| ≤ 4 dQ(Cone(H)∗, Cone(G)∗).

• Proposition 1.4.3 For any closed symplectic manifold (X,ω) and φ, ψ ∈ Ham(X,ω), we

have, for divisibility sensitive invariants,

|oX(φ)− oX(ψ)| ≤ 24p · dH(φ, ψ).

The others quickly follows from the first proposition. Among various methods, we will prove it by

an idea from triangulated category.
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7.1 Algebraic set-up

Definition 7.1.1. For a Λ-linear map F : (V, `1) → (W, `2) between two orthogonalizable Λ-space,

F is called a δ-morphism if there exists a δ ≥ 0 such that for any v ∈ V ,

`2(Fv) ≤ `1(v) + δ.

In particular a filtration preserving map is a 0-morphism.

Note that by definition, a δ-morphism is automatically a η-morphism for any δ ≤ η.

Definition 7.1.2. Given two Floer-type complexes (C∗, ∂C , `C) and (D∗, ∂D, `D), suppose chain map

Φ : C∗ → D∗ is a δ+-morphism and Ψ : C∗ → D∗ is a δ−-morphism. Then we call Φ and Ψ are

(δ+, δ−)-homotopic if there exists a degree-1 (δ+, δ−)-morphism K : C∗ → D∗+1 such that

Φ−Ψ = K ◦ ∂C + ∂D ◦K.

where then K is called a (δ+, δ−)-homotopy.

Example 7.1.3. Using Definition 7.1.2, definiton of (δ+, δ−)-quasiequivalence between (C∗, ∂C , `C)

and (D∗, ∂D, `D) (defined in Definition 4.2.1) can be rephrased as

• there exist a δ+-morphism Φ : C∗ → D∗ and a δ−-morphism Ψ : D∗ → C∗;

• Ψ ◦ Φ and IC∗ are (δ+, δ−)-homotopic and Φ ◦Ψ and ID∗ are (δ+, δ−)-homotopic.

Now consider the following algebraic set-up. For two Floer-type complexes (C∗, ∂C , `C) (simply

denoted as C) and (D∗, ∂D, `D) (simply denoted as D), we will study the following diagram

C
S //

φ
��

P

''
KC

  

C

φ
��

KC

~~

D
S′ //

ψ
��

Q

''
KD

  

D

ψ
��

KD

~~

C
S //

φ
��

P

''

C

φ
��

D
S′ // D
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where

• S and S′ 0-morphism chain maps;

• φ and ψ are (δ+, δ−)-quasiequivalent with homotopies KC and KD;

• S′ ◦ φ and φ ◦ S are (δ+, δ−)-homotopic with homotopy P ;

• S ◦ ψ and ψ ◦ S′ are (δ+, δ−)-homotopic with homotopy Q.

Here we give a supporting example from our story to this algebraic set-up.

Example 7.1.4. When we are considering the chain complexes with (almost) rotation actions con-

structed from different Hamiltonians H and G, that is, the following diagram for some continuation

maps CH , CG and CH,G,

CFk(H
(p), Jt)α

Rp //

CH,G

��

CFk(H
(p), Jt+ 1

p
)α

CH //

(Rp)∗(CH,G)

��

CFk(H
(p), Jt)α

CH,G

��
CFk(G

(p), Jt)α
Rp // CFk(G

(p), Jt+ 1
p
)α

CG // CFk(G
(p), Jt)α

Because the second (right) diagram above is not necessarily commutative (where continuation map

commutes with boundary operator but not necessarily commutes with other continuation maps), the

following collapsed diagram is then not necessarily a commutative diagram,

CFk(H
(p), Jt)α

TH //

CH,G
��

CFk(H
(p), Jt)α

CH,G
��

CFk(G
(p), Jt)α

TG // CFk(G
(p), Jt)α

(7.1)

where TH = CH ◦ Rp and TG = CG ◦ Rp. Meanwhile, we can symmetrically form continuation

map CG,H : CFk(G
(p), Jt)α → CFk(H

(p), Jt)α. Likewise, we have a (not necessarily commutative)

diagram,

CFk(G
(p), Jt)α

TG //

CG,H
��

CFk(G
(p), Jt)α

CG,H
��

CFk(H
(p), Jt)α

TH // CFk(H
(p), Jt)α.

(7.2)
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However, we can prove these two diagrams are not far from being commutative. In fact,

Lemma 7.1.5. The diagram (7.1) is commutative up to a filtration-shifted homotopy with filtra-

tion shifted up to p||H − G||H . More precisely, TG ◦ CH,G and CH,G ◦ TH are (p
∫ 1

0 maxX(H −

G)dt, p
∫ 1

0 −minX(H−G)dt)-homotopic with homotopy P . The same conclusion holds for diagram

(7.2) with a homotopy Q.

Proof. By Floer gluing argument, we can glue the homotopy inducing TG and the homotopy

between (H(p), J) and (G(p), J) so that it gives a new chain map between CF∗(H
(p), J)α and

CF∗(G
(p), J)α. Similarly, for CH,G ◦ TH , we get another chain map. By the discussion in Section

2.3, two induced chain maps (from different homotopies) are homotopic to each other with certain

filtration shifts. Moreover, the filtration shift is given by the standard energy estimations and the

definitions of H(p) and G(p).

Therefore, (7.1), (7.2), Lemma 7.1.5 and Example 4.2.2 together gives rise to the following

diagram compatible with the algebraic set-up above.

CFk(H
(p), Jt)α

TH //

CH,G

��

P

))
KH

$$

CFk(H
(p), Jt)α

CH,G

��
KH

zz

CFk(G
(p), Jt)α

TG //

CG,H

��

Q

))
KG

$$

CFk(G
(p), Jt)α

CG,H

��
KG

zz

CFk(H
(p), Jt)α

TH //

CH,G

��

P

))

CFk(H
(p), Jt)α

CH,G

��
CFk(G

(p), Jt)α
TG // CFk(G

(p), Jt)α

Now we remark that Proposition 1.4.1 can be easily proved if we can prove the following general

algebraic proposition.

Proposition 7.1.6. With the algebraic set-up above, there exist finite constants ∆+ and ∆− such

that self-mapping cones of complex C and complex D with respect to map S and S′ respectively,

ConeC(S) and ConeD(S′), are (∆+,∆−)-quasiequivalent. Moreover, ∆+ + ∆− ≤ 6(δ+ + δ−).
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In other words, by Example 7.1.3, we are looking for ∆+-morphism and ∆−-morphism with

(∆+,∆−)-homotopies. Assuming Proposition 7.1.6, we have

Proof of Proposition 1.4.1. Denote

δ+ = p

∫ 1

0
max
X

(H −G)dt and δ− = p

∫ 1

0
−min

X
(H −G)dt.

Let S = TH − ξp · I and S′ = TG− ξp · I. First, they are 0-morphisms because TH and TG preserves

filtration. Moreover, they are chain maps because TH and TG commutes with boundary operator

∂. Second, CG,H ◦ CH,G are (δ+, δ−)-quasiequivalent. Third, S′ ◦ CH,G and CH,G ◦ S are (δ+, δ−)-

homotopic by Lemma 7.1.5.Therefore, all the conditions in the algebraic set-up are satisfied. By

Proposition 7.1.6, there exists a (∆+,∆−)-quasiequivalence between Cone(H)∗ and Cone(G)∗. So

we have

dQ(Cone(H)∗, Cone(G)∗) ≤
∆+ + ∆−

2
≤ 3(δ+ + δ−) = 3p · ||H −G||H .

Thus we get the conclusion.

For the rest of this section, we will focus on the proof of Proposition 7.1.6.

7.2 Homotopy category

Definition 7.2.1. Considering the following category, denoted as F : 1

• Object in F : Floer-type complex (C∗, ∂C , `C);

• Morphism in F : 0-morphism chain map.

Note that by this definition, any δ-morphism φ with δ > 0 is not a morphism in F . On the

other hand, fixing this constant δ ≥ 0, we can define a map on F itself, denoted as Σδ by

• Σδ((C∗, ∂C , `C)) = (C∗, ∂C , `C + δ);

• Σδ(φ) = φ.

1It is routine to check that F is an additive category.
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It is easy to see this map is a functor. This functor does not change morphism and shift up the

filtration of any filtered chain complex by δ. In short notation, ΣδC := Σδ((C∗, ∂C , `C)) and

`ΣδC = `C + δ.

Therefore, for any δ-morphism φ : C → D, we know

ΣδC
φ−→ D

is a well-defined morphism in F because `D(φ(x)) ≤ `C(x) + δ = `ΣδC(x) for any x ∈ C.

Example 7.2.2. Suppose C and D are (δ+, δ−)-quasiequivalent with chain maps φ and ψ. By

discussion above, we have well-defined maps in F ,

Σδ++δ−C
φ−→ Σδ−D

ψ−→ C and Σδ++δ−D
φ−→ Σδ+C

ψ−→ D.

Meanwhile, there is an obvious map iδ−+δ+ : Σδ++δ−C → C by identity map on C as a vector space.

We emphasize that in category F ,

Σδ++δ−C 6= C,

because their filtrations are different. Therefore, iδ++δ− is not an identity map. Moreover, by

definition of (δ+, δ−)-quasiequivalence, we know

ψ ◦ φ is filtered homotopic to iδ++δ− in F

and

φ ◦ ψ is filtered homotopic to iδ++δ− in F .

Now consider the following “smaller” category defined as

Definition 7.2.3. Define (filtered) homotopy category of Floer-type complex K(F) as

• Object in K(F): the same as object in F ;
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• Morphism in K(F): filtered homotopy class (in F).

Example 7.2.4. The condition that C and D are (δ+, δ−)-quasiequivalent with chain maps φ and

ψ is equivalent to the condition ψ ◦ φ = φ ◦ ψ = iδ++δ− in K(F).

Using this language, we transfer the problem of constructing certain chain maps with (desired)

bounded filtration shifting homotopies into an existence question of morphisms in K(F) up to a

finite filtration shift. Therefore, we can restate Proposition 7.1.6 in this new category as

Proposition 7.2.5. Suppose we have the algebraic set-up above. There exist finite positive con-

stants ∆+ and ∆− such that there exist morphism Φ and Ψ in F to form the following sequence of

maps,

Σ∆++∆−ConeD(S′)
Ψ−→ Σ∆+ConeC(S)

Φ−→ ConeD(S′)
Ψ−→ Σ−∆−ConeC(S)

and

Φ ◦Ψ = Ψ ◦ Φ = i∆++∆− in K(F).

Moreover, ∆+ + ∆− = 6(δ+ + δ−).

First, we note K(F) is a triangulated category, therefore, for the following diagram in K(F),

C
S //

φ

��

C
ι //

φ

��

ConeC(S)
π //

h
��

C[1]

φ[1]

��
D

S′ // D ι
// ConeD(S′) π

// D[1]

(7.3)

where ι is inclusion and π is projection. By 4. Corollary in [GM, p. 242], we know if the first φ, the

second φ and the fourth φ[1] are isomorphisms, then the middle morphism h is also an isomorphism

(existence of this map is given by axiom one (TR1) of triangulated category). The basic tool to

prove this is the exactness of functor Hom(ConeD(S′),−) and Hom(−, ConeC(S)) together with

Five Lemma. Second, here our situation is φ and ψ is not necessarily invertible (because iδ++δ−

is not identity). But we still can prove the following technical proposition saying h is “close to be

invertible” in K(F) modulo enough shift of filtration, which will directly imply proposition 7.1.6.

80



Proposition 7.2.6. Apply exact functor Hom(Σ3(δ++δ−)ConeD(S′),−) to the diagram (7.3) shifted

by Σδ+ on the first row. For i3δ++δ−
∈ Hom(Σ3(δ++δ−)ConeD(S′), ConeD(S′)), there exists a j in

Hom(Σ3(δ++δ−)ConeD(S′),Σδ+ConeC(S)) such that h ◦ j = i3δ++δ−
.

Remark 7.2.7. Note that filtration of ConeD(S′) is just `D since S′ preserves filtration. If f : C → D

is well-defined in K(F) then f is also well-defined from ΣδC → D for any δ ≥ 0. Moreover, for any

chain map f and any iδ, we know

f ◦ iδ = iδ ◦ f. (7.4)

Proof. We will closely follow the proof of Five Lemma. Starting from i3δ++δ−
= i3(δ++δ−) ∈

Hom(Σ3(δ++δ−)ConeD(S′), ConeD(S′)), due to the following diagram,

Hom(Σ3(δ++δ−)ConeD(S′),Σδ+ConeC(S))
π◦ //

h◦
��

Hom(Σ3(δ++δ−)ConeC(S′),Σδ+C)

φ◦
��

Hom(Σ3(δ++δ−)ConeD(S′), ConeD(S′))
π◦ // Hom(Σ3(δ++δ−)ConeD(S′), D)

and (7.4) with Example 7.2.4, we know

π ◦ i3δ++δ− = i3δ++δ− ◦ π = φ(i2δ++δ− ◦ ψ ◦ π).

Therefore, there exists an element, say, i2δ++δ−
◦ ψ ◦ π ∈ Hom(Σ3(δ++δ−)ConeD(S′),Σδ+C) with

image under φ to be π ◦ i3δ++δ−
. Then composed with S′, we have

S′ ◦ π ◦ i3δ++δ− = iδ++δ−(i2δ++δ− ◦ S ◦ π) = 0

so

i2δ++δ− ◦ S ◦ π = 0. (7.5)

Therefore, combining with (7.5) and relation ψ ◦ S′ = S ◦ ψ,

S(i2δ++δ− ◦ ψ ◦ π) = i2δ++δ−(S ◦ ψ ◦ π) = i2δ++δ−(ψ ◦ S′ ◦ π) = ψ(i2δ++δ− ◦ S ◦ π) = 0.
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Since the top row is exact, there exists some z ∈ Hom(Σ3(δ++δ−)ConeD(S′),Σδ+C) such that

π ◦ z = i2δ++δ−
◦ ψ ◦ π, so by (7.4) we can choose z to be in the form

z = iδ++δ− ◦ z′

where z′ ∈ Hom(Σ3(δ++δ−)ConeD(S′),Σ2δ++δ−C) (such that π ◦ z = ψ ◦ π). Next, considering the

following diagram

Hom(Σ3(δ++δ−)ConeD(S′),Σδ+C)
ι◦ //

φ◦
��

Hom(Σ3(δ++δ−)ConeD(S′),Σδ+ConeC(S))

h◦
��

Hom(Σ3(δ++δ−)ConeD(S′), D)
ι◦ // Hom(Σ3(δ++δ−)ConeD(S′), ConeD(S′))

and element

i3δ++δ− − h(z) = iδ++δ−(i2δ++δ− − h(z′)).

By commutativity of previous diagram, we know this element is ker(π◦). In fact,

π ◦ i3δ++δ− − π ◦ h(z) = i3δ++δ−π − φ(i2δ++δ− ◦ ψ ◦ π) = 0.

So by exactness of lower row, we know there exists some u ∈ Hom(Σ3(δ++δ−)ConeD(S′), D) such

that ι(u) = iδ++δ−(i2δ++δ−
−h(z′)) = φ(ψ(i2δ++δ−

−h(z′))). Then we can take a preimage (under φ)

w = ψ(i2δ++δ− − h(z′))

in Hom(Σ3(δ++δ−)ConeD(S′),Σδ+C). Therefore

ι(u) = ι ◦ φ(w) = h ◦ ι(w) = i3δ++δ− − h(z)

so

i3δ++δ− = h(z + ι(w)).
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Hence we have shown that there exists a preimage of i3δ++δ−
under map h, that is

j := z + ι(ψ(i2δ++δ− − h(z′))).

Therefore, we find a j such that h ◦ j = i3δ++δ−
.

Proof of Proposition 7.2.5. Similarly to the proof of Proposition 7.2.6, we can apply contravariant

functor Hom(−,Σ−2δ+−3δ−ConeC(S)) on the first row of diagram (7.3) shifted by functor Σδ+ so

we will get some j′ ∈ Hom(ConeD(S′),Σ−2δ+−3δ−ConeC(S)) such that

j′ ◦ h = i3δ+−δ− . (7.6)

Combined with Proposition 7.2.6, we have the following composition,

Σ3δ++3δ−ConeD(S′)
j−→ Σδ+ConeC(S)

h−→ ConeD(S′)
j′−→ Σ−2δ+−3δ−ConeC(S). (7.7)

Now j and j′ are not necessarily the same since i3δ++δ−
is not an isomorphism. But taking advantage

that i3δ++δ−
commutes with any morphism, we have

(j′ ◦ h ◦ j) ◦ h = j′ ◦ (h ◦ j) ◦ h = j′ ◦ i3δ++δ− ◦ h = (j′ ◦ h) ◦ i3δ++δ− = i6δ++δ−

and

h ◦ (j′ ◦ h ◦ j) = h ◦ (j′ ◦ h) ◦ j = h ◦ i3δ+δ− ◦ j = (h ◦ j) ◦ i3δ++δ− = i6δ++δ− .

Denote g = j′ ◦ h ◦ j, then we can improve chain of maps (7.7) into

Σ6δ++6δ−ConeD(S′)
g−→ Σδ+ConeC(S)

h−→ ConeD(S′)
g−→ Σ−5δ+−6δ−ConeC(S). (7.8)

Hence, we will get the conclusion by setting ∆+ = δ+, ∆− = 5δ+ + 6δ− and Φ = h and Ψ = g.
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7.3 Proofs of Proposition 1.4.2 and Proposition 1.4.3

7.3.1 Proof of Proposition 1.4.2

Proof of Proposition 1.4.2. By Remark 4.3.2, (∆+,∆−)-quasiequivalence is in particular (∆+ +

∆−,∆+ + ∆−)-quasiequivalence. For any given ε > 0, there exists a (∆+,∆−)-quasiequivalence

between Cone(H)∗ and Cone(G)∗ with

∆+ + ∆− ≤ 2dQ(Cone(H)∗, Cone(G)∗) + 2ε

Moreover, by Proposition 4.3.1, we know

|βi(φH)− βi(φG)| ≤ 2(∆+ + ∆−) ≤ 4dQ(Cone(H)∗, Cone(G)∗) + 4ε.

As ε is arbitrarily chosen, we get the conclusion.

7.3.2 Proof of Proposition 1.4.3

Proof of Proposition 1.4.3. Clearly, we only need to prove the following conclusion

oX(φ)k − oX(ψ)k ≤ 24p · dH(φ, ψ) (7.9)

for each degree k. Indeed, for any ε > 0, there exists some k ∈ Z such that oX(φ) ≤ oX(φ)k + ε.

Meanwhile, for this k, we have oX(ψ)k ≤ oX(ψ). Therefore, (7.9) will implies

oX(φ)− oX(ψ) ≤ oX(φ)k − oX(ψ)k + ε ≤ 24p · dH(φ, ψ)

and by symmetry, we get the other direction.

Now suppose φ = φH and ψ = ψG. Proposition 1.4.1 and Proposition 1.4.2 give

|βi(φ)− βi(ψ)| ≤ 12p · ||H −G||H .
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If oX(φ)k is realized by some index s0 ∈ N, then

ok(φ)− ok(ψ) ≤ (βs0p+1(φ)− β(s0+1)p(φ))− (βs0p+1(ψ)− β(s0+1)p(ψ))

≤ (βs0p+1(φ)− βs0p+1(ψ)) + (β(s0+1)p(ψ)− β(s0+1)p(φ)) ≤ 24p · ||H −G||H .

So we get the conclusion by taking the infimum of generating functions for φ and ψ.
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Chapter 8

Chaotic model

As explained in the introduction part, the key that we can conclude our main result lies in a chaotic

model - egg-beater model, Σg (for g ≥ 4). In this section, we will do a concrete computation

combining all the ingredients from previous chapters to draw the following conclusion, which is a

special case of our main theorem.

Theorem 8.0.1. When p ≥ 3, powerp(Σg) = +∞. In particular, aut(Σg) = +∞.

8.1 Count multiplicity

This section is devoted to prove Proposition 1.5.1. First, we will state CZ-index formula for

generator of CF∗(Σg, φλ)α to help us label the indices later in this section. Recall from construction

of egg-beater model, for each fixed point z, it will naturally come up with another 2p−1 intermediate

points, denoted as z1, ..., z2p−1 and set z = z0. Using coordinates, we denote

z2j = (x2j , y2j) and z2j+1 = (x2j+1, y2j+1).

By (41) in [PS14], we know

(x2j+1, y2j+1) = (−y2j+2, x2j) and (x2p, y2p) = (x0, y0).
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So we will expect our formula only involves x and y coordinate of even index intermediate points.

Here it is,

Theorem 8.1.1. [Theorem 3.5 in [AKKKPRRSSZ15]] In egg-beater model (1.12), the CZ-index

of fixed point z with intermediate points z1, . . . , z2p−1 is given by

µCZ(z) = 1 +
1

2

p−1∑
j=0

(sign(x2j)− sign(y2j)). (8.1)

Note that each summand sign(x2j)− sign(y2j) only takes value −2, 0 and 2, so support of index

is [−p+ 1, p+ 1]. Moreover, we know

Corollary 8.1.2. For each degree k ∈ [−p+1, p+1], there are
(

2p
k+p−1

)
-many fixed points z coming

in with their p-tuple (1.13). Moreover, action of each generator of degree k + 1 is strictly bigger

than any generator of degree k with action gap proportion to λ up to a constant.

Proof. For the first conclusion, suppose, within all the possible choices for sign(x2j) and −sign(y2j),

we have a-many 1 and b-many −1, then by (8.1), we know a− b = 2(k− 1). Meanwhile, a+ b = 2p,

therefore, we need to choose a = k+p−1-many 1’s. The second conclusion comes from Proposition

5.1 in [PS14] with (8.1).

Now consider self-mapping cone of egg-beater model, denoted as

ConeΣg(Hλ)∗ := ConeCF (Σg ,φλ)(T − ξp · I)∗.

First, by a standard result from Floer theory, see Theorem 2.4.2, H∗(CF (Σ, φλ)α) = 0 because α

is non-contractible, so

H∗(ConeΣg(Hλ)) = 0. (8.2)

Therefore, in terms of barcode, there are only finite length bars, possibly with zero length. Mean-

while, by rank-nullity theorem, it is easy to check

dim(ker(∂co)k) = dim(Im(∂co)k+1) = dim(CFk(Σg, φλ)α) = p ·
(

2p

k + p− 1

)
. (8.3)
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Therefore, total multiplicity of verbose barcode of ConeΣg(Hλ)∗ is

∑
k

dim ker(∂co)k =
1

2

∑
k

dim(ConeΣg(Hλ)k) = p · 22p.

Therefore, to prove Proposition 1.5.1, we need to prove there are exactly (p − 1) · 22p-many zero

length bars in total for ConeΣg(Hλ)∗. The way to prove this is by running the algorithm, see

Theorem 3.5 in [UZ15], to get a singular value decomposition so that we can compute barcode

in this concrete example. Actually, we will show for each degree k ∈ [−p + 1, p + 1], there are

(p−1) ·
(

2p
k+p−1

)
-many zero length bars. We will first demonstrate this by an explicit computational

example in next section.

Remark 8.1.3. Structure of mapping cone is the key to succeed computing barcode and count its

multiplicity. If we work only on CF∗(Σg, φλ)α, in general, we don’t have enough information of

Floer boundary operator of CF∗(Σg, φλ)α to compute the associated barcode.

8.2 Barcode of self-mapping cone of egg-beater model I

First we briefly recall the process of generating a singular value decomposition of a filtration pre-

serving linear map F : (V, `1) → (W, `2) when specializing Γ being trivial (here egg-beater model

satisfies). For general process, see Theorem 3.5 in [UZ15]. Given an ordered orthogonal basis

(v1, ..., vn) for V and (w1, ..., wm) for W , we will run the Gaussian elimination by choosing pivot

column where the optimal index pair (i0, j0) lies in. Here optimal index pair (i0, j0) means

`1(vj0)− `2(wi0) ≤ `1(vj)− `2(wi) for all (i, j) ∈ {1, . . . , n} × {1, . . . ,m}. (8.4)

Therefore, after Gaussian elimination, vj is modified to be v′j = vj − cvj0 for some constant c ∈ K.

Moreover, we know

`(v′j) = `(vj) and `(Fv′j) ≤ `(Fvj).
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Since F is filtration preserving,

`(v′j)− `(Fv′j) = 0 implies `(vj)− `(Fvj) = 0. (8.5)

Each step will start from choosing a pivot column and end up with deleting this column from

consideration of pivot column for next step. Here is an example relating with our model. 1

Example 8.2.1. Let p = 3. For ConeΣg(Hλ)−1
(∂co)−1−−−−→ ConeΣg(Hλ)−2, our initial (orthogonal)

bases are (
(b1, 0), (φλ(b1), 0), (φ2

λ(b1), 0), ..., (b6, 0), (φλ(b6), 0), (φ2
λ(b6), 0)

)
and (

(0, a), (0, φλ(a)), (0, φ2
λ(a))

)
for ConeΣg(Hλ)−1 where bi (for i = 1, ..., 6) and a are fixed points; and

(
(a, 0), (φλ(a), 0), (φ2

λ(a), 0)
)

for ConeΣg(Hλ)−2. First, by action functional formula for each fixed point (see (40) in [PS14]),

we can generically get, for s ∈ {0, 1, 2},

`co((φ
s
λ(bi), 0)) < `co((φ

s
λ(bj), 0)) whenever i < j.

Therefore, under the boundary map ∂co, we have,

∂co(φ
s
λ(bi), 0) =

∂ −C ◦R3 + ξ3 · I

0 −∂

φsλ(bi)

0

 =

L(φtλ(a))

0


1We recommend reader to go through this example carefully before reading the proof of Proposition 1.5.1 right

after it.

89



where L(φtλ(a)) is a linear combination of generators φtλ(a) for t ∈ {0, 1, 2}. Meanwhile,

∂co((0, φ
s
λ(a)) =

−C(φ
(s+1) mod 3
λ (a)) + ξ3φ

s
λ(a)

0

 =

φ(s+1) mod 3
λ (a) + ξ3φ

s
λ(a)

0


because continuation map C is always in the form

C(x) = x+

 strictly lower

filtration terms


and by the speciality of generators (with lowest grading), there is no strictly lower filtration terms.

In other words, if (∂co)−1 is represented by a matrix, it will be a 3 by 21 matrix as


ξ3 0 −1 ∗ . . . ∗

−1 ξ3 0 ∗ . . . ∗

0 −1 ξ3 ∗ . . . ∗

 . (8.6)

More importantly, we note

`co((0, φ
s
λ(a))− `co((φtλ(a), 0)) = `(a)− `(a) = 0

while for any ∗ position in the matrix (8.6),

`co(((φ
s
λ(bi), 0))− `co(0, φtλ(a)) > 0 (8.7)

therefore, our first choice of pivot column should come from one of the first three columns. Let’s

take column one. After Gaussian elimination, we have


ξ3 0 0 ∗ . . . ∗

−1 ξ3 −ξ2
3 ∗ . . . ∗

0 −1 ξ3 ∗ . . . ∗
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and ((0, φ2
λ(a)) is changed to (0, φ2

λ(a) + ξ2
3a). Again, by the same reason, our second pivot column

can be taken as the second column, so Gaussian elimination will give


ξ3 0 0 ∗ . . . ∗

−1 ξ3 0 ∗ . . . ∗

0 −1 0 ∗ . . . ∗


and (0, φ2

λ(a)+ξ2
3a) is changed to (0, φ2

λ(a)+ξ3φλ(a)+ξ2
3a). Note that second factor is in the kernel of

R3−ξ3 ·I. Thus we get two elements in the singular value decomposition, (0, a)→ (−φλ(a)+ξ3a, 0)

and (0, φλ(a))→ (−φ2
λ(a) + ξ3φλ(a), 0). Both of them will give zero length bars. The choice of next

pivot column will start from column corresponding to generator (φsλ(bi), 0). But by (8.7) and (8.5),

we know none of them will give zero length bars. Moreover, by (8.3), multiplicity of degree-(−2)

verbose barcode is 3. So multiplicity of degree-(−2) concise barcode is 1.

8.3 Barcode of self-mapping cone of egg-beater model II

For any p-tuple generator of CF∗(Σ, φλ)α denoted as {z, φ(z), ..., φp−1(z)}, for the span V =

spanK
〈
z, φ(z), ..., φp−1(z)

〉
, the operator Rp − ξp · I on V is represented by the matrix

Qp =



−ξp 0 . . . . . . 1

1 −ξp . . . . . . 0

0 1 −ξp . . . 0

...
...

...
. . .

...

0 0 . . . . . . −ξp


(8.8)

and it has rank p− 1. Its kernel is

ker(Rp − ξp · I) = spanK
〈
ξp−1
p z + ξp−2

p φ(z) + ...+ φp−1(z)
〉
.

Proof of Proposition 1.5.1. For any degree k, after choosing “the standard” orthogonal bases as

the generating loop with in the p-tuple forms, boundary map (∂co)k+1 can be represented as the
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following matrix 

∗ ∗ . . . ∗ ∗

P ∗ . . . ∗
...

0 P . . .
...

...

...
...

. . . ∗
...

0 0 . . . P ∗


(8.9)

where boxed P = −Qp in (8.8). Starting from the most left boxed P , we know after choosing

pivot columns as describe in the Example 8.2.1 above, we will have (p − 1)-many elements in the

singular value decomposition which contribute to (p − 1)-many zero length bars. Moreover, after

the first p− 1 step of Gaussian elimination, we will change the basis element corresponding to the

p-th column in (8.9) in the form

v = v∗ +

 strictly lower

filtration terms


where v∗ ∈ ker(Rp − ξp · I). Therefore `(v) − `((THλ − ξp · I)(v)) > 0. Meanwhile, due to the nice

position of boxed P and the order that we start from the most left boxed P and consecutively move

to the last boxed P , we will eventually get

p− 1

p
dim(CFk(Σ, φλ)α) = (p− 1) ·

(
2p

k + p− 1

)

many zero length bars. By (8.5), we know after we used up all the pairs (under boundary map)

from original basis having zero difference on the filtration, others will always give positive length

bar. So in total, the multiplicity of zero length bars is

p+1∑
k=−p+1

(p− 1) ·
(

2p

k + p− 1

)
= (p− 1) · 22p.

So we have exactly 22p-many non-zero positive length bars in total.

Proof of Theorem 8.0.1. Proposition 1.5.1, Lemma 8.1.2 and Theorem 1.4.5.
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Chapter 9

Product structure

9.1 Product of barcode

Given two Floer-type complexes (C∗, ∂C , `C) and (D∗, ∂D, `D) over ΛK,Γ, we can form its tensor

product

((C ⊗D)∗, ∂⊗, `⊗)

where

∂⊗(a⊗ b) = ∂Ca⊗ b+ (−1)|a|a⊗ ∂Db (9.1)

where | · | denotes degree of element and

`⊗(a⊗ b) = `C(a) + `D(b).

Singular value decomposition of (C ⊗ D)∗ is built from singular value decompositions of C∗ and

D∗. Specifically, by Theorem 3.4.3, each Floer-type complex can be decomposed as a direct sum of

elementary complex as follows,

. . .→ 0→ spanΛK,Γ 〈x〉 → 0→ . . . and . . .→ 0→ spanΛK,Γ 〈y〉 → spanΛK,Γ 〈∂y〉 → 0→ . . . .

Therefore, we have the following four types elementary complexes for the tensor product structure,
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• . . .→ 0→ spanΛK,Γ 〈y ⊗ z〉 → 0→ . . .;

• . . .→ 0→ spanΛK,Γ 〈y ⊗ z〉 → spanΛK,Γ 〈∂y ⊗ z〉 → . . .;

• . . .→ 0→ spanΛK,Γ 〈y ⊗ z〉 → spanΛK,Γ 〈y ⊗ ∂z〉 → . . .;

• . . .→ 0→ spanΛK,Γ 〈y ⊗ z〉 → spanΛK,Γ 〈∂y ⊗ z ± y ⊗ ∂z〉 → . . ..

If y and z are elements from singular value decompositions of C∗ and D∗, then orthogonality of

each of these building blocks are guaranteed by Corollary 8.2 in [Ush13]. Therefore, we have the

following proposition describing the barcodes of tensor product.

Proposition 9.1.1. Barcode 1 of ((C⊗D)∗, ∂⊗, `⊗) is given by carrying on the following operations

for the original barcodes from (C∗, ∂C) and (D, ∂D),

• For ∂Cy = ∂Dz = 0,

((`C(y) mod Γ,∞), (`D(z) mod Γ,∞))→

((`C(y) + `D(z)) mod Γ,∞).

• For ∂Cy = x and ∂Dz = 0,

((`C(y) mod Γ, `C(y)− `C(x)), (`D(z) mod Γ,∞))→

((`C(y) + `D(z)) mod Γ, `C(y)− `C(x)).

• For ∂Cy = 0 and ∂Dz = w,

((`C(y) mod Γ,∞), (`D(z) mod Γ, `D(z)− `D(w)))→

((`C(y) + `D(z)) mod Γ, `D(z)− `D(w)).

1Here degree is not specified.
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• For ∂Cy = x and ∂Dz = w,

(`C(x) mod Γ, `C(y)− `D(x)), (`D(w) mod Γ, `D(z)− `D(w))→

((max{`C(x) + `D(z), `C(y) + `D(w)}) mod Γ,min{`C(y)− `D(x), `D(z)− `D(w)}).

Proof. All the items are easy to verify. Here, we give the proof of the last item. If ∂Cy = x and

∂Dz = w, then under the boundary map,

∂⊗(y ⊗ z) = ∂Cy ⊗ z + (−1)|y|y ⊗ ∂Dz = x⊗ z + (−1)|y|y ⊗ w

since x ⊗ z is orthogonal to y ⊗ w, for filtration, if `⊗(x ⊗ z) ≥ `⊗(y ⊗ w) (which is equivalent to

`D(z)− `D(w) ≥ `C(y)− `C(x)), then

`⊗(y ⊗ z)− `⊗(x⊗ z + (−1)|y|y ⊗ w) = `C(y) + `D(z)− (`C(x) + `D(z)) = `C(y)− `C(x)

and if `⊗(x⊗ z) ≥ `⊗(y ⊗ w) (which is equivalent to `(y)− `(x) ≥ `(z)− `(w)), then

`⊗(y ⊗ z)− `⊗(x⊗ z + (−1)|y|y ⊗ w) = `C(y) + `D(z)− (`C(y) + `D(w)) = `D(z)− `D(w).

Example 9.1.2. Suppose we are given two Floer-type complexes,

(C∗, ∂C , `C) (with trivial homology) and (CF∗(M, I) = CF∗(M, I)pt, ∂I, `I)

where M is a symplectically aspherical manifold associated with a Hamiltonian diffeomorphism

being identity map. First, in order to have a well-defined Hamiltonian Floer chain complex with

identity map, we should always think it as the limit of CF∗(M, εf) for some small ε > 0 and a

Morse function f : M → R when ε→ 0. Then by standard Floer theory,

CF∗(M, εf) ' CM∗(M, εf)

95



where CM∗ represents a Morse chain complex. For barcode of CM∗(M, εf), there are two types.

One is infinite length bars which correspond to the generators of (Morse) homology of M with

respect to Morse function εf . The other is finite length bars whose lengths are, by Proposition 3.4

in [Ush11], at most ε||f || (the total variation of f on M), so they are called “ε-small intervals”.

Now denote

B(C∗) = {(a, L) where L is finite},

and

B(CF∗(M, εf)) = {{ε-small intervals}, (c,∞)}.

For its tensor product (C ⊗K CF (M, εf))∗, by Proposition 9.1.1, only the second and fourth items

are considered, that is,

((a, L), (c,∞))→ (a+ c, L)

and

((a, L), ε-small interval)→ ε-small interval

because the output of the operator on a pair of bars as in Proposition 9.1.1 always takes the minimal

of lengths of two bars. Meanwhile, when ε→ 0, CM∗(M, εf) has trivial boundary operator, so, for

each degree j,

Betti number bj(M) = dimHj(M,K)

= dimCMj(M, εf) = dimCFj(M, εf)

= dimHFj(M, I) = {# of infinite length bars of degree j}.

In particular, given k ∈ Z, for any degree i, j such that i+ j = k (where 0 ≤ j ≤ 2n = dim(M))

B(Ci ⊗K CFj(M, εf)) =

(a+ ∗, L)

∣∣∣∣ (a, L) ∈ B(Ci)

L repeats bj(M)-many times

 .
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So the multiplicity of (i, j)-piece of degree-k barcode of product is

{multiplicity of B(Ci)} × bj(M). (9.2)

9.2 Reproof of Polterovich-Shelukhin’s result and generalization

Lemma 9.2.1. Considering the following two maps between two Floer-type complexes C
S−→ C and

D
I−→ D, then we have a chain isomorphism for any degree k ∈ Z,

ConeC⊗D(S ⊗ I)k '
⊕
i+j=k

ConeC(S)i ⊗Dj

where the left side is mapping cone of C ⊗D S⊗I−−→ C ⊗D.

Proof. We have the following diagram

⊕
i+j=k Ci ⊗Dj

S⊗I //

φ

��

⊕
i+j=k Ci ⊗Dj

ι //

φ

��

⊕
i+j=k ConeC(S)i ⊗Dj

π //

h
��

⊕
i+j=k−1Ci−1 ⊗Dj

φ

��
(C ⊗D)k

S⊗I // (C ⊗D)k ι
// Conek(S ⊗ I) π

// (C ⊗D)k+1

.

The top row is a distinguished triangle because tensor (of vector spaces) preserves distinguished

triangle here 2 and direct sum of distinguished triangles is also distinguished triangle. Moreover, φ

is an isomorphism by definition, so there exists a chain map h being an isomorphism.

We can get the following result, which is a special case of Proposition 1.5.4.

Lemma 9.2.2. For self-mapping cone of Σg ×M where surface Σg has genus g ≥ 4 and M is a

symplectically aspherical manifold under map THλ × I − ξp · I, its concise barcode of degree-1 has

multiplicities not divisible by p when p is sufficiently large.

Proof. Denote

Cone⊗(Hλ)∗ := (ConeCF∗(Σg×M,φλ×I)α×{pt}(T
Hλ × I− ξp · I)∗, ∂co).

2Note that in general, tensoring is only right exact. But here our category only consists of vector spaces, as a
special case of flat module, tensoring here is then exact.
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Then by Lemma 9.2.1, for degree k = 1,

Cone⊗(Hλ)1 =
⊕
i+j=1

ConeΣg(Hλ)i ⊗ CFj(M, I).

For index i, by proof of Proposition 1.5.1, we know i ∈ {−p+ 1, ..., p+ 1} and for each i, degree-i

concise barcode of of ConeΣg(Hλ)∗, denoted as m1, has multiplicity
(

2p
i+p−1

)
. Moreover, since M is

aspherical, j ∈ {0, ..., 2n}. In other words,

j = 1− i ∈ {−p, ..., p} ∩ {0, ..., 2n}.

So there are three cases.

• Case 1. When p > 2n(≥ 2). Then by (9.2), we know

m1 =

2n∑
j=0

(
2p

p− j

)
bj(M) =

(
2p

p

)
b0(M) +

(
2p

p− 1

)
b1(M) + ...+

(
2p

p− 2n

)
b2n(M).

where p− 2n > 0. On the one hand, for 1 ≤ j ≤ 2n, p |
(

2p
p−j
)
, therefore, since b0(M) = 1,

m1 ≡
(

2p

p

)
mod p.

On the other hand, by Babbage’s theorem in [B19], we know

(
2p

p

)
= 2

(
2p− 1

p− 1

)
≡ 2 mod p.

Therefore, m1 is not divisible by p.

• Case 2. When p = 2n. By the similar argument as above and b2n(M) = 1,

m1 ≡
(

2p

p

)
b0(M) +

(
2p

0

)
b2n(M) ≡ 3 mod p.

Therefore, since p is even, m1 is not divisible by p.
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• Case 3. When p < 2n. Then by (9.2), we know

m1 =

p∑
j=0

(
2p

p− j

)
bj(M) =

(
2p

p

)
b0(M) +

(
2p

p− 1

)
b1(M) + ...+

(
2p

0

)
bp(M).

So by the similar argument,

m1 ≡
(

2p

p

)
b0(M) +

(
2p

0

)
bp(M) ≡ 2 + bp(M) mod p.

If p > 2 + bp(M), then m1 is not divisible by p.

By Theorem 1.4.5, Proposition 1.5.2 (which will be proved in the next section) and Lemma 9.2.2,

we actually reproof one of the main result in [PS14] (under a stronger condition - p is sufficiently

large).

Theorem 9.2.3. (Theorem 1.3 in [PS14]) For Σg ×M where Σg is a surface with genus g ≥ 4

and M is a symplectically aspherical manifold,

powerk(Σg ×M) = +∞,

when k is sufficiently large.

In order to generalize from a symplectically aspherical manifold to any symplectic manifold

(M,ω), we count multiplicity of concise barcode in a more subtle way since for CF∗(M, I) (which

is isomorphic to regular homology of manifold), Novikov field will be involved because (again since

boundary operator is trivial)

CF∗(M, I) ' HF∗(M, I) = H∗(M,K)⊗ ΛK,Γ

where Γ ≤ R. Specifically, adding a homotopy class S ∈ π2(M)/(ker(ω) ∩ ker(c1)) to each critical

point p will result in

• (a) filtration is shifted by
∫
S2 S

∗ω;
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• (b) CZ-index is shifted by −2Nc1(S),

where N is minimal Chern number. However, in terms of barcode, shift of filtration (a) will not

change the length of bars since the end point is defined modulo Γ. The issue will come from shift

of degree because different from the symplectically aspherical case, support of index of HF∗(M, I)

might be infinite by the shift of index (b) (when N is nonzero). Quantum Betti number (see

Definition 1.5.3) is helpful for our counting in the sense that, similar to (9.2), the number of

positive length bars that a (i, j)-piece will contribute is

{multiplicity of B(Ci)} × qbj(M). (9.3)

Proof of Proposition 1.5.2 and Proposition 1.5.4. (a) By Proposition 9.1.1, there will be only the

first two types to be considered. Indeed, due to the minimality of the length component in

the last two type, it will be neglected eventually because any finite length bar contributed from

CF∗(M, I){pt} has ε-small length. Moreover, from the operation in Proposition 9.1.1, especially the

second type, the length of finite length bar keeps the same. Therefore, the smallest length of finite

length bar of Cone⊗(Hλ)∗ is the same as the smallest length of finite length bar of ConeΣg(Hλ)∗

coming from egg-beater model. Therefore, we draw the conclusion of Proposition 1.5.2 by Lemma

8.1.2.

(b) Fix the degree of product being 1. By (9.3) and Proposition 1.5.1, multiplicity of degree-1

concise barcode of Cone⊗(Hλ)∗ is

p+1∑
k=−p+1

(
2p

k + p− 1

)
· qb1−k(M). (9.4)

We can split (9.4) into two parts. One is

(
2p

0

)
· qbp(M) +

(
2p

p

)
· qb0(M) +

(
2p

2p

)
· qb−p(M) (9.5)

and ∑
k 6={−p+1,1,p+1}

(
2p

k + p− 1

)
· qb1−k(M). (9.6)
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Note that each binomial number in (9.6) is divisible by p, therefore divisibility of (9.4) depends

only on (9.5). First, it is never equal to zero because qb0(M) 6= 0. Moreover, by Babbage’s theorem

in [B19], we know (
2p

p

)
= 2

(
2p− 1

p− 1

)
≡ 2 mod p.

Therefore, modulo p, we get the first conclusion of Proposition 1.5.4. For its second conclusion, by

definition,

qbp(M) =
∑
s∈Z

bp+2Ns(M) ≤
∑
i is odd

bi(M)

because p+ 2Ns is always odd. Similarly to qb−p(M); and

qb0(M) =
∑
s∈Z

b2Ns(M) ≤
∑
i is even

bi(M)

because 2Ns is always even. Therefore, together, modulo p, we get (9.5) is at most 2
∑

0≤i≤2n bi(M).

So when p >
∑

0≤i≤2n bi(M), non-divisibility always holds.

Remark 9.2.4. Here we remark that the non-divisibility requirement for Proposition 1.5.4 can

sometimes be improved considerably. Here we give two examples.

(a) If c1(TM) = 0, then since qbk(M) = bk(M) for any k ∈ Z, modulo p, (9.5) is equal to

bp(M) + 2.

Therefore, if p - bp(M) + 2, then p - m1.

(b) If M = CPn, so c1(TCPn) = n+1 and bk(CPn) is nonzero only when k is even and k ∈ [0, 2n].

Therefore, back to (9.5), we only need to consider the middle term and modulo p, we get 2.

Therefore, the non-divisibility holds for any prime p ≥ 3 in this case.
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