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Abstract

The interaction of focused ultrashort pulses with a thin transparent dielectric sample under the destruction threshold is investigated by studying the change in the pulse shape as a function of input pulse energy. The complex field is measured using an improved high dynamic range second harmonic generation frequency resolved optical gated experiment and analyzed using improved phase retrieval algorithms. The experimental results are compared to computer simulations, which show that the pulse develops strong spatio-temporal dependences due to the generation of an under-critical free carrier plasma.
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Chapter 1

Introduction

With the increased interest in laser-induced modification of transparent materials for industrial applications, a detailed and fundamental understanding of the interaction between the laser pulse and the material has become essential. In the last 20 years laser pulses with pulse width shorter than 0.5 ps (ultrafast) have become widely available. Ultrafast laser pulses are now used to modify dielectrics and organic materials on micro- and nanometer length scales, to write waveguides in bulk materials and to polish the surfaces of a variety of different materials [1–35]. The current interest is driven by the advantages provided by ultrafast pulses when used for precise material modifications. Since the pulse width is short compared to the lattice relaxation time, which is on the order of picoseconds, the energy deposition and the introduced modifications are well localized in the volume irradiated. Furthermore, ultrafast pulses can be used to modify materials that only absorb at high intensities, allowing (due to multiphoton absorption) modifications of transparent materials such as diamond and glass [36; 37]. See R. R. Gattass and E. Mazur for a recent overview of ultrafast laser pulse applications in dielectric material modification [38]. While there are a large number of applications of femtosecond-laser pulses, these pulses can also cause unwanted destruction of optical elements such as lenses and mirrors. The presence of dust, impurities, damage at the surface or in the material bulk of the optical elements, or hot spots in the beam profile of the laser can lead to the destruction well below the destruction threshold of the optical element due to the same processes that can be utilized to process optical materials. These same processes can limit the maximum attainable peak pulse energy of a given laser system. In order to effectively apply ultrafast laser pulses for precise material modification, while
avoiding unwanted effects, detailed knowledge of the nature of the ultrafast pulse-matter interaction and the material response (e.g. the formation of a free carrier gas) is required.

The energy deposition processes are commonly described in terms of plasma generation (or dielectric breakdown) in the material [39–42], which in turn causes a strong absorption in an initially transparent medium. This phenomenon has now been investigated for 80 years starting with the work of von Hippel [43] with large static fields [45] and the theoretical work of Fröhlich and co-workers [44].

A major breakthrough in this area came with the introduction of the laser, which made strong oscillating fields available. In 1971 Yablonovitch used a CO$_2$ laser with a 7 ns pulse width ($\lambda_L = 10.6 \, \mu m$) to induce a dielectric breakdown in alkali-halide crystals. The results confirmed earlier investigations made using static fields of similar strength in the same type of crystal [46; 47]. In the following years experimental investigations of optical breakdown were performed on a wide variety of materials at multiple wavelengths and pulse widths [48–56]. These studies identified impact ionization, where a hot electron in the conduction band excites an electron from the valence band by means of collision into the conduction band, as the dominant electron generation process. Since this process depends on the number of electrons in the conduction band it is also called avalanche process. For pulses longer than 5 ps the presence of “lucky electrons” was assumed, i.e. a small population ($10^8 \, \text{cm}^{-3}$) of free electrons in the conduction band were postulated as necessary to start the avalanche process. The first study in quartz using pulses on the femtosecond regime (Full Width Half Maximum (FWHM) $> 150 \, \text{fs}$) was conducted by Du $et \, al.$ in 1994; This study determined that impact ionization was the dominant electron generating process [57].

In 1965 Keldysh proposed multiple excitation mechanisms [58] for dielectrics with a bandgap energy large compared to the photon energy, i.e. he posited tunneling and multi-photon ionization as possible electron generation processes in the presence of strong oscillating fields. In 1996 Stuart $et \, al.$ proposed a rate equation model to describe the electron generation in ultrashort pulse irradiated transparent dielectrics based upon their post mortem
study of surface destruction using focused femtosecond laser pulses [39]. This model included a simplified term for the multi-photon excitation as well as a term describing impact ionization. No “lucky-electrons” were needed to initiate the avalanche process in this model.

With the use of ultrafast pulses, in-situ experiments became more challenging because the time resolution of existing measurement techniques was not sufficient to resolve the processes involved. Most studies on ultrafast laser pulse material interaction were performed by investigating the post mortem damage on the material surface [6; 7; 39; 59–65; 67–75] or the bulk [1; 2; 76], therefore allowing the investigation the damage threshold as a function of pulse width and energy. A few studies investigated the change in optical properties of the material by observing the total absorption in the material [77; 78], or detecting the emission from the generated plasma, and the total transmission through the sample, as a function of pulse energy to determine the threshold for dielectric breakdown [57; 79; 80]. Other studies have characterized the properties of the plasma that is generated as result of the field - matter interaction [81–85]. Several groups have combined post mortem analysis of the damage tracks and photography of the plasma emission with pulse propagation simulations to investigate the electron density as a function of propagation distance inside the material [86–91]. The use of pump and probe techniques has made it possible to investigate the in-situ change of the optical and spectral properties of the material [92–102]. The change in plasma density as a function of position on the surface and time has also been investigated using pump and probe techniques [103–105]. While the change in the material has been extensively investigated experimentally, the corresponding change in the laser pulse was mainly studied using computer simulations [87; 89; 102; 106–121], which also provided predictions of the electron plasma density for different input pulse energies and shapes. These results were often compared to experimental data, e.g. damage threshold, damage tracks or plasma emission.

The first in-situ measurement of the breakdown process at the picosecond-time scale was performed using a streak camera by Anthens et al. in 1977 [53]. To extend the concept of the streak camera into the sub-ps range in the visible spectral range is challenging, and its
development decelerated with the emergence of other pulse measurement methods. Simple autocorrelation measurements have replaced the streak camera [122–127] for ultrafast pulse characterization. While autocorrelation can provide information on the pulse width, it cannot give a definite answer about the pulse shape. An autocorrelation measurement yields the information about the amplitude of the field only and does not include any phase information. If the pulse shape is known (or assumed), autocorrelation can be used to determine the pulse width. A cross-correlation measurement can be even more effective if a well-defined pulse is available to characterize an unknown pulse. To this end, some experiments split the beam before the experiment and use one pulse as a reference and the other as the probe pulse. This has the advantage that even though the original pulse shape might not be known, changes in the pulse shape can be detected [128].

To fully characterize the electric field of the pulse, it is necessary to obtain information about the phase. One way of obtaining this information is by spectrally analyzing the autocorrelation signal as a function of the time delay between the pulses. In this experiment both the phase and the amplitude information are captured and can be extracted by means of a phase retrieval process [129; 130]. This technique was first applied to measurement of ultrafast pulses by Trebino et al. and is called Frequency Resolved Optical Gating (FROG)[130].

Recent studies on ultrafast laser pulse - material interaction have used interferometric methods (such as Spectral Phase Interferometry for Direct Electric-field Reconstruction (SPIDER) [131]), transient absorption or cross-correlation signals to make in-situ observations [99–102; 128; 132–138]. In most previous studies using these techniques, the sample thickness was well beyond the Rayleigh length as well as the self-focusing length of the pulse [99–102; 132–137], making it impossible to distinguish between the changes due to the interactions near the surface and the cumulative changes due to the interactions which take place in the bulk of the medium.

The results presented in this dissertation are an extension of these earlier studies. The FROG technique is used to time resolve the complex field of the pulse both before and after
the interaction with a thin medium, yielding insight into the near surface processes involved. The results presented in this dissertation are obtained using second harmonic generation (SHG) - FROG and are compared to results from 3D+1 computer simulations of the pulse propagation within the sample.

The structure of this dissertation is as follows: In the following chapter a classical theory of the interaction between the ultrashort pulse and the transparent dielectric is introduced. The fundamentals of nonlinear optics are presented, and are followed by a discussion of the Drude-Lorenz Model, which is used to predict the optical properties of a free-carrier plasma. The generation of the plasma due to the interaction with the laser pulse is modeled with a more detailed rate equation than that used by Stuart et al. [39], which includes the full Keldysh model for photoionization [58] and the Rethfeld Model for impact ionization [41]. This discussion is then followed by a description of the “pulsesuite” package, which has been developed by the Dennis Group, to simulate both the pulse propagation and the pulse-matter interaction and thus can be used to interpret the experimental results.

In Chapter 3 the FROG method used in this dissertation is described, as is the experimental setup with which the data was taken, and the code that controls the experiments. A description of the analysis software is provided in the last section of that chapter, which includes a discussion of the phase retrieval code used to interpret the FROG traces and the algorithm that is used to generate FROG traces of the computer simulation results.

The results are discussed in the fourth chapter, starting with the beam profiles that are measured before and after the sample at different pulse energies. The complex fields found using the phase retrieval code on the experimental FROG traces are then compared with the results of the computer simulation. Finally, the FROG traces that show spatio-temporal dependences are compared to the artificial FROG traces generated from the computer simulation results. The fifth chapter is reserved for a summary of the results, conclusions, and some suggestions for future work.
Most of our everyday experience with light and its interaction with matter can be described using the formalism of linear optics [139; 140]. The experiments and computer simulations described in this dissertation go well beyond what can be understood by this simple formalism. This chapter introduces the relevant additional relevant nonlinear optical effects [141; 142]. The beam propagation method that was used to simulate the experiment [151] in order to interpret the experimental results is introduced together with necessary extensions to account for the nonlinearities.

The interactions between field and matter not only modifies the properties of the electromagnetic field but lead to changes of the optical properties of the material. For ultrashort pulses these changes can happen in roughly four time regimes. The first is the instantaneous change of the material due to the field interaction with the polarization of the material. Instantaneous in this context means that the change in the material occurs fast compared to the change in amplitude in the field. This dissertation investigates changes that occur on the order of the pulse duration, e.g. the generation of a free-carrier plasma. Due to these processes, energy can be transfered to the material, leading to energy dissipation and additional processes such as melting or material stress fracturing, which occur on timescales from picoseconds to microseconds. The latter effects can be mostly neglected for the experiments described here, since the pulse duration is too short and the laser repetition rate is too low to measure effects on this time scale. Multi-pulse damage can occur at lower pulse energies due to the cumulative effects of many laser pulses, which ultimately leads to a breakdown
of the material. The experiments presented in this dissertation do indeed expose the material to multiple laser pulses, however besides a lowering of the damage threshold, no other effects from accumulated damage was observed. Depending on the material and the amount of energy deposited, this can then lead to permanent changes in the optical properties of the material. It is important to distinguished between reversible and irreversible material modifications [66; 91]. The former is evidenced by a localized change in the refractive index and can be removed by annealing the material (at 900°C for fused silica) [33; 66]. Irreversible damage cannot be removed by heating and can take different forms (e.g. birefringence, ablation, complete local structural breakdown). Both kinds of damage can be induced by a single laser pulse, but the damage threshold is lowered for multiple pulse exposure [66]. This kind of material modification opens up new and exciting possibilities for material machining, such as the laser drilling of diamonds, waveguide writing in transparent material, and laser polishing of thermosensitive transparent materials [1–37]. Ultrashort pulses can therefore be used both to cause and to study optical damage. The interaction between the laser pulse and highly excited electrons within the material is complex and to date many questions remain unanswered.

In this dissertation, changes in the laser pulse will be measured in order to gain new insight on the material response that takes place on the timescale of the laser pulse. In this chapter, the relevant nonlinear effects will be discussed, as will the material response that results from the interaction. In sections 2.1 and 2.2 the effects on the electromagnetic field are discussed. The mechanisms responsible for changing the optical properties of the material are introduced in sections 2.3 and 2.4, where the simulation method and its predictions are also presented.
2.1 Nonlinear Optics

In the macroscopic Maxwell equations describing field-matter interactions in a dielectric material, the electric displacement field $\vec{D}$ is related to the electric field $\vec{E}$ by the constitutive relation in the frequency domain, i.e.

$$\vec{D}(\omega) = \epsilon(\omega)\vec{E}(\omega)$$

$$= \epsilon_0 \vec{E}(\omega) + \vec{P}(\vec{E}(\omega)) \quad (2.1)$$

where $\vec{E}$ is the total electric field, $\omega$ is the frequency and $\vec{P}$ the polarization. The polarization depends on the material properties and is in principle a complicated function of the total electric field. In many cases the polarization can be expanded in power of the field:

$$\vec{P}(\omega) = \epsilon_0 \chi^{(1)}(\omega)\vec{E}(\omega) +$$

$$+ \epsilon_0 \int_{-\infty}^{\infty} \chi^{(2)}(\omega, \omega - \omega', \omega')\vec{E}(\omega - \omega')\vec{E}(\omega')d\omega' +$$

$$+ \epsilon_0 \int_{-\infty}^{\infty} \chi^{(3)}(\omega, \omega - \omega' - \omega'', \omega', \omega'')\vec{E}(\omega - \omega' - \omega'')\vec{E}(\omega')\vec{E}(\omega'')d\omega'd\omega'' +$$

$$+ ... \quad (2.2)$$

The first, second and third order electric susceptibility, $\chi^{(1)}$, $\chi^{(2)}$, and $\chi^{(3)}$, are tensors of rank 2, 3, and 4, respectively and describe the interaction of the electric field with the material.

Since this dissertation only considers light - matter interactions caused by ultrashort pulses, nonlinear effects that take place on timescales significantly longer than the pulse length are neglected; for a general overview see [142]. For monochromatic fields Eq. 2.2 can be simplified into a more common form
\[ \vec{P}(\omega) = \epsilon_0 \chi^{(1)}(\omega) \vec{E}(\omega) + \epsilon_0 \chi^{(2)}(\omega, \omega_1, \omega_2) \vec{E}(\omega_1) \vec{E}(\omega_2) + \]
\[ + \epsilon_0 \chi^{(3)}(\omega, \omega_1, \omega_2, \omega_3) \vec{E}(\omega_1) \vec{E}(\omega_2) \vec{E}(\omega_3) + \]
\[ + \ldots \] 

In the work presented in this dissertation a \( \sim 140 \) fs full width half maximum (FWHM) focused laser pulse with \( \sim 50 \) \( \mu \)J pulse energy is used as a primary light source. The highest intensities \( (I \approx 10^{17} \text{ Wm}^{-2}) \) used in the experiment give rise to several nonlinear effects, which are introduced in the following subsections.

2.1.1 Kerr Effect and Self-Focusing

The refractive index \( n \) is a function of the permittivity \( \epsilon(\omega) \):

\[ n = \sqrt{\epsilon(\omega)}; \] (2.4)

for low intensities it follows from Eq. 2.1 that Eq. 2.4 can be approximated with

\[ n = \sqrt{1 + \chi^{(1)}}. \] (2.5)

At sufficiently high field strengths the nonlinear terms in Eq. 2.3 are no longer negligible and the refractive index \( n \) of the material becomes a function of the field, \([140; 141]\)

\[ n = \sqrt{1 + \chi_{\text{eff}}(E)}. \] (2.6)

Here \( \chi_{\text{eff}} \) is the effective electric susceptibility in the dielectric. For isotropic materials the even order terms in Eq. 2.3 vanish from symmetry arguments, so that the linear and the third order terms dominate. This is called a Kerr effect, and it means that the refractive index has now become a function of the intensity for a single external field \( \vec{E} \).

\[ \vec{P} \approx \epsilon_0 \chi_{\text{eff}} E \quad \text{with} \quad \chi_{\text{eff}} = \chi^{(1)} + \chi^{(3)}|E|^2, \] (2.7)

using Eq. 2.4,

\[ n \approx \sqrt{1 + \chi^{(1)} + \chi^{(3)}|E|^2}. \] (2.8)
This can be further approximated to give

\[ n(I) \simeq n_0 + n_2 I. \]  
(2.9)

This \( n(I) \) is the effective refractive index for a material with a linear refractive index \( n_0 = \sqrt{1 + \chi^{(1)}} \) and nonlinear refractive index \( n_2 \), and has been irradiated with an intensity distribution \( I(\vec{x}, t) \). For beams with Gaussian or Gaussian-like beam profiles, the Kerr effect causes a variation of the refractive index due to the beam profile and in turn acts like a lens on the beam. The beam path in the center of the beam is increased with respect to the edges of the beam, acting as a focusing lens on the beam. As the beam diameter decreases, the field intensity increases, further enhancing the lensing effect in material and the beam. In the absence of a limiting effect such as plasma generation, this leads to the catastrophic collapse of the beam, at which point additional higher order nonlinear effects such as multi-photon absorption start to become important. Marburger [51] has shown that the pulse self-focusing process is a peak-power rather than a peak-intensity dependent process for the case when dispersion, absorption and plasma generation are assumed to be negligible. The critical power \( P_{cr} \) can be estimated for Gaussian beam profiles using [51]:

\[ P_{cr} = \frac{3.77 \lambda^2}{8\pi n_0 n_2}. \]  
(2.10)

The factor 3.77 is for Gaussian beams only.

### 2.1.2 Self Phase Modulation

The electric field can be described in the form of a complex field envelope \( E(t) = |E(t)|e^{i\phi(t)} \), with \( \phi(t) \) being the temporal phase. The time derivative of the temporal phase \( \phi(t) \) of the field gives the instantaneous frequency \( \omega(t) \) [143]:

\[ \omega(t) = -\frac{\partial \phi(t)}{\partial t}. \]  
(2.11)

The phase is a function of the refractive index

\[ \phi(t) = \omega_0(t - n(I)l/c) \]  
(2.12)
with \( n(I) \) defined in Eq. 2.9. The instantaneous frequency becomes a function of the intensity and therefore for a finite field of \( t \):

\[
\omega(t) = \omega_0 \left( 1 - \frac{l}{c} \frac{dn(I(t))}{dt} \right) = \omega_0 \left( 1 - \frac{l}{c} \frac{dI}{dt} \right) \tag{2.13}
\]

with \( \omega_0 \) being the carrier frequency and \( l \) being the interaction length and \( c \) the speed of light in vacuum. From Eq. 2.13 it follows that the spectrum broadens according to the rate of change in intensity and interaction length. In the case where \( \chi^{(3)} > 0 \) the spectrum of the leading edge of the pulse is shifted towards lower frequencies, while the spectrum of the trailing edge shifts to higher frequencies. Together with chromatic dispersion in the material, this results in a broadening of the pulse in time as well as in frequency.

2.2 Drude-Lorenz Model

In order to understand who the generated free carrier plasma affects the laser pulse, it is necessary to describe the optical properties of the free carrier plasma for different densities and carrier frequencies. In this dissertation the Drude-Lorenz model [144; 145] is used, which defines the dielectric function \( \epsilon(\omega) \) as:

\[
\epsilon(\omega) \simeq \epsilon_0 (1 + \chi_b^{(1)} + \chi_p) \tag{2.14}
\]

Here \( \chi_b^{(1)} \) is the susceptibility due to the bound charges, \( \chi_p \) is the plasma susceptibility as given by the Drude-Lorenz model:

\[
\epsilon(\omega) = \epsilon_b \epsilon_0 + \epsilon_0 \chi_p = \epsilon_b \epsilon_0 + \frac{Nq^2}{m^*_q(\Omega_0^2 - \omega^2 - i\omega\gamma)} \tag{2.15}
\]

where \( \epsilon_b = 1 + \chi_b^{(1)} \), \( N \) as the carrier density per unit volume, \( m^*_q \) and \( q \) are the effective mass and charge respectively. The resonant frequency of the carrier is given by \( \Omega_0 \) while is the \( \omega_0 \) is the frequency of the driving field. The material dependent coefficient is the damping constant \( \gamma = 1/\tau_c \), with \( \tau_c \) being the collision time of the electrons, which describes the interaction rate of the electron with other electrons, the lattice, and photons of the driving
field. For electrons in the conduction band one can treat the carriers as free (i.e. no restoring force), in which case the resonant frequency $\Omega_0 = 0$ and Eq. 2.15 can be written as:

$$\epsilon(\omega) \simeq \epsilon_b \epsilon_0 - \frac{iN q^2}{m_q^* (i\omega^2 - \omega \gamma_0)} = \epsilon_b \epsilon_0 - \epsilon_0 \left( \frac{\omega_p^2}{\omega^2 + i\omega \gamma_0} \right)$$  \hspace{1cm} (2.16)

where $\omega_p = \sqrt{\frac{N q^2}{\epsilon_0 m_q^*}}$ is the plasma frequency. For $\omega \gamma_0 \ll 1$

$$\epsilon(\omega) \sim \epsilon_0 \left( \epsilon_b - \frac{\omega_p^2}{\omega^2} \right)$$  \hspace{1cm} (2.17)

### 2.2.1 Absorption due to a free carrier gas

If a plasma is present ($\omega_p > 0$), which means $\epsilon(\omega)$ is decreased and the real refractive index $n$ is lowered:

$$n(\omega) = \sqrt{\epsilon(\omega) / \epsilon_0}$$  \hspace{1cm} (2.18)

Additionally, an imaginary part is introduced to the refractive index $n$, i.e. the free carrier gas of density $N$ becomes absorbing. For the case where the plasma frequency is lower than the frequency of the driving field, $\omega_p < \omega$, the refractive index $n$ is reduced in the presence of a free carrier gas, which can counteract the increase of $n$ due to the Kerr effect and therefore prevent the catastrophic collapse of the beam in the case of soft focusing.

When a dielectric material with free carrier gas density $N \ll 10^{19}$ cm$^{-3}$ is exposed to a high intensity field (as from a focused ultrashort pulse), the free carrier gas density will change rapidly, leading to a change in the plasma frequency and subsequent change in the refractive index. The absorption due to the plasma becomes very effective when the plasma frequency becomes closer to the carrier frequency. Most authors define the destruction threshold for the material accordingly as the point when the carrier frequency $\omega_0$ is equal to the plasma frequency, which is the case for

$$N_D = \frac{\omega_0^2}{\omega_p^2} N = \frac{\epsilon_0 \omega_0^2 m_q^*}{q^2}$$  \hspace{1cm} (2.19)

From Eq. 2.19 the threshold for fused silica (Si$_2$O) is found to be $N_D \sim 10^{21}$ cm$^{-3}$ at center wavelength of $\lambda_0 = 800$ nm [128]. For higher plasma densities, the absorbed energy
will permanently modify the material, which can be the observed *post mortem* as visible damage. Sudrie *et al.* [89] report that permanent modifications are also possible well under the critical density.

### 2.2.2 Absorption due to free-carrier generation

Transparent insulating dielectric materials are characterized by the band gap energy $U$, which is larger than the photon energy $\frac{hc}{\lambda}$ in the visible region. Consequently, those materials have very few electrons in the conduction band at room temperature [146]. Thus electrons in the valance band can absorb individual visible photons only in the presence of defects (*e.g.* color centers), which provide locally allowed energy levels within the band gap. However, as will be shown later, an electron can be excited across the band gap in the presence of a strong driving field due to photoionization, tunneling, or avalanche processes (Fig. 2.1 (a),(b), or (c) respectively). Here multiple photons are involved in the excitation process. Once in the conduction band the electron can participate in single photon absorption.

![Figure 2.1](image)

**Figure 2.1:** (a) illustrates the electron excitation by simultaneous absorption of multiple photons. (b) illustrates the bending of the potential by an outside field, due to which the electron tunnels out of the potential well. (c.1) shows the sequential absorption of photons by an electron ($e^-_1$) in the conduction band, which then excites a valence-band electron ($e^-_2$) to the conduction band by impact ionization (c.2).
Not only do these processes populate the conduction band, they also absorb energy from the driving field, the resulting change in pulse intensity can be found from [39]:

\[ \frac{\partial I}{\partial z} = -\sigma N_c I - W_{PI} U, \]  

(2.20)

where \( z \) is the direction of propagation of the driving field, \( W_{PI} = (N - N_c)/N \) is the multiphoton rate (from the theory of Keldysh [58]) with \( N_c \) being the free-carrier density in the conduction band and \( N \) being the total charge density calculated from the molecular density. It is assumed that each atom contributes maximum one electron, since the binding energy is increased for the remaining electrons in an ionized atom. \( U \) is the band gap energy, and \( \sigma \) is the cross-section of single photon absorption due to a photon-electron-phonon process (inverse Bremsstrahlung); i.e.

\[ \sigma = \frac{q^2 \tau_c}{n_0 c \varepsilon_0 m^* (1 + \omega_0^2 \tau_c^2)}. \]

The linear index of refraction is \( n_0 = k_0 c / \omega_0 \) with \( k_0 \) being wave vector of the incoming field and \( \tau_c \) the electron collision time, \( c \) the speed of light in vacuum, \( m^* \) and \( q \) the effective mass and charge respectively, and \( \omega_0 \) the carrier frequency of the driving field.

### 2.2.3 Filamentation

A filament is usually defined as a long, thin region with a visible plasma density in an environment with lower or no plasma density. Since earlier computer simulation and experimental work [87; 89; 109; 138; 147] indicate that ultrashort pulses can lead to the formation of filaments in fused silica, a short introduction into the formation mechanisms is provided.

A filament is formed when self-focusing causes the intensity to increase to a level where a free carrier gas is generated; this counteracts the nonlinear increase of the refractive index (see Eq. 2.16), preventing a catastrophic collapse of the beam. The self-focusing and plasma processes balance each other creating a long region with a visible plasma density. A comprehensive review of filamentation is given in reference [147].
For the experiments described in this dissertation a combination of short sample length with soft focusing ensured that filamentation was minimized.

2.3 Electron Generation

Since optically transparent dielectrics have band gap energies $U > 5$ eV, single photons in the visible region cannot excite an electron from the valance band into the conduction band i.e. absorption due to one-photon photoionization is negligible. However, electrons can still gain the energy needed for the excitation processes from the field. The electron population in the conduction band can be found using a simple rate equation first introduced by Stuart et al. [39] and later modified by Rethfeld [41]:

$$\frac{\partial N_c(x,t)}{\partial t} = \left[ \left( \frac{\partial N_c(x,t)}{\partial t} \right)_{(PI)} + \left( \frac{\partial N_c(x,t)}{\partial t} \right)_{(AI)} \right] \frac{(N - N_c(x,t))}{N} - N_c(x,t)/\tau_e$$

(2.21)

Where $N_c(x,t)$ is the electron density in the conduction band as a function of position in the beam and time, and $N$ the molecular density (with one available electron per atom). In this dissertation $(\frac{\partial N_c}{\partial t})_{PI}$ and $(\frac{\partial N_c}{\partial t})_{AI}$ account for multi-photon / tunnel ionization after Keldysh [58], and avalanche ionization after Rethfeld [41]. The last term in Eq. 2.21 accounts for recombination of the generated carriers with $\tau_e$ being the reciprocal of the recombination rate. In the following, the physics underlying each term in Eq. 2.21 is discussed, as are the effects of the electron gas on the optical properties of the host material.

2.3.1 Keldysh Model

Even though a material is transparent for a certain region of the spectrum, that does not mean that there is no absorption possible. The process of tunneling ionization is always possible. Here an electron tunnels through the energy barrier into the conduction band. Its rate $W_{PI}$ is determined by the magnitude of the electric field $|\vec{E}|$ and the ionization potential $U$, if the field contains frequency components lower than [58]:

$$\omega < \omega_T = \frac{e|\vec{E}|}{\sqrt{m^*U}}$$

(2.22)
Here $e$ is the electron charge, $m_e^*$ is the effective electron mass and $U$ is the ionization potential (or band gap). For fields with frequencies lower than the tunneling frequency $\omega_T = 1/\tau_t$, with $\tau_t$ being the average time the electron needs to tunnel through the potential barrier, the tunneling process can be seen as instantaneous, since the electron can tunnel through the potential barrier in less than one optical cycle. For driving fields with higher frequencies, the tunneling effect depends on the frequency of the driving field as well as its amplitude.

Tunneling is not the only possible photoionization process in transparent media. The electron can also be excited by absorbing multiple photons simultaneously. The multi-photon ionization rate scales with $\sigma_k I^k$, $I$ being the field intensity, $k$ the number of photons required, and $\sigma_k$ the cross section of the $k$-photon absorption. As Keldysh has shown [58], the multi-photoionization and tunneling ionization are extreme cases of a general ionization process (see Fig. 2.2). The general ionization rate is given by:

$$W_{PI}(|E|) = \frac{2\omega_0}{9\pi} \left( \frac{m_e\omega_0}{\sqrt{\gamma_1^2}} \right)^{3/2} Q(\gamma, x) \exp(-\varpi(x + 1))$$  \hspace{1cm} (2.23)

The notation $\langle \rangle$ denotes the integer part. With $\gamma = \omega_0 \sqrt{m_e U / e_0 |E|}$ being the Keldysh parameter from which $\gamma_1 = \gamma^2/(1 + \gamma^2)$ and $\gamma_2 = 1 - \gamma_1$ are found. Here the variables are defined as $\varpi = \pi(K(\gamma_1) - E(\gamma_2))/E(\gamma_2)$ and $x = (2U/\pi\omega)(\sqrt{1 - \gamma^2/\gamma})E(\gamma_2)$, with $K$ and $E$ being complete elliptical integrals of the first and second kind as defined in [148]. $Q$ is defined as:

$$Q(\gamma, x) = \sqrt{\frac{\pi}{2K(\gamma_2)}} \sum_{n=0}^{\infty} \exp(-n\varpi) \Phi(\sqrt{\vartheta(n + 2\nu)})$$  \hspace{1cm} (2.24)

here, $\vartheta = \nu/4K(\gamma_2)E(\gamma_2)$ and $\nu = \langle x + 1 \rangle - x$. The Dawson function is $\Phi(z) = \int_0^z \exp(y^2 - z^2)dy$.

Note that for $\gamma \gg 1$ the ionization process can be described simply as a multi-photon process, while for $\gamma \ll 1$ the ionization happens through a tunneling process. Since for the cases investigated in this dissertation $\gamma \sim 1$, no such distinction can be made and the full Eq. 2.23 is used.
The ionization rate \( \left( \frac{\partial N_c}{\partial t} \right)_{PI} \) in Eq. 2.21 due to the tunneling/multi-photon picture given in Keldysh’s paper is calculated using

\[
\left( \frac{\partial N_c}{\partial t} \right)_{PI} = W_{PI}(|E|, \omega_0)U
\]

so that the ionization rate depends on the gap energy \( U \), the amplitude \(|\vec{E}|\), and frequency \( \omega_0 \) of the driving field.

Figure 2.2: The photoionization rate \( W_{PI} \) as a function of the intensity \( I \) for the multi-photon ionization rate alone (solid red line) and that for the full Keldysh picture (dashed black line).[116]

2.3.2 Avalanche Process

Once an electron has been excited to the conduction band it can absorb single photons due to the continuous nature of the conduction band by the process of inverse bremsstrahlung absorption. It is assumed that once the electron has absorbed sufficient energy to excite an additional electron from the valence band into the conduction band this process takes immediate effect. Once the free electron is in a high energy state within the conduction band
the hot electron transfers part of its kinetic energy by impact ionization to an electron in the valence band, which is in turn excited to the bottom of the conduction band. The formerly hot electron has lost energy and is now back at the bottom of the conduction band and the net electron density in the conduction band is increased. The electrons in the conduction band absorb one photon at a time [41]. This means that one electron has to go through a sequence of absorptions before it has sufficient energy to excite an electron from the valence band into the conduction band as shown in Fig. 2.3 [41]. The rate at which an electron in the conduction band absorbs photons, \( W = \sigma(\varepsilon)I \), depends linearly on \( I \) and on the inverse bremsstrahlung coefficient \( \sigma(\varepsilon) \), which also depends on the electron energy above the bottom of the conduction band \( \varepsilon \). This means that the number of electrons in the conduction band with energy \( \varepsilon_{k_{\max}} > U \) which is the case for \( k_{\max} \) absorbed photons, depends linearly on the intensity. The avalanche ionization term in the rate equation 2.21, \( \left( \frac{\partial N_c}{\partial t} \right)_{AI} \) is thus

\[
\left( \frac{\partial N_c}{\partial t} \right)_{AI} = \tilde{\alpha} N_k
\]  

(2.26)

with \( \tilde{\alpha} \) being the ionization probability. Note that only electrons with energy sufficient to ionize a valence band electron contribute to this process. In a simple model, the conduction band is represented by \( k_{\max} + 1 \) energy levels. The \( k^{\text{th}} \) level is populated with \( N_k \) electrons per unit volume. The population development of all the \( k_{\max} + 1 \) energy states is then described by the rate equations [41]:

\[
\dot{N}_0 = W_{PI}(|E|) + 2\tilde{\alpha}_k N_k - W(\varepsilon_0)N_0
\]  

(2.27)

\[
\dot{N}_k = W(\varepsilon_{k-1})N_{k-1} - W(\varepsilon_k)N_k \quad \text{with} \quad k = 1..k_{\max}-1
\]  

(2.28)

\[
\dot{N}_{k_{\max}} = W(\varepsilon_{k_{\max}-1})N_{k_{\max}-1} - W(\varepsilon_{k_{\max}})N_{k_{\max}} - \tilde{\alpha}_k N_k
\]  

(2.29)

\( W(\varepsilon_{k-1})N_{k-1} \) is the rate at which electrons are excited into the \( k \) level, while \( W(\varepsilon_k)N_k \) gives the rate the electrons move from level \( k \) into the higher level \( k + 1 \).

The change of the electron density at the bottom of the conduction band is described by Eq. 2.27. Eq. 2.28 describes the population of electrons in the \( k \) level, where the electron has the energy corresponding to \( k \) photons. Eq. 2.29, which describes the behavior of the
population with more than the critical energy $\varepsilon_{k_{\text{max}}}$, where the electrons have sufficient energy to excite one electron from the valence band into the conduction band.

The avalanche process often excites the majority of electrons during the tail of the pulse when the electron density is high and the multi-photon ionization decreases nonlinearly with the intensity [41]. Avalanching is therefore the dominant electron excitation process in pulses that are longer than a few picoseconds, while its effect on the electron density can be neglected for pulses shorter than 50 fs. [40; 41]

![Figure 2.3: Once an electron is in the conduction band, it can absorb single photons and thus gain energy. When the electron has sufficient energy to excite an electron from the valence band into the conduction band ($\varepsilon_{\text{cr}}$) it does so through impact ionization.[40; 41]](image)

2.3.3 Recombination Rate

Since the electron lifetime in the conduction band is limited, electrons in the conduction band fall back to the valence band as a result of spontaneous emission. This recombination process is accounted for in the rate equation Eq. 2.21 by the last term, which only depends on the lifetime of the electrons in the conduction band, $\tau_e$, and the conduction band electron population density, $N_c$.

Note that this process is the only process that accounts for the depopulation of the conduction band in the rate equation. Lattice defects (for example color centers and impurities) can lead to more rapid non-radiative recombination processes. The electron lifetime for a given material can be challenging to measure for some materials. This has lead to a wide
range of published values spanning more than two orders of magnitude from 0.2 fs [73; 104] to 23.3 fs [89] for fused silica. Depending on the material the lifetimes can range from one femtosecond up to several microseconds [73; 78; 88; 89; 91; 101; 104; 109; 138; 147; 149; 150].

2.4 Pulse Propagation Simulations

In order to interpret the experimental results presented in this dissertation, the experiments were closely modeled using the “pulsesuite” code, which has been developed by the Dennis Group [116]. This 3+1D (three spatial dimensions and time) code simulates the propagation of a specified femtosecond pulse through a medium of given length using a modified nonlinear Schrödinger equation (NLSE), which is solved simultaneously with the differential equations describing the evolution of the material.

The code allows the user to specify the optical properties, the resolution and step size inside the material, as well as the included nonlinear effects. Simulations with different material properties were performed and compared to the experimental results.

2.4.1 Nonlinear Schrödinger Equation

To simulate the propagation of the complex field envelope $\vec{E}(\vec{x}, t) = |\vec{A}(\vec{x}, t)|e^{i(k\vec{x} - \omega t)}$, with $\vec{A}(\vec{x}, t) = |A(\vec{x})|e^{i\phi t}$, a modified nonlinear Schrödinger equation (NLSE) is solved for a polarized field $E(t)$ [151]:

$$\frac{\partial E}{\partial z'} = \frac{i}{2k_0} \hat{T}^{-1} \nabla^2_{\perp} E + i \hat{D}_b E + i k_0 n_2 (1 - f_r) \hat{T} I E$$

$$+ i \frac{k_0 n_2}{n_0} f_r \hat{T} \left[ \int_{-\infty}^{\tau} d\tau' R(\tau - \tau') I(\tau') \right] E - \frac{W_{pl} U}{2I} \xi - \frac{\sigma}{2} (1 + i \omega_0 \tau_c) \hat{G}^{-1} [\rho \xi].$$

All parameters are described in Table 2.1. The first two terms describe the diffraction and dispersion of the field due to the bound charges respectively. The third term accounts for the instantaneous Kerr effect and steepening, while the fourth term is the contribution of the stimulated Raman scattering to the nonlinear polarization. The fifth term accounts for the photoionization and the last term describes the dispersion due to free electrons.
The NLSE was integrated using a split step method which included a linear step and a nonlinear step. The diffraction and dispersion terms are calculated in the linear step, which is solved using a Crank-Nicoloson algorithm [152], while the remaining terms were calculated in the nonlinear step, which is solved using a fourth-order Runge-Kutta method [152]. A more detailed description of the computer simulation algorithm is provided in Reference [151]. The computer simulation results presented in this dissertation were performed using a $256 \times 256$ spatial grid with 512 time points. The spatial resolution was chosen to be $\delta x = 10 w_r / 256$ and the temporal resolution was chosen to be $\delta t = 10 \tau_0 / 512$, where $w_r$ and $\tau_0$ are the $1/e^2$ width of the beam and pulse respectively. The pulse parameters were chosen to be as similar as possible to the experimental data. The pulse shape and the temporal phase were derived from a measured pulse shape using SHG-FROG. A beam profile was measured in the experiment before the first lens. This beam profile had sharp edges (due to the clipping by the detector) which were smoothed out at the edges using a super Gaussian function, in order to reduce unwanted diffraction effects in the computer simulation. The smoothed beam profile was than Fourier transformed to simulate the focusing of the beam at the sample surface, at which point the input field was constructed. The pulse powers chosen for the computer simulations were whenever possible, the same as those used in the experiments.

2.4.2 Simulations of fused silica

All experiments and computer simulations described in this dissertation were performed using fused silica as the sample material, since it is a comparatively well characterized material that is commonly used for optical elements and is consequently of great interest (e.g. [1–4; 6–8; 10–12; 15; 16; 19; 23; 24; 29; 30; 39; 57; 73; 78; 87–89; 91; 100; 101; 104; 116; 128; 138; 149; 150; 154]). The sample thickness of 200 $\mu$m in the computer simulations was chosen to match to the sample thickness in the experiments. The other parameters for the computer simulation were taken from [138].
Table 2.1: The terms used to simulate the propagation of the ultrashort pulse.

<table>
<thead>
<tr>
<th>Description</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$</td>
<td>Complex field envelope $E(t) =</td>
</tr>
<tr>
<td>$z'$</td>
<td>Propagation direction</td>
</tr>
<tr>
<td>$\tilde{\kappa}$</td>
<td>Complex wave vector $\tilde{\kappa}(\omega) = \tilde{k}(\omega) + i\tilde{\alpha}(\omega)/2$</td>
</tr>
<tr>
<td>$k_m$</td>
<td>Derivative of $\tilde{k}$ $k_m = \frac{\partial^{m}k(\omega)}{\partial \omega^{m}}</td>
</tr>
<tr>
<td>$\alpha_m$</td>
<td>Derivative of $\tilde{\alpha}$ $\alpha_m = \frac{\partial^{m}\alpha(\omega)}{\partial \omega^{m}}</td>
</tr>
<tr>
<td>$\hat{T}$</td>
<td>Steepening operator $\hat{T} = 1 + i\frac{1}{\omega} \partial_{\tau}$</td>
</tr>
<tr>
<td>$\hat{T}^{-1}$</td>
<td>Inverse steepening operator</td>
</tr>
<tr>
<td>$\omega_0$</td>
<td>Carrier frequency</td>
</tr>
<tr>
<td>$e_0$</td>
<td>Free carrier charge</td>
</tr>
<tr>
<td>$\hat{D}_b$</td>
<td>Bound charge linear dispersion operator $\hat{D}<em>b = i\frac{\alpha_0}{2} - \frac{\alpha_1}{2} \partial</em>{\tau} + \sum_{m=2}^{\infty} \frac{k_m + i\alpha_m/2}{m!} (i\partial_{\tau})^m$</td>
</tr>
<tr>
<td>$\hat{G}^{-1}$</td>
<td>Inverse free charge dispersion operator $\hat{G}^{-1} = \sum_{m=0}^{\infty} \left( \frac{i}{\omega_0} g \partial_{\tau} \right)^m = (1 + \frac{i}{\omega_0} g \partial_{\tau})^{-1}$</td>
</tr>
<tr>
<td>$I$</td>
<td>Intensity $I = (1/2)n_0 c \varepsilon_0</td>
</tr>
<tr>
<td>$f_r$</td>
<td>Fraction of the Raman contribution to the nonlinear polarization</td>
</tr>
<tr>
<td>$R(\tau)$</td>
<td>Raman response function $R(\tau) = \frac{\tau_1^2 + \tau_2^2}{\tau_1 \tau_2} e_{\tau/\tau_2} \sin \tau/\tau_1$</td>
</tr>
<tr>
<td>$\tau_1, \tau_2$</td>
<td>Adjustable parameters in the Raman response function</td>
</tr>
<tr>
<td>$n_0$</td>
<td>Linear refractive index</td>
</tr>
<tr>
<td>$n_2$</td>
<td>Second order nonlinear refractive index</td>
</tr>
<tr>
<td>$\tau_c$</td>
<td>Electron collision time</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Retarded time $\tau = t - z/v_g$</td>
</tr>
<tr>
<td>$v_g$</td>
<td>Group velocity $v_g = 1/\partial_{\omega}k(\omega_0)$</td>
</tr>
<tr>
<td>$W_{PI}$</td>
<td>Photoionization rate per unit volume</td>
</tr>
<tr>
<td>$U$</td>
<td>Band gap energy</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Time dependent charge density</td>
</tr>
</tbody>
</table>
Table 2.2: The parameters used in the computer simulation [138].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value and Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_0 )</td>
<td>Linear refractive index</td>
<td>1.45</td>
</tr>
<tr>
<td>( k_2 )</td>
<td>GVD coefficient</td>
<td>361 fs$^2$W$^{-1}$</td>
</tr>
<tr>
<td>( n_2 )</td>
<td>Nonlinear refractive index</td>
<td>2.48$\times$10$^{-16}$ cm$^2$W$^{-1}$</td>
</tr>
<tr>
<td>( \varepsilon_{cr} )</td>
<td>Band gap energy</td>
<td>9 eV</td>
</tr>
<tr>
<td>( \tau_c )</td>
<td>Electron collision time</td>
<td>1.27 fs</td>
</tr>
<tr>
<td>( m_q^* )</td>
<td>Effective carrier mass</td>
<td>0.5 m$_e$</td>
</tr>
<tr>
<td>( \rho_{\text{max}} )</td>
<td>Molecular density and maximum electron density</td>
<td>6.6$\times$10$^{22}$ cm$^{-3}$</td>
</tr>
<tr>
<td>( \tau_r )</td>
<td>Electron recombination time</td>
<td>150 fs</td>
</tr>
</tbody>
</table>

### 2.4.3 Non-Symmetric beam profile

The 3+1D computer simulation enables pulses of different energies, shapes, and from non-symmetric beam shapes to be simulated. In particular, the computer simulation can use an asymmetric beam profile measured in the laboratory in order to model the experimental measurement as closely as possible.

Therefore, computer simulations in this dissertation use beam profiles and pulse shapes derived from measurements in the laboratory. For the computer simulations described in this dissertation, the approximation was made that there is no initial spatio-temporal dependence in the beam prior to propagating in the sample. This assumption is reasonable, since the FROG traces without sample and at low energies do not show any signs of spatio-temporal dependences and were yield a unique solution, which would not be the case otherwise.
Chapter 3

Considerations: Measuring and analyzing the shape of ultrashort pulses

In order to investigate the interaction of an ultrafast laser pulse with a transparent sample, it is desirable to measure the pulse shape itself, since intensity dependent nonlinear interactions between light and material lead to changes in the pulse shape. Knowledge of the change of the pulse shape due to the interaction yields information about the nature and strength of the interaction taking place.

Measurements of an event usually entail a correlation with a temporal response (gate) function of the detection system. The shorter the gate function is in time and the more often it is applied within the event duration, the better the time resolution of the measurement. If the gating function becomes comparable in temporal duration to the event of interest, or is not applied often enough, the time resolution suffers. When the exposure time of an optical detector (e.g. a film or CCD chip) is long compared with the event under measurement, that event cannot be temporally resolved. Solutions to this problem range from using a light flash, which is short compared with the event (a technique that was first used by Ernst Mach for measuring the pressure cone in front of a projectile traveling faster than sound [155]) to combining the information of multiple frames to regain the time resolution as is used in video sequences [156].

A solution for measuring time-resolved ultrashort pulses is not so easily achieved, since ultrafast optical pulses are usually the shortest events available in the laboratory. This chapter explains a technique called Frequency Resolved Optical Gating (FROG), which is used to overcome this difficulty; how it differs from previously established techniques; and the improvements made to this technique.
3.1 **Using Frequency Resolved Optical Gating to measure ultrafast pulses**

3.1.1 **Advantages and disadvantages of Autocorrelation**

A popular method for measuring extremely short events available is to gate the event with itself; this is called autocorrelation (AC) [122–127; 157]. The optical autocorrelation method uses a nonlinear process (often second harmonic generation (SHG)[125; 126]) to produce a correlation of the pulse with itself. The laser beam is split in two for this purpose. The reference beam, is delayed by a time $\tau$ with respect to the sample beam, as shown in Fig. 3.1. For the work described in this dissertation, the nonlinear process used is SHG, which depends on the intensity of the total field inside a nonlinear crystal. The total field is found by superposition:

$$E_{\text{total}}(t, \tau) = E_1(t) + E_2(t - \tau)$$ (3.1)

$$E(t, \tau) = \frac{1}{2} E(t, \tau) \exp [i(\omega t - \vec{k}_j \cdot \vec{r})] + \text{c.c.}$$ (3.2)

When calculating the polarization $P$ using Eq. 2.2, the second term is given by:

$$P^{(2)}(\omega_1, \omega_2, \vec{r}, t_1, t_2) = \epsilon_0 \chi^{(2)}(\frac{1}{2} E_2(\vec{r}, t_2)E_2^*(\vec{r}, t_2) + \text{c.c.} +$$

$$+ \frac{1}{4} E_1^2(\vec{r}, t_1) \exp [2i(\omega_1 t_1 - \vec{k}_1 \cdot \vec{r})] + \text{c.c.} +$$

$$+ \frac{1}{4} E_2^2(\vec{r}, t_2) \exp [2i(\omega_2 t_2 - \vec{k}_2 \cdot \vec{r})] + \text{c.c.} +$$

$$+ \frac{1}{2} E_1(\vec{r}, t_1) E_2(\vec{r}, t_2) \exp [i((\omega_1 t_1 + \omega_2 t_2) - (\vec{k}_1 + \vec{k}_2) \cdot \vec{r})] + \text{c.c.} +$$

$$+ \frac{1}{2} E_1(\vec{r}, t_1) E_2^*(\vec{r}, t_2) \exp [i((\omega_1 t_1 - \omega_2 t_2) - (\vec{k}_1 - \vec{k}_2) \cdot \vec{r})] + \text{c.c.}$$ (3.3)

While the first three terms are concerned with fields due to only one of $E_1$ or $E_2$, the last two terms calculate the fields which are generated from a combination of the fields. In particular the fourth generates a field with frequency $\omega = \omega_1 + \omega_2$. These terms are referred to as the sum-frequency generation (SFG) terms. The last term describes the generation of a field with frequency $\omega = \omega_1 - \omega_2$, and are called the difference-frequency generation (DFG) terms. For the case $\omega_1 = \omega_2$ the DFG term produces a DC field ($\omega = 0$).
Figure 3.1: The beam from the experiment is first apertured and is split by a beamsplitter. One of the beams can be delayed with respect to the other. The beams are focused on the nonlinear crystal. The second harmonic field generated is measured using a photodiode or photomultiplier.

The autocorrelation experiment is based on the SFG terms, and if the two fields have the same frequency but different \( \vec{k} \) vectors, it leads to:

\[
P^{(2)}(2\omega) = \frac{1}{2} E_1(\vec{r}) E_2(\vec{r}, t - \tau) \exp \left[ i(2\omega t - (\vec{k}_1 + \vec{k}_2) \cdot \vec{r}) \right] \exp \left( -i\omega \tau \right) + c.c. \tag{3.4}
\]

When two pulses of the same frequency cross (overlap in space and time) in a suitable nonlinear crystal, this process provides a background-free correlation signal at the doubled frequency of the incoming pulse. In the case of a slowly varying envelope the resulting field \( E(2\omega) \) can be found using

\[
E(2\omega) = -i \frac{\mu_0 \omega^2}{2k} P^{(2)} L. \tag{3.5}
\]

Here \( L \) is the thickness of the nonlinear crystal, \( \mu_0 \) is the magnetic permeability in free space, and \( k \) is the wave vector of the field. Therefore SFG provides the nonlinearity required for the autocorrelation experiment. When performing an autocorrelation experiment \( t_2 = t_1 - \tau \) with the delay \( \tau \). The autocorrelation signal \( A^{(2)}(\tau) \) of two identical pulses does not depend
on $t$ but only on the delay between the pulses:

$$A^{(2)}(\tau) = \int_{-\infty}^{\infty} |E(t)|^2 |E(t - \tau)|^2 dt$$  \hspace{1cm} (3.6)

Since the complex phase information is lost in the process, the resulting signal does not contain enough information to determine the complex field of the initial pulse. The autocorrelation signal is therefore not unique; i.e. different pulse shapes can lead to the same autocorrelation signal. Measuring the pulse length with an autocorrelation experiment requires initial knowledge of the pulse shape. It provides sufficient information if the initial pulse shape is known or if one is only interested in relative changes in pulse length. In order to investigate the differences between pulses due to nonlinear interaction, the phase information is required as well as the amplitude information.

### 3.1.2 Frequency Resolved Optical Gating as a solution to the uniqueness problem

In order to recover the envelope of the complex field $E(t)$, the amplitude and phase are needed. Autocorrelation measurements do not provide enough information to determine pulse shapes, since the complex phase information is not recoverable; i.e. the problem is undersampled since the information available is not sufficient to yield a unique solution. This problem can be solved by the use of frequency resolved optical gating (FROG) [130]. In order to gather the missing phase information, the FROG technique uses the spectrum of the SHG signal as a function of $\tau$. This signal is given by

$$I(\omega, \tau) = \left| \int_{-\infty}^{\infty} E(t) E(t - \tau) e^{-i\omega t} dt \right|^2$$  \hspace{1cm} (3.7)

A measurement of $I(\omega, \tau)$ with appropriate spectral width $\Delta \omega$ and delay $\Delta \tau$ resolution provides sufficient information to recover both the amplitude and phase of the original field. Here the minimal resolution is given by the Nyquist limit, which says the sampling frequency $f_{\text{sample}}$ needs to be at least twice that of the highest frequency component measured. From
which the resolution in delay can be found by

\[ \Delta \tau = 1/f_{\text{sample}} \]  

(3.8)

If the FROG trace measured fulfills this criterion, the field retrieved from this data is unique. The remaining question is one of how to retrieve the field from the FROG trace.

### 3.1.3 The Basic FROG principle

The basic problem in the autocorrelation measurement is the lack of information about the phase of the complex field. This problem can be solved by measuring the spectrum of the second harmonic signal. It is possible to reconstruct the incoming field from the knowledge of the spectrum of the second harmonic signal as a function of delay. The experiment is based on an autocorrelation experiment, as can be seen in Fig. 3.2. The pulse is split by the beam splitter, and one pulse is delayed with respect to the other pulse. Both pulses are then brought to an overlapping focus in the nonlinear crystal. The second harmonic signal is then focused by a second lens into the spectrometer in which its spectrum is recorded by a 1024 pixel CMOS array. The data are transfered to a computer where the data are recorded for later analysis in the form of a FROG trace (Fig. 3.3).

### 3.1.4 The retrieval process

In order to extract the original pulse shape from the FROG trace (see Fig. 3.3), a modified Gerchberg-Saxton algorithm [129] is employed, as shown in Fig. 3.4. This method was first used on measurements in electron microscopy [158], but was soon after applied to other problems where only intensity measurements are made, but it is necessary to extract both amplitude and phase information [159–172]. The method requires an amplitude measurement in the Fourier space of the object as well as additional information about the object itself. The additional information can be as simple as object size. This information is used to filter the signal in object space and advance the process towards the solution. The algorithm Fourier transforms an initial test function \( g_{\text{initial}} \) back and forth between the object domain
Figure 3.2: The FROG experiment used in this work is shown. It is different from the autocorrelation experiment shown in Fig. 3.1 in that the spectrum second harmonic signal is measured as a function of delay using a spectrometer.

Figure 3.3: The FROG trace of a femtosecond pulse measured with the experiment shown in Fig. 3.2.
and Fourier domain while applying the known constraint and measured data in each domain respectively, improving the function $g$ each time, yielding amplitude and phase information for the unique solution [159].

Figure 3.4: The function $g$ is first Fourier transformed into $G$, which is composed of the amplitude $A$ and phase $\phi$. Replacing the amplitude $A$ with the measured amplitude $S$ is the constraint in the Fourier domain giving back $G'$. This function is inverse-Fourier transformed to $g'$, where the second constraint acts on it giving the improved function $g$. Starting with an initial guess, $g_{initial}$, after performing this algorithm multiple times the function $g$ approximates the solution.

To retrieve the solution for the FROG trace, the algorithm needs to be modified to include the nonlinear gating process. The function constraint in the original Gerchberg-Saxton algorithm acts on the function $g^{(k)}$ itself to produce $g^{(k+1)}$. In the case of the FROG measurement the solution is not the best $g$ but rather the field $E(t)$ that generates the best trace $g(t, \tau)$, where

$$g(t, \tau) = E(t)E(t - \tau) \quad (3.9)$$

In the case of the FROG-retrieval code, an initial guess $E_{initial}$ of the solution is used to construct a signal field $g(t, \tau)$ in the time-delay domain. This trace $g(t, \tau)$ is Fourier transformed

**Figure 3.4: The function $g$ is first Fourier transformed into $G$, which is composed of the amplitude $A$ and phase $\phi$. Replacing the amplitude $A$ with the measured amplitude $S$ is the constraint in the Fourier domain giving back $G'$. This function is inverse-Fourier transformed to $g'$, where the second constraint acts on it giving the improved function $g$. Starting with an initial guess, $g_{initial}$, after performing this algorithm multiple times the function $g$ approximates the solution.**
into the frequency-delay domain, giving

\[ G(\omega, \tau) = \int g(t, \tau)e^{-i\omega t}dt = |A(\omega, \tau)|e^{-i\phi(\omega, \tau)} \]  \hspace{1cm} (3.10)

Here the calculated amplitude \( |A(\omega, \tau)| \) is replaced by the measured amplitude \( |S_{\text{FROG}}| \) to form the trace \( G'(\omega, \tau) \):

\[ G'(\omega, \tau) = |S_{\text{FROG}}(\omega, \tau)|e^{-i\phi(\omega, \tau)} \]  \hspace{1cm} (3.11)

Where the amplitude \( S_{\text{FROG}} \) trace is found from the measured intensity \( I_{\text{FROG}} \) through the relationship \( S_{\text{FROG}} = \sqrt{I_{\text{FROG}}} \). \( G'(\omega, \tau) \) is now the complex signal field which is inverse Fourier transformed to \( g'(t, \tau) \). At this point it is important to understand that the fields in the calculation are represented as a vector that consists of \( n \) complex numbers:

\[ \vec{E}(t) = \begin{pmatrix} \text{Re}E(t_1) + i \text{Im}E(t_1) \\ \text{Re}E(t_2) + i \text{Im}E(t_2) \\ \vdots \\ \text{Re}E(t_n) + i \text{Im}E(t_n) \end{pmatrix} \]  \hspace{1cm} (3.12)

Instead of using the function constraint at this point, the error \( Z \) between \( g^{(k)}(t, \tau) \) and \( g'^{(k)}(t, \tau) \) is calculated:

\[ Z^{(k)} = \sum_{i,j=1}^{N} |g'^{(k)}(t_i, \tau_j) - E^{(k)}(t_i)E^{(k)}(t_i - \tau_j)|^2 \]  \hspace{1cm} (3.13)

The gradient \( \nabla_{E(t)}Z^{(k)} \) with respect to \( E^{(k)}(t) \) is found (see Appendix A) and is added to \( E^{(k)}(t) \):

\[ \vec{E}^{(k+1)}(t) = \vec{E}^{(k)}(t) + x_{\min}\vec{\nabla}_{E(t)}Z^{(k)}(t) \]  \hspace{1cm} (3.14)

Where the gradient \( \vec{\nabla}_{E(t)}Z^{(k)} \) can be represented as:

\[ \vec{\nabla}_{E(t)}Z^{(k)}(t) = \begin{pmatrix} \partial Z^{(k)}/\partial E^{(k)}(t_1) \\ \partial Z^{(k)}/\partial E^{(k)}(t_2) \\ \vdots \\ \partial Z^{(k)}/\partial E^{(k)}(t_n) \end{pmatrix} \]  \hspace{1cm} (3.15)
A golden section search optimization process (function *mnbrak* from Numerical Recipes [152]) is used to find the $x_{\text{min}}$ for which the difference between $g^{(k+1)}(t, \tau)$ and $g^{(k)}(t, \tau)$ is minimal. The loop starts over with the new $g^{(k+1)}(t, \tau)$ minimizing the error between $g^{(k+2)}(t, \tau)$ and $g^{(k+1)}(t, \tau)$. When the error is no longer changing for additional loops, $E(t)$ is the solution that contains both the complex amplitude and phase of the ultrashort pulse measured.

The gradient $\vec{\nabla}_E Z^{(k)}(t)$ usually does not vary greatly from $\vec{\nabla}_E Z^{(k+1)}(t)$, which in fact allows the reuse of $\vec{\nabla}_E Z^{(k)}(t)$ for a number of loops $m$ in the optimization process before the difference between $\vec{\nabla}_E Z^{(k)}(t)$ and $\vec{\nabla}_E Z^{k+m}(t)$ becomes significant, and the gradient has to be newly calculated at this point [173]. This allows for faster processing, since the calculation of the gradient is computationally expensive.

Progress of the algorithm is measured according to the difference between the measured amplitude trace in the frequency-delay domain and the amplitude trace of the generated trace $G(\omega, \tau)$:

$$G_{\text{error}}^{(k)} = \sqrt{\frac{1}{N^2} \sum_{i,j=1}^{N} |I_{\text{FROG}}(\omega_i, \tau_j) - (G^{(k)}(\omega_i, \tau_j)[G^{(k)}(\omega_i, \tau_j)]^*)|^2} \quad (3.16)$$

$I_{\text{FROG}}(\omega_i, \tau_j)$ is the measured intensity at $\omega_i$ and $\tau_j$, and $G^{(k)}(\omega_i, \tau_j)[G^{(k)}(\omega_i, \tau_j)]^*$ gives the intensity of the FROG trace generated by the phase retrieval code.

**Ambiguities in SHG-FROG measurements**

There are several ambiguities inherent in SHG-FROG that still need to be addressed. Even though the SHG-FROG measurement over-samples the complex electric field envelope, the technique actually yields two solutions: The field and its complex conjugate, as can be seen by rewriting Eq. 3.7:

$$I(\omega, \tau) = \int_{-\infty}^{\infty} E(t)E(t-\tau)e^{-i\omega t} dt \int_{-\infty}^{\infty} E^*(t')E^*(t'-\tau)e^{i\omega t'} dt' \quad (3.17)$$

Inserting the complex conjugate of the complex field $E$ does not change the resulting FROG trace. Therefore the retrieval code cannot distinguish between the retrieved field and its
Figure 3.5: For the FROG retrieval algorithm, the function constraint step from Fig. 3.4 is changed into an optimization loop, which is used to find $x_{\text{min}}$, for which the error $Z$ is minimized. A new $g(t, \tau)$ is generated using the field $E_{\text{new}}$ found using $x_{\text{min}}$. 
complex conjugate, which is time reversed. This ambiguity can be resolved by taking into account additional information, such as a known pre- or post-pulse, or a known or artificially introduced chirp.

Other ambiguities are the missing absolute phase and center frequency from the SHG-FROG solution, which can be found by integrating the measured FROG trace over all $\tau$. While the absolute phase does not effect the data presented in this dissertation, it can present a problem when using pulses shorter than one optical cycle. Since the absolute phase determines where the electromagnetic field has its maxima with respect to the envelope function, in cases where the envelope is short enough, it can lead, for example, to an unequal distribution of energy in an otherwise symmetric pulse envelope.

### 3.2 Experimental Setup

The experiments described in this dissertation were performed in two different laboratories. The experiment was designed, tested and used for experiments first in the laboratory at the Department of Physics and Astronomy at the University of Georgia between the years 2004 and 2008. The experiment was transferred in the Summer of 2008 to Saint Etienne in France to the laboratory of Dr. Stoian at the Laboratoire Hubert Curien of the Université Jean Monnet. The experiment at UGA is shown in Fig. 3.6 and is described below.

#### 3.2.1 Laser Systems

The laser system in Dr. Dennis’ laboratory comprises a Spectra-Physics Tsunami oscillator and a Clark MXR CPU amplifier system. The oscillator is pumped by a continuous wave diode pumped Nd:YVO$_4$ laser system (Spectra-Physics, Millennia) which produces 5 W at $\lambda_0 = 532$ nm. The Ti:Sapphire Tsunami laser produces 130 fs FWHM pulses with a center frequency of $800$ nm (± 5 nm) and a spectral FWHM of 11 nm (± 1 nm) with a repetition rate of 83 MHz and an average power of 0.5 W.
Figure 3.6: The complete experiment as used at UGA.
The oscillator pulse polarization and beam height are first changed to match the requirements of the amplifier system. The femtosecond pulses are amplified using a Clark MXR CPU regenerative amplifier system which contains three units (stretcher, amplifier, compressor) and one pump laser (a Clark MXR ORC 1000). The oscillator pulse, which has a spectral FWHM of $\Delta \lambda = 11$ nm centered around $\lambda_0 = 800$ nm, is stretched using a grating to impose a path length difference on the spectrum. The spectral components of the oscillator pulse are reflected off the grating at an angle which is a function of the wavelength. The beam path in the stretcher is now also a function of the wavelength, delaying the shorter wavelength components with respect to the longer wavelength components (positive chirp). It is necessary to stretch the pulse from around $\sim 100$ fs to $\sim 200$ ps in order to reduce the peak-intensity and thus to not damage the amplifier.

A Pockels cell - polarizer combination functions as a gate into the regenerative amplifier. The pulse is amplified by multiple passes through the Ti:Sapphire crystal which is pumped by the Clark MXR ORC 1000 mode-locked 10 ns Nd:YAG system with 1 kHz repetition rate and 10 W output at $\lambda_0 = 532$ nm. Upon reaching maximum amplification inside the amplifier, the Pockels cell is gated to switch the pulse polarization from horizontal to vertical (see Fig. 3.7). The pulse is redirected out of the amplifier by transmission through the polarizer. The pulse then enters the compressor unit and is recompressed. The system produced 0.3 W average power at a 1 kHz repetition rate. The amplified pulses were characterized to a pulse width of 140 - 150 fs FWHM and a center wavelength of 800 nm. Most of the results presented in this dissertation were taken using this system.

The Laser system at the Laboratoire Hubert Curien of the Université Jean Monnet in Saint Étienne was composed of a Ti:Sapphire oscillator (Coherent Inc.: Vitesse), which produces 100 fs FWHM pulses with a central wavelength of 800 nm. These pulses were amplified to 1.5 mJ/pulse using a Ti:Sapphire regenerative amplifier system (Thales Laser: Concerto) [174]. The pulses were shaped using a Jenoptic liquid crystal shaper (640 pixel) before entering the amplifier system.
Figure 3.7: Amplifier timing diagram: (a) shows the oscillator output. The pulse at time $t = 0$ ns triggers the event sequence: (b) shows the triggered pump pulse. The high voltage gate is shown in (c), where the power supply sends a high voltage gate to the Pockels cell at $t = 10$ ns, which allows the oscillator output (a) to enter the amplifier at $t = 12$ ns. In the amplifier (shown in (d)), the pulse is amplified over multiple passes inside the amplifier and peaks shortly ($t = 42$ ns) after the peak of the pump pulse ($t = 35$ ns). The high voltage is turned off at this point allowing the amplified pulse to leave the amplifier which is shown in (e).
3.2.2 Telescope, Sample and Sample Holder

After the beam exits the compressor it is apertured by a pinhole to increase the quality of the beam profile (not shown in Fig. 3.6), after which it passes through an attenuator (composed of a $\lambda/2$ plate and a polarizer) in order to adjust the pulse power at the sample. The telescope is constructed from two 25 cm focal length quartz lenses with the sample surface at the focus of the first lens. The beam energy is measured behind the first lens and in front of the sample by a removable energy meter as indicated in Fig. 3.6. Measurements of the beam profile were performed after the second lens using a Newport LBP-2 USB beam profiler.

The sample holder was custom built from aluminum and teflon and was designed to fit into a standard 2” optical mount. The sample surface was positioned at the focus of the first lens of the telescope. The optical mount enables the adjustment of the sample’s orientation in order to ensure that the beam is at normal incidence. 250 $\mu$m thick BK7 microscope cover slips were used for initial alignment and testing of the experiment. The experiments described in this dissertation were performed using 200 $\mu$m thick fused silica samples (a-Si$_2$O). The samples were polished on both sides. The experiments were conducted in air at room temperature.

3.2.3 FROG Experiment

After transmission through the sample, the laser pulse is recollimated and its energy reduced using a filter wheel.

The pulse is next split into reference and sample pulses by a thin film 50/50 beam splitter (BS in Fig. 3.6). The reference beam is redirected by mirrors to a lens which focuses it into the 0.6 mm thick nonlinear BBO crystal (Newlight Photonics). The sample pulse is then directed to a retroreflector located on an automatic translation stage (Newport UTM100PP.1 Motion Stage controlled by a Newport Universal Motion Controller Model ESP300) which serves as an adjustable delay. The sample pulse arrives at the lens, focusing it onto the BBO
crystal delayed by $\tau$ with respect to the reference pulse. The two pulses are in spatial overlap inside the crystal. The nonlinear correlation signal from the BBO crystal is apertured at this point by an adjustable pinhole and focused by an additional lens on the entrance slit of the Spectra-Physics LineSpec 1024 CMOS spectrometer. The resulting data are transmitted using a USB connection to a computer that records the spectrum and adjusts the delay for the next measurement.

**Control Software**

Since the FROG experiment was constructed using preexisting components, the software controlling the data acquisition was developed in-house. A Pentium III based PC running Windows 95 was used to control the spectrometer over the USB port and the motion controller was controlled over the ethernet IEEE 488 port (GPIB). The program was written in Microsoft Visual C++ .NET version 2003. The program allows the user to set experimental parameters such as delay range, step size, exposure time of the CMOS array, and both on-chip and computer averaging. It also allows the user to take multiple sequential measurements with different integration times. The data and the parameters for which the trace is taken are saved in files with a predetermined name and an index number.

**Problems with the FROG experiment used and their solutions**

The dynamic range of the detector is crucial when measuring SHG-FROG traces. In order to collect complete data, which allows the retrieval of the correct complex field, low intensity signal components must be measured. Trebino *et al.* defines the minimum criterion for a sufficient data range of a FROG trace when “the intensity of the data points at the perimeter of the FROG trace grid are $10^{-4}$ or less of the peak of the trace” [170]. This is the minimal requirement to retrieve the general pulse shape. In order to retrieve low intensity parts of the field (*e.g.* pre-pulses, details in the pulse tail), a higher dynamic range is often desirable. In general detectors have a limited dynamic range resulting from both a detection threshold
for low intensity signals and saturation effects at high intensity signals. The detector in the FROG experiment used for this dissertation is a Spectra-Physics LineSpec 1024 CMOS spectrometer and has a dynamic range of $2.9 \times 10^3$. The problem caused by the low dynamic range of this detector was solved by the multi-FROG technique that was developed as part of the dissertation.

While the dynamic range is defined by the ratio of the highest measurable signal to the lowest detectable signal, depending on the exposure time, different intensity regimes can be measured. The lowest detectable signal is a signal that is above the noise floor. This fact enables one to overcome the inherent dynamic range limitation of the spectrometer, by using different exposure times to measure the full range of the signal.

This method can be used not only for CMOS devices, but all detectors with adjustable detection sensitivity and limited dynamic range, and enables the acquisition of high dynamic range data with inexpensive components.

Note that the background caused by the detection threshold and dark current can be subtracted from the signal. The new ratio of maximum to minimum signal (distinguishable from the noise floor) is denoted the corrected contrast ratio (see Fig. 3.8).

**MULTI-FROG**

To date there have been two approaches to producing High Dynamic Range (HDR-) FROG traces. Billet and co-workers [171; 172] use a hardware based approach, *i.e.* they use a high dynamic range spectrum analyzer to measure the FROG trace with correspondingly high dynamic range. A second software based approach was used by Wang *et al.* [175] to generate a HDR-FROG trace in order to investigate the energy stored in the wings of a 24 fs amplified laser pulse. These authors used two SHG-FROG traces measured with different exposure times and merged them to produce a single trace with a higher dynamic range. The final result of both of these techniques is the generation of a FROG trace with the necessary
Figure 3.8: The response curve of a generic detector, which has for a given signal a minimum integration time of 75 ms. At this point the signal is above the noise floor and detectable. For integration times higher than 310 ms the detector begins to go into saturation and is no longer linear.
dynamic range to retrieve details in the low amplitude range of the complex electric field \textit{i.e.} an HDR-FROG trace.

To our knowledge, the work of Wang \textit{et al.} is the only prior software based technique that has been used in the context of FROG to generate higher dynamic range traces. Their technique did not account for a detection threshold and the resulting offset so that the individual traces may not fit together perfectly, adding additional noise to the final trace \cite{175}. The actual integration times used by Wang \textit{et al.}, and the integration time ratios, were not reported by Wang \textit{et al.} \cite{175}. However, it is clear that the peak of the FROG trace was not in saturation for the shorter integration time and was in saturation for the longer integration time. The integration time ratio can be used to optimize the dynamic range and is therefore a critical parameter to which close attention must be paid when setting up the experiment. In Wang \textit{et al.} \cite{175} the merging of the two traces was performed manually, which is a time consuming process; their technique did not include any averaging in the region where both traces overlap.

In the current work, the approach of Wang and co-workers is extended, a technique has been developed whereby an optimum number of FROG traces are acquired at appropriate integration times and are merged to construct a high fidelity HDR-FROG trace. Throughout this dissertation, this technique is referred to as multi-FROG and abbreviated m-FROG. The result of this technique, \textit{i.e.} a high dynamic range FROG trace, is still referred to as HDR-FROG.

While m-FROG was developed using second harmonic generation (SHG) FROG, the technique described in this dissertation is general and can be applied to other FROG measurement schemes. Note that m-FROG is based upon a well-established technique in photography \cite{176; 177} that uses sets of two or more pictures taken with different exposure times to generate one picture with higher dynamic range. We will demonstrate that it is possible to leverage this technique to generate one HDR-SHG-FROG trace from multiple SHG-FROG
traces taken with different exposure times and successfully retrieve the complex field from the data.

Since the main problem addressed in the following is the limited dynamic range of the Spectra-Physics LineSpec 1024 CMOS spectrometer, it is useful to examine its response function and discuss its implications on the data acquired. Fig. 3.9a shows the detector response for different integration times and energies of a single pixel of the spectrometer. The response function \( S(W,T) \), with \( W \) being pulse energy and \( T \) the integration time, is linear between 643 counts above the noise floor and the onset of saturation at 4143 counts; only data from this linear region will be used. Fitting the linear part of the response curve was performed using:

\[
S_{\text{linear}}(W,T) = a + bWT
\]  

(3.18)

The offset \( a \) and slope \( b \) are found using the known exposure time for each trace. Note that \( a \) as well as \( b \) are independent of pulse power and integration time. When scaling the signal, one might find it desirable to scale to a virtual final integration time \( T_f \). This can be useful when trying to compare to data measured at different integration times or to improve preexisting data with additional data. In this dissertation the longest integration time was used for \( T_f \). In order to merge a series of FROG traces into a HDR-FROG trace, the response function for the HDR-FROG trace \( S^*(W,T_f) \) must be used:

\[
S^*(W,T_f) = a + \sum_i T_f \left( \frac{S_i(W,T_i) - a}{T_i} \right),
\]

(3.19)

where \( T_i \) are the integration times of the measured traces with response function \( S_i(W,T_i) \).

When all of the data has been scaled using Eq. 3.19 the response function is shown in Fig. 3.9, of which only the linear part is used for generating the HDR-FROG.

The quality of the recovered complex field is generally measured in the form of the FROG error \( G_{\text{error}} \) defined as:

\[
G_{\text{error}} = \sqrt{\frac{1}{N^2} \sum_{i,j=1}^{N} |I_{\text{FROG}}(\omega_i, \tau_j) - I_{\text{retrieval}}(\omega_i, \tau_j)|^2}
\]

(3.20)
Figure 3.9: (a) Shows the measured counts as a function of integration time for four different pulse energies. The linear fit shows that the offset is pulse energy independent. The inset shows that the response curves for different energies are in fact self-similar and can be fitted by a single saturation function. (b) The response functions (power versus counts per second) measured with different integration times show that the linear region spans over a certain range of incident powers, and the dynamic range can be improved by merging data measured at different integration times. Note that even very low powers can be measured by using sufficiently long integration times.
with \( I_{\text{FROG}}(\omega_i, \tau_j) \) being the measured intensity at point \( \omega_i, \tau_j \) and \( I_{\text{retrieval}} \) the intensity of the FROG trace generated by the phase retrieval code using the best complex field (for a more detailed discussion see [170]).

In some cases the complex field can be retrieved from HDR traces that were generated without accounting for the offset \( a \) when merging the traces. HDR traces that do account for offsets are smoother, have a better dynamic range, are more reliable, and produce a lower \( G_{\text{error}} \) when used in the retrieval process. However, in general this neglect can cause the retrieval code to fail and result in falsely retrieved fields. The combination of using more than two traces and accounting for the offset in the merging procedure enables a lower noise higher contrast ratio HDR FROG traces to be generated. The best corrected contrast ratio possible, \( C_{\text{best}} \), can be estimated as the product of the corrected contrast ratio of a single trace, \( C_{\text{single}} \), and the ratio of the longest \( T_l \) to shortest \( T_s \) available exposure time:

\[
C_{\text{best}} = C_{\text{single}} \frac{T_l}{T_s}
\]  

(3.21)

The choice of the exposure times is clearly very important if there are to be no gaps in the intensity coverage (Fig. 3.9.b). This would be the case when the exposure time ratios were too large, for example when the signal at a point in one trace goes into saturation before the signal at the same point in the next trace becomes detectable. For the regions in which two or more traces provide data, the signals are averaged after being scaled. Note that it is crucial that the FROG traces perfectly overlap in space and frequency domains.

By accounting for the background noise before merging, the process produces a smooth and complete HDR-FROG trace. The corrected contrast ratio is calculated by dividing the peak value of the final trace with the smallest detectable signal (with offset subtracted). To test m-FROG, both experimentally measured and computer generated FROG traces were used. Since the FROG experiment is based on an autocorrelation experiment, the SHG-FROG experiment includes a motorized delay stage, which is used to change the delay between the two beams and is synchronized with the spectral measurements. Acquisition of the individual FROG traces was performed using a Spectra-Physics LineSpec 1024 CMOS
This spectrometer uses a 1024 pixel CMOS array with integrated circuitry that enables the integration time to be set between 1 ms and 4000 ms and also provides an on-chip average function.

This device has a background of $567 \pm 10$ counts and is completely saturated at 4538 counts, and 7.1 dB is the upper limit of the dynamic range. Note that as delivered, the response curve of this device is biased so that the range 643–4538 counts is within the 0–4095 counter range.

For the experimental validation of this section, multiple SHG-FROG traces were recorded using the equipment described. The integration times for pulse energy of 10 $\mu$J were chosen to be 1900 ms, 850 ms, 475 ms, 237 ms, 118 ms, 59 ms, 29 ms, 14 ms, 7 ms. The integration times were chosen so that all data between the lowest signal of the longest integration time and the strongest signal of the shortest integration time fell in the linear region of at least one trace.

The issue of noise from the sensor still has to be addressed. Since it is not possible to synchronize the start of the time window and the arrival of the laser pulses, the number of pulses detected may vary by $\pm 1$, adding noise to a single exposure when the exposure time is short; this is an addition to the noise of pulse to pulse variation. In order to reduce effects from both kinds of noise, data is collected multiple times with the same integration time and then averaged.

In each trace there are regions for which the signal was lower than the detection threshold, regions where the signal is in the linear region of the detector, and regions for which the detector was in saturation. In order to merge the traces into a single trace, the linear signal regions are identified for all traces. For the sensor used in this dissertation the linear region extends from 643 to 4538 counts. The background (643 counts) is subtracted from the signal. Figures 3.10 (a) - (i) show the regions with usable signals of the individual traces. The regions with signal outside of the linear regions are black, while the signals inside the linear region
are shown in grayscale. It can be seen that the traces, when laid on top of each other, have overlapping linear regions where the signal is scaled and averaged.

These traces were used to construct a HDR-SHG-FROG (Fig. 3.10.j), following the procedure described above. In preparation for the phase retrieval code the HDR-FROG is converted from wavelength spacing to frequency spacing. This procedure included modifying the delay step size as described below [170]. This step is necessary because the trace is later Fourier transformed from the frequency delay domain into the time delay domain. In order to simplify the process it is desirable to have the same time and delay spacing. Since the time spacing $\delta t$ is given by $\delta t = 1/\Delta \omega$, with $\Delta \omega$ being the frequency range of the FROG trace, it is necessary to change the delay spacing when changing the frequency range. Additionally it can be necessary to zero pad the trace either in frequency or time in order to ensure a sufficient sampling rate in the other domain. Finally, the prepared HDR-FROG trace was analyzed by the phase retrieval code [170].

Fig. 3.11 shows retrievals from three data sets with each a different dynamic range. The trace in Fig. 3.11.a was constructed using the FROG traces acquired with integration times 7 ms - 59 ms shown in Fig. 3.10 which resulted in a corrected contrast ratio of 32019. The trace with the next best corrected contrast ratio of 65007 is shown in Fig. 3.11.c, which was constructed using the FROG traces with integration times 7 ms - 118 ms. When using all available traces from Fig. 3.10, a corrected contrast ratio of $1.124 \times 10^6$ was achieved.

It is evident that the complex field shown in Fig. 3.11b retrieved from the trace with corrected contrast ratio of 32019 (Fig. 3.11.a) shows an essentially symmetric amplitude and an essentially cubic phase. The retrieval was performed at a trace size of $128 \times 64$ pixels and had a final $G_{\text{error}}$ of 0.0129.

At a corrected contrast ratio of 65007, the phase is still essentially cubic but the amplitude shows a strong asymmetry in the pulse wings (Fig. 3.11.d). With the same trace dimensions as before, this retrieval has a final $G_{\text{error}}$ of 0.0114. The complex field retrieved from a trace with a corrected contrast ratio of $1.124 \times 10^6$ has its main features unchanged but has
Figure 3.10: (a) - (i) show the usable signals of the SHG-FROG traces using a linear grayscale. The integration times are (a) 1900 ms, (b) 950 ms, (c) 475 ms, (d) 237 ms, (e) 118 ms, (f) 59 ms, (g) 29 ms, (h) 14 ms, (i) 7 ms. (j) shows the full HDR-SHG FROG trace using a logarithmic grayscale.
Figure 3.11: The trace shown in (a) has a corrected contrast ratio of 32019 and when used in the phase retrieval process leads to the complex field shown in (b). The trace shown in (c) has a corrected contrast ratio of 65007 and when retrieved has the complex field shown in (d) as its solution. The trace with the highest dynamic range is shown in (e) which has a corrected contrast ratio of $1.124 \times 10^6$ and leads to the complex field shown in (f) when retrieved.
more details at lower amplitudes (Fig. 3.11.f). The $G_{\text{error}}$ for the retrieval from this HDR-FROG trace is 0.01127. To support the experimental results a computer generated complex field was used to generate one HDR-SHG-FROG trace ($512 \times 256$ pixel) with a corrected contrast ratio of $10^{31}$. The data in this HDR-FROG trace was used to generate 11 traces with limited dynamic range, corresponding to traces found from 11 measurements with different integration times. The data was scaled for all of the 11 traces according to the specific integration time of the single trace and an offset was added to simulate experimental data. The 11 limited dynamic range traces each contain data comparable to that which would have been gathered in an experiment with a given integration time. The integration times for this process were doubled between traces, starting with 1 ms, corresponding to the experiments presented. A HDR-FROG trace was then reconstructed using both the methods of Wang et al. [175] and of m-FROG. The method described in Ref. [175] leads to a HDR-FROG trace with a corrected contrast ratio of $2.5 \times 10^6$, while the trace constructed using m-FROG had a corrected contrast ratio of $3.1 \times 10^6$. Two examples are shown in Fig. 3.12. The first case (Fig. 3.12. and 3.12.b) is a rather simple pulse (inspired by the self-phase modulated pulse shown on page 118 in [170]). The phase retrieval code converged for the traces prepared with the method of Ref. [175] and m-FROG with a $G_{\text{error}}$ of 0.0044 and 0.001, respectively. While both retrieved fields show good agreement with the features of the original field for the central part of the pulse, the field coming from the trace prepared using the technique of Ref. [175] is shorter and the phase shows strong variation closer to the pulse peak than the phase retrieved from the m-FROG trace. These differences become more significant for the second case, which was chosen for its detail rich structure. Pulse shaping technology enables the production of such pulses, and therefore recovering these details is important. For this example the code converged for both traces with a $G_{\text{error}}$ of 0.0061 and 0.0017, respectively. While the field retrieved from the m-FROG trace agrees very well over most of the field in amplitude and phase, the field from the traces prepared using the technique of Ref. [175]
shows only approximate similarity to the original field amplitude. This demonstrates that for those cases the $G_{\text{error}}$ is a reliable measure of the performance of the pulse retrieval process.

![Figure 3.12](image_url)

Figure 3.12: The original field (solid black line) in comparison with retrieved fields from traces prepared using the technique of [175] (dotted blue line) and m-FROG method (dashed red line) for two cases. A simple case with amplitude (a) and phase (b). A case with more detail rich structure with amplitude (c) and phase (d).

Despite the impressive performance of the m-FROG technique demonstrated above, there are still some problems to address. The noise in the short exposure time traces is amplified when the signal is scaled. Due to the use of multiple scans, a complete set can take up to one and a half hour, which leads to stringent requirements on the stability of both the laser and the experiment. There is a trade-off between the constant exposure time ratio between scans and the varying signal resolution of the final HDR trace. Since all traces a scaled to a final integration time, the noise is scaled accordingly as well, which means the noise level in the final traces is amplitude dependent [178].
3.3 FROG analysis Software

All software for data analysis and phase retrieval was written in C++ by the author of this dissertation. The data that was collected using the m-FROG technique needed to be preprocessed in order to fulfill the requirements of the phase retrieval process. In order to speed up the discrete Fourier Transformation in the retrieval code and in the $\vec{\nabla}Z$ calculation, which are the most time consuming steps in the retrieval process, the trace used for the recovery is kept as small as possible. To define the region of interest a program was written that shows the full trace as well as the footprint of the data, which is a trace in which all pixels with amplitude in excess of a certain threshold are represented by 1 and all other pixels are represented as 0. This allows the user to better determine which regions must be included in the final trace while still enabling the user to see the general shape of the trace for the purpose of detecting experimental errors (as evidenced by asymmetries or strong noise). Once the trace has been windowed approximately, the trace needs to undergo two more transformations before the phase retrieval process can be started.

The experimentally measured FROG trace is a function of wavelength $\lambda$ and delay $\tau$. The phase retrieval code needs traces to be in terms of angular frequency $\omega$ and delay $\tau$. Furthermore the conversion from wavelength to frequency requires a conversion in data point spacing from $\delta\lambda$ to $\delta\omega$, the phase retrieval is fastest when delay and frequency have the relation:

$$\delta\omega = \frac{1}{\Delta\tau} \quad \text{and} \quad \delta\tau = \frac{1}{\Delta\omega}$$

Here, $\delta$ indicates for the spacing on an axis and $\Delta$ indicates for the total range of the trace along the axis. Additionally the Nyquist limit, which requires that the highest frequency component of a signal needs to be sampled at least twice per period, must be exceeded. So in order to find the smallest possible, yet complete, trace that meets all those criteria the code analyzes the trace and finds the Nyquist frequency necessary for that specific trace and then the best spacing in time and frequency. In order to speed up the Fourier transformation in the phase retrieval code the dimensions of the final traces were chosen to be $\frac{\Delta\omega}{\delta\omega} = 2^n$ by
Figure 3.13: Screen shot of the windowing-transform-retrieval program which enables the user to set parameters for the retrieval process. The grayscale FROG trace in the uppermost image in the window is the untransformed trace. The black and white trace below is the footprint of the trace above, showing the regions in which data can be found. It can be seen that the above trace, while being complete, doesn’t show all the data due to the limited contrast of the grayscale.
\[ \Delta \tau = 2^{n+1} \]. The code then interpolates the trace first in the frequency direction (using the spline routine from [152]) and chooses the right values for the desired frequencies. It repeats this process for the \( \tau \) direction.

The output trace is now ready to be retrieved. The retrieval code allows the user to find the complex field. In cases of doubt the users can test the solution using different retrieval parameters, like different data point spacing, or renewing the \( \vec{\nabla} Z \) more frequently. Traces for retrieval can be loaded from a file, as is performed for retrieving the experimental traces, or they can be internally generated from a set of special complex fields. This last option is mainly used for debugging. The code allows additional options for the initial guess \( E_{\text{initial}} \) with which the program starts the retrieval process. Random initial guesses are allowed, as are specific intrinsic functions or complex fields loaded from a file.

Several parameter can be set to determine when the algorithm terminates. For example the difference between the last and the 20th to last found \( G_{\text{error}} \) are taken \( (\Delta G_{\text{error}} = G_{\text{error}}^{(k-20)} - G_{\text{error}}^{(k)}) < \epsilon_1 \). If \( \Delta G_{\text{error}} \) falls below \( \epsilon_1 \), which is typically on the order of \( 10^{-6} \), the retrieval process is considered in stagnation and most likely completed. A similar threshold \( \epsilon_2 \) can be given for \( G_{\text{error}} < \epsilon_2 \) itself. Additionally a maximum loop number can be given, after which the retrieval process is stopped. This can be useful when debugging or when in doubt that the FROG trace has sufficient dynamic range.

The code also allows to reuse the \( \vec{\nabla} Z \) for a predetermined number of loops \( m \). When \( \vec{\nabla} Z \) is recalculated every time \( m = 1 \).

When the retrieval process is stopped due to one of the above mentioned criteria, the program saves the following data: the complex field (amplitude and phase), intensity profile, the FROG traces generated from this field (as a function of frequency and delay), the measured FROG trace, the autocorrelation signal, the spectrum, the time and frequency spacing, the parameter file and the error of the saved field (Fig. 3.14). With this step the retrieval process is completed.
Figure 3.14: The retrieval algorithm produces the following set of results: (a) the amplitude and the phase of the complex field as a function of time. (b) the intensity as a function of time. (c) the autocorrelation signal of the measured trace, obtained by integrating over frequency. (d) the spectrum of the measured trace, obtained by integrating over delay. (e) the measured FROG trace and (f) the FROG trace constructed from the complex field shown in (a).
Smoothing of FROG traces

For some experiments it was not possible to average over sufficient points when acquiring the data. Those traces were often taken at the beginning of the alignment or at the end of the day, as cross checks or to test new settings and showed often considerable noise. While the retrieval code is rather robust against the effects of noise, most of the software used to prepare the trace for retrieval was sensitive to noise. In order to ensure the right choice of frequency and time spacing, grid size and delay, the traces were smoothed using a simple averaging process: \( i.e. \) to each point the neighboring points were added and averaged, thus acting as a strong low pass filter, thus smoothing out the signal. Only traces with a low signal to noise ratio required this additional processing.

Zero Delay adjustment

Since a SHG-FROG trace is symmetric about \( \tau = 0 \), the preparation code finds the center of the pulse not from the user defined window (which may not be centered correctly), but by finding the maximum of the autocorrelation signal. This method gave a good estimate but was not always absolutely accurate, due to the noise from the laser system and the low resolution in the delay. While the retrieval process still works correctly, the \( G_{\text{error}} \) from a FROG trace which is not centered is not meaningful and is no longer an indicator of the quality of the solution. The retrieval code checks at user-defined times in the retrieval process if the delay \( \tau = 0 \) is correctly centered, and it readjusts if necessary. It does so by calculating the \( G_{\text{error}} \) for different delays around \( \tau = 0 \), and selects the delay with the lowest error. This ensures that the correct \( G_{\text{error}} \) is used throughout the retrieval, thus providing an accurate indicator of the quality of the solution.

Offset Adjustment

To find the correct solution, every phase retrieval algorithm needs a complete set of data in the sensitivity range of interest. While noise, insufficient dynamic range or a detection
threshold of the experiment limits the completeness, the computer generated data has none of these limitations. Comparing incomplete experimental data to computer generated data without taking the limitations of the experiment into account can result in an incorrect interpretation of the data, especially when looking at the low amplitude parts of the solution. As an example, Fig. 3.15 shows a gaussian bell curve the base of which is occluded by the detection threshold and two fitting functions. This data is then fit using two fitting functions. The first fit function only took those values of the bell curve into account which were above the detection threshold and was not allowed to take negative values. It can be seen that the fit to a gaussian is clearly not perfect, i.e. the peak is higher and the pulse width is shorter than the original signal. When the same data is fit using a function that is allowed to negative values (i.e. values below the detection threshold), the fit is perfect.

This section presents a way of measuring how much of the low intensity signal is missing and at the same time relaxes the optimization process from its requirement to optimize to incomplete data. This is performed by introducing an adjustable simulated offset to the computer generated data (Fig. 3.16). The method is shown to work for the example of phase retrieval from artificial SHG-FROG traces with different offset levels.

The cornerstone of the phase retrieval algorithm is the minimization of the difference between the measured data set and a generated set of potential solutions. If the measured data lacks low intensity features found in the desired correct solution, the optimization process will try to suppress the low intensity features in the solution. To avoid this problem an artificial offset is imposed on the computer generated data so that it does not show any signal in regions where the measured data set is zero. The minimization process is now free to accept solutions that show low intensity signal in those regions where no signal was detected. The solution will be unique so long as enough data remains so that the problem is overdetermined (with a problem-specific complex conjugate ambiguity). As before a steepest-descent method is used to retrieve the complex field from SHG-FROG traces [130; 159].
The offset compensation (OC) takes place in the optimization step (Fig. 3.16) which leads to $g^{(k+1)}(t)$. In order to find the optimal $x_{\min}$ temporary fields $E_{\text{temp}}(t)$ are constructed using different scaling factors $x$. From these $E_{\text{temp}}(t, x)$ a trace $g_{\text{temp}}(\tau, t, x)$ is constructed to be compared with $g'(\tau, t)$. Now a second, embedded optimization process determines the offset of $g'(\tau, t)$ before comparing it with $g_{\text{temp}}(\tau, t)$. In order to do so, $g_{\text{temp}}(\tau, t)$ is Fourier transformed into the frequency domain $G(\omega, \tau)$ and its footprint is compared to the footprint trace of the original measured trace. The footprint trace shows a 1 for every point with signal and a 0 for every point without signal on the original trace. The footprint of $G_{\text{temp}}(\omega, \tau)$ is recalculated for different offsets and compared to the footprint of the original trace. The offset $O$ for which both footprints overlap best is used to generate a new trace $\hat{G}_{\text{temp}}(\tau, t)$. 

Figure 3.15: The solid black graph shows the original data, the red dashed line the fit which is not allowed to take negative values, and the white dotted line is the fit which uses the same data as before but has no restrictions on the value taken.
Figure 3.16: shows the standard FROG retrieval code including the OC loop. In order to save computational resources the OC loop is only used when required or wanted in the retrieval process.
\[ \hat{G}_{\text{temp}}(\tau, f) = \begin{cases} G_{\text{temp}}(\tau, f) - O & \text{if } G_{\text{temp}}(\omega, \tau) \geq O; \\ 0 & \text{if } G_{\text{temp}}(\tau, f) < O. \end{cases} \] (3.22)

Here \( \hat{g}_{\text{temp}}(\tau, t) \) is the back Fourier transformed function and used in the optimization process for \( x_{\text{min}} \).

The method is computationally expensive, since every optimization step requires at least two additional Fourier transformations and an additional optimization process. This disadvantage is partly compensated for by a faster convergence of the solution for the investigated test cases and the advantage of the offset as an additional quality parameter. To further reduce the computational cost, the offset optimization step is only included after the progress of the standard phase-retrieval process has slowed down. This is the case when the algorithm has found a field that agrees in the high amplitude parts with the solution. The OC method only effects the low amplitude regions of the solution, which are found at a later stage of the optimization process.

Table 3.1: \( G_{\text{error}} \) depending on offsets with and without the OC.

<table>
<thead>
<tr>
<th>Threshold O in Percent</th>
<th>( G_{\text{error}} ) without OC</th>
<th>( G_{\text{error}} ) with OC</th>
<th>O Measured by OC in Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0013</td>
<td>0.0013</td>
<td>0</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0070</td>
<td>0.0049</td>
<td>0.5</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0145</td>
<td>0.0095</td>
<td>1.0</td>
</tr>
<tr>
<td>2.0</td>
<td>0.0290</td>
<td>0.0190</td>
<td>2.0</td>
</tr>
<tr>
<td>3.0</td>
<td>0.0432</td>
<td>0.0338</td>
<td>3.0</td>
</tr>
<tr>
<td>4.0</td>
<td>0.0557</td>
<td>0.0454</td>
<td>4.0</td>
</tr>
<tr>
<td>5.0</td>
<td>0.0648</td>
<td>0.0567</td>
<td>5.5</td>
</tr>
</tbody>
</table>

In order to test this method a pulse train with five pulses of different maximum amplitude and flat phase was constructed. Different detector thresholds were simulated by subtracting different percentages of the maximum intensity from the traces in the frequency domain, simulating a detector with a detection threshold or a limited dynamic range. Those traces were used in the phase retrieval processes with and without the use of the OC-method.
Figure 3.17: Amplitude and phase of the original complex field (solid lines), solution found by the phase retrieval using the OC method (dotted lines), and solution found by the phase retrieval without using the OC method (blue dashed line), for data offset of (a) 0.5%, (b) 2.0%, and (c) 3.0%.
introduced here. The original complex field and the retrieved solutions are shown in Fig. 3.17. The peak pulse amplitude was normalized to 1 so the ratios between the pulse amplitudes give good indication of the quality of the solutions. It can be seen that at an offset of 0.5 % (Fig. 3.17.a) of the maximum value of the measured trace does not significantly affect the overall solution in either case. The only notable difference is that the solution found without the OC method shows some low level amplitude and phase noise in the regions between the pulses. The reader may wish to note that even though both solutions show a flat phase for all pulses, the flat regions are shorter in the unadjusted solution, which causes low level amplitude noise. For offset of $O = 2.0\%$ (Fig. 3.17.b) both solutions show deviations from the original complex field for the lowest amplitude pulses. While the OC method solution still shows no sign of amplitude noise between the pulses, the solution found without OC does show significant amount of noise, making it difficult to distinguish between pulses and noise. At $3.0\%$ (Fig. 3.17.c) both solutions show significant changes in the amplitude ratios between the pulses and noise in the regions between the pulses. The offset adjusted solutions show less noise and little change from the correct solution for the three high amplitude pulses. While the noise level of the solution obtained with the OC method is now high enough to possibly obscure the first pulse on the right, it is considerable lower than the noise level in the solution found without OC. Note that the solution without OC found a spurious pulse on the right for which there is no equivalent in the original pulse train. The correct amplitude of the smallest pulse was found by neither method at this offset level.

The $G_{\text{error}}$ calculated when using the OC method is significantly lower than that obtained without (Table 3.1). All traces used here were 128 by 256 points. The offset measurements made by the OC method are in good agreement with the real offsets, $O$. (Table 3.1).

It has been shown that the introduction of an artificial offset to the steepest descent phase retrieval method [130] makes the solution less sensitive the data that are incomplete due to a detection threshold. The solution yields less noise and stays closer to the original field for higher detection thresholds while the $G_{\text{error}}$ is significantly reduced. The amount
of missing data can be measured by the OC method in order to give a better estimate of the accuracy of the retrieved solution than does the $G_{\text{error}}$ alone. Measurements with high dynamic range, such as high dynamic FROG [171; 172] clearly benefit from this addition to the algorithm.

3.4 FROG Simulation

The results from a series of pulse propagation simulations were used to interpret the results found in the experiments. In order to usefully compare the computer simulations with the experimental data, it is necessary to simulate the entire experimental measurement process rather than simply examine the raw results from the pulse propagation simulation.

3.4.1 spatio-temporal Dependence

For the FROG experiment, one has to make the important assumption when recovering the complex field from the FROG trace, that the pulse does not exhibit a spatio-temporal dependence, i.e. the pulse shape has no spatial dependence and that the full field $E(x, y, z, t)$ can be expressed in the form $E(x, y, z, t) = f(x, y)g(z, t)$, with $f(x, y)$ and $g(z, t)$ describing the beam shape and pulse shape, respectively. This assumption is necessary since in the experiment, pulses from different points of the beam interact with each other, creating a signal beam Fig. 3.18. For the case of spatio-temporal dependences in the correlated beams, the signal will have a spatial component as well. In the experiment, the detector averages over the whole signal beam when measuring the spectrum. This leads to a FROG trace in which the pulse shapes at different positions in the beam have been mixed with each other. If there is a spatial dependence of the temporal pulse shape, the FROG trace looses its uniqueness, since the solution for an asymmetric beam must now be three dimensional $(x, y, t)$ instead of one dimensional $(t)$. The FROG trace is a two dimensional object $(\omega, \tau)$ that is averaged over $x$ and $y$. This means that for the case of a field with a spatio-temporal dependence the problem is under-sampled, i.e. no unique field can be found from the information provided. It
is furthermore impossible to retrieve the full field with spatio-temporal dependence without further knowledge about the spatial distribution of the pulses.

Figure 3.18: This schematic shows the two beams (in red) enter the BBO crystal at angle $\alpha$ creating a doubled autocorrelation signal (in blue), which leaves the crystal at normal incidence. It can be seen that, under certain circumstances, the potential interaction zone between the original beams is longer than the BBO crystal thickness. The FROG simulation code limits the interaction to the inside of the BBO crystal.

For measurements without a sample, or pulse energies of 10% or less of the destruction threshold, computer simulations indicate that it is reasonable to assume that the pulse shape does not vary significantly over the beam profile.

In order to compare the experimental data for energies close to destruction where computer simulations predict a strong spatio-temporal dependence, a program was written to
simulate the second harmonic generation for two interacting beams with spatio-temporal
dependences at different delay times $\tau$, interaction angle $\alpha$ (as shown in Fig. 3.18). The
SHG signal is Fourier transformed into frequency space. For each delay time $\tau$ the spectrum
is averaged over the beam, generating a FROG-like trace which resembles an experimental
FROG trace from a beam with spatio-temporal dependences.

The interaction angle $\alpha$ for the experiments was in the range $\alpha = 2.5^\circ - 5.0^\circ$. The
incoming pulse was tilted by an angle $\alpha$ and transferred onto a separate grid, with accord-
ingly adjusted spacing. Note that the relation between the sampling frequency in $x$ and the
sampling frequency in $z$ are now related by $\tan \alpha = \delta x / \delta z$, where $\delta x$ and $\delta z$ are the space
increments in the respected direction, due to the fact that every time step includes one
step in the $x$ and the $z$ direction. The second harmonic signal was found from multiplying
the regions in which the two beams overlap and adding the result to a third grid, which
stores the second harmonic signal. Since the interaction zone in the laboratory is limited to
the nonlinear crystal, the program calculates the time steps for which the pulses are in the
interaction zone and takes only second harmonic signals from inside the crystal into account.

In the next stage, the pulse at every point in the second harmonic beam is Fourier
transformed into frequency space. The Fourier transformed signals are then averaged over
the beam into a single spectrum. In a manner similar to the experiment, where the beam
is first spectrally resolved by a grating and then focused on a CMOS array to average over
the beam. To speed up this process the beam is split into multiple sections along the $y$
axis, which are calculated separately. This is possible since only electric fields with the same
$y$-value interact, therefore allowing the calculations to be run independently on different
CPU’s. The results are then combined to reconstruct the final pulse.
Figure 3.19: Step by step second harmonic generation for the special case of interaction angle \( \alpha = 45^\circ \) and delay \( \tau = 0 \). The two dark rectangular grids represent the two pulses interacting in the crystal with each other. The lighter gray cells represent the second harmonic generation signal, produced by the interaction between the two initial pulses. The darker cells represent points for which different SHG signals have been added together.
3.4.2 Simulation of the Experiment

As shown in Fig. 3.6, the experiment uses a lens to focus the beam on the sample surface. It was not possible to measure the beam profile and spatial phase of the beam at the sample surface. Therefore a beam profile taken before the telescope was Fourier transformed to simulate the beam propagation to the sample surface and used to construct the input field used by the pulse propagation code.

After the sample, the field has spatial temporal dependences, which means that the beam profile varies with time. For this reason each time slice as given by the pulse propagation simulation, was inverse-Fourier transformed individually to the lens. This process clearly cannot include any nonlinearities in air and so was cross checked against a full pulse propagation calculation which included the nonlinearities in air. As shown in Fig. 3.20, the methods agree with each other. The pulse propagation algorithm produces beam profiles with a lower resolution due to computer memory requirements of the technique, while the Fourier transform technique can work with each time slice at the time, which greatly reduces the memory requirements and thus allowing the use of higher spatial resolution.

The user can choose to aperture the beam with a pinhole of a given size after the inverse-Fourier transform. This corresponds to the pinhole which was positioned at the beam profiler position in Fig. 3.6. The apertured beam is then Fourier transformed again to simulate the focusing into the nonlinear crystal. The generation of the FROG trace from this field is simulated using the code described in the previous section.
Figure 3.20: (a) and (c) show the beam profile and amplitude of a field respectively obtained using the pulse propagation code. The beam profile in (b) and the amplitude map in (d) show the same initial field as before and were obtained using the Fourier transformation method.
Chapter 4

Experimental Results and Comparison with Computer Simulation

4.1 Experimental Results

FROG data from different experiments exhibit varying degrees of spatio-temporal dependence. While many traces are therefore not retrievable they do show interesting features and enable one to draw useful conclusions about the field. The FROG results presented in this chapter are divided into (i) FROG data with strong spatio-temporal dependences which are not retrievable, and (ii) FROG data that was retrievable. Data on beam profiles is also presented, analyzed and discussed.

4.1.1 "Unapertured" FROG traces

In all of the work described below, reference FROG traces were taken by performing measurements either without a sample or at very low energy.

It is important to note that the inherent instability of the laser system is amplified by both the nonlinear effects in the sample and the measurement process. For energies close to the destruction threshold, these effects become more prominent. It is therefore expected that when the retrieval results from low pulse energy experiments are compared with retrieval results from of high pulse energy experiments, the $G_{\text{error}}$ increases with energy. Additionally, with increasing energy, the measured FROG traces develop features that are absent in the FROG traces constructed from the retrieved solution. In particular, there is a prominent characteristic splitting of the center maximum, which is accompanied by a lengthening of the pulse. It is noteworthy that the retrieved solution does not show the splitting of the center maximum. The pulse evolution described above is exhibited by the FROG traces shown in...
Fig. 4.1. Note that the autocorrelation signals give no indication of this evolution. If the experiment had been performed using an autocorrelation measurement instead of FROG to analyze the output field, the signal would certainly have been interpreted as a simple lengthening of the pulse.

For the FROG data shown in Fig. 4.1, the solutions for the complex fields found by the retrieval code are shown in Fig. 4.2. For comparison, the fields have been normalized to the small pre-pulse on the left. It can be shown that this is the front of the pulse. Computer simulations indicate that a small trailing pulse would be absorbed for higher pulse energies, which is not observed here, hence the smaller pulse must be preceding the main pulse [151]. It should be noted that even when comparing the solutions found by the retrieval algorithm, one might presume that the pulse has been stretched. The fields found for energies well below the destruction threshold (60µJ for data in Fig. 4.1) show good agreement with each other. With increasing energy the phase stays flat while the amplitude in the center decreases and the pulse lengthens in time. Only when comparing the measured FROG traces with the retrieved FROG traces does it becomes apparent that the field cannot be retrieved for energies of 35 µJ and higher.

Misalignment of the experiment can be ruled out as the cause for this behavior, since the lower pulse energies yield a valid solution, which would not be the case otherwise. It is very unlikely for instabilities in the laser resulting in a slow drift of the beam or the pulse shape over the time of the experiments to be responsible, since the different traces were taken in a non-sequential order. As a result the traces taken in sequence should show more similarity than the traces with similar energies, which is clearly not the case.

Spatio-temporal dependences in the field are therefore the most likely cause of the unretrievable features in the FROG traces. While no pinhole was used to aperture the beam for this set of experiments, the optics in the experiment restrict the beam to a maximum of 1” diameter. The beam was 6 mm in diameter before the first lens. After the telescope, the diffraction caused by the interaction with the sample can dramatically increase the spatial...
extent of the beam. This leads to a loss of information when the pulse propagates through the remaining optical components, furthermore computer simulations indicate aperturing at this level can lead to a major reshaping of the pulse.

Table 4.1: $G_{\text{error}}$ and offset compensation (OC) for the retrieved complex fields in Fig 4.2.

<table>
<thead>
<tr>
<th>Pulse Energy</th>
<th>Trace Dimensions</th>
<th>$G_{\text{error}}$</th>
<th>OC</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 $\mu$J</td>
<td>$256 \times 128$</td>
<td>0.00692</td>
<td>0.013</td>
</tr>
<tr>
<td>22 $\mu$J</td>
<td>$256 \times 128$</td>
<td>0.00645</td>
<td>0.0165</td>
</tr>
<tr>
<td>35 $\mu$J</td>
<td>$256 \times 128$</td>
<td>0.00906</td>
<td>0.012</td>
</tr>
<tr>
<td>40 $\mu$J</td>
<td>$256 \times 128$</td>
<td>0.00968</td>
<td>0.018</td>
</tr>
<tr>
<td>60 $\mu$J</td>
<td>$256 \times 128$</td>
<td>0.01657</td>
<td>0.026</td>
</tr>
</tbody>
</table>

The FROG traces shown in Fig. 4.3 were measured using different amplifier and compressor settings, thus explaining the different shape of the FROG trace, which were taken as an alignment check for the experiment at the time. While the FROG trace for the low pulse energy is retrievable, the trace for 30 $\mu$J input pulse energy indicates significant spatio-temporal dependences in the field and is thus unretrievable. The center maximum has split into two maxima, and the center region becomes wider. It will be shown later that this feature is recreated in FROG traces generated from computer simulations.

Fig. 4.4 illustrates the change in the FROG traces for pulse energies close to the destruction threshold. The measured FROG traces in Fig. 4.4 show a dramatic change in form as the damage threshold is approached, as do the retrieved solutions, even though the experimental and retrieved traces clearly differ in shape. The destruction threshold for this series was observed at 45 $\mu$J since the sample was burned while acquiring the FROG trace at this pulse energy. It will be shown later that this kind of change is expected close to the destruction threshold as the pulse develops strong spatio-temporal dependences due to the laser pulses interaction with the material and the resulting electron plasma.
Figure 4.1: Measured FROG traces and their corresponding autocorrelation signal (full line) and the FROG traces found by the retrieval code. Fig. (a) and (b) are the measured and retrieved FROG trace respectively for a pulse energy of 10 μJ. Fig. (c) and (d) are the measured and retrieved FROG trace respectively for a pulse energy of 35 μJ. Fig. (a) and (b) are the measured and retrieved FROG trace respectively for a pulse energy of 40 μJ. Fig. (g) and (h) are the measured and retrieved FROG trace respectively for a pulse energy of 60 μJ. Destruction of the sample was observed at 60 μJ.
Figure 4.2: The amplitude and phase of the retrieved complex fields for different input pulse energies. The solutions for 10 µJ and 22 µJ show great similarity in both phase and amplitude, while the solutions for higher energies change greatly in terms of pulse shape. The complex fields were retrieved from the FROG traces in Fig. 4.1.
Figure 4.3: The measured FROG traces that occurs of pulses with (a) 10 \( \mu \text{J} \) and (c) 30 \( \mu \text{J} \) input energy. (b) and (e) are the retrieved solutions for the measured traces (a) and (c) respectively. Destruction of the sample was observed at 55 \( \mu \text{J} \).
Figure 4.4: (a) and (b) are the measured and retrieved FROG traces for a pulse energy of 10 $\mu$J respectively. (c) and (d) are the measured and retrieved FROG traces for a pulse energy of 40 $\mu$J respectively. (e) and (f) are the measured and retrieved FROG traces for a pulse energy of 45 $\mu$J respectively. The destruction threshold of the sample was observed at 45 $\mu$J.
4.1.2 Apertured FROG traces

When the beam is apertured with an adjustable pinhole placed just behind the recollimating lens, the traces acquired at low pulse energies remain unchanged, while the acquired FROG traces at high pulse energies become retrievable. Fig. 4.5 shows the FROG traces from an apertured beam at different energies with the matching autocorrelation signals and the FROG traces found from the retrieved solution. The destruction threshold for this sequence was 55 $\mu$J. Again, at energies close to the destruction significant differences between the measured and retrieved FROG traces become apparent. These differences are considerably less than those observed when using the full beam, but are nonetheless still present. This indicates that even though the spatio-temporal dependences have been reduced, some are still present. The retrieved fields for this experiment are shown in Fig. 4.6, while the errors associated with the retrieval process are listed in Table 4.2. With the apertured beam profile the retrieved fields at higher energies decrease in contrast ratio between the pulse peak and the pre-pulse amplitude while the phase does not show any sign of self phase modulation. Retrievals from artificial FROG traces show that the phase information is lost when strong spatio-temporal dependences are present. Simulations also indicate that using a pinhole to reduce the spatio-temporal dependences greatly reduces the phase modulation in the center of the pulse.

A possible explanation for the increase in the peak-power for low energies is self-focusing. The computer simulations show that the beam is self-focusing at the pulse center ($t = 0$) for pulse energies in excess of 10 $\mu$J. Therefore, more energy passes through the pinhole in the beam path for the self-focused parts of the pulse, which is reflected in the retrieved solutions by an increase of the pre-pulse to peak ratio. The decrease in the peak-power for higher energies can be explained with the development of spatio-temporal dependences and absorption in the electron plasma. The spatio-temporal dependences lead to an increase in beam width at the pulse center ($t = 0$) and an increased energy loss at the pinhole.
Figure 4.5: Measured FROG traces with the corresponding autocorrelation signals (full line) and the FROG traces found from the solution for an apertured beam. (a) and (b) are the measured and retrieved FROG traces for a pulse energy of 1 µJ respectively. (c) and (d) are the measured and retrieved FROG traces for a pulse energy of 10 µJ respectively. (e) and (f) are the measured and retrieved FROG traces for a pulse energy of 35 µJ respectively. (g) and (h) are the measured and retrieved FROG traces for a pulse energy of 46 µJ respectively. The destruction threshold for this sequence was 55 µJ. The complex field solutions for this set are shown in Fig. 4.6.
Figure 4.6: The complex field (amplitude and phase) retrieved from FROG traces (shown in Fig. 4.5) measured at different pulse energies. The front of the pulse is on the left (earlier in time). The errors for the retrieval processes are given in Table 4.2.
The amplitudes of the fields were normalized to the small pre-pulse on the left, since the nonlinearities have little or no effect on the behavior of the pulse, but this feature is in all cases well above the noise. The experimental results shown in Fig. 4.5 and Fig. 4.6 were conducted using a laser system at the Laboratoire Hubert Curien of the Université Jean Monnet in Saint Étienne.

The pulses shown in Fig. 4.7 are the retrieved from FROG traces of apertured fields measured at UGA. The destruction threshold of the sample was reached at 50 $\mu$J. The solutions show similar behavior to that shown in Fig. 4.6. It is notable that the phase stays flat for all energies and the maximum peak amplitude / pre-pulse amplitude ratio is reached at an intermediate energy that is well below the destruction threshold.

Table 4.2: $G_{\text{error}}$ and offset compensation (OC) for the retrieval process of the complex fields in Fig 4.6.

<table>
<thead>
<tr>
<th>Pulse Energy</th>
<th>Trace Dimensions</th>
<th>$G_{\text{error}}$</th>
<th>OC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 $\mu$J</td>
<td>256 $\times$ 128</td>
<td>0.00319</td>
<td>0.0115</td>
</tr>
<tr>
<td>10 $\mu$J</td>
<td>256 $\times$ 128</td>
<td>0.00417</td>
<td>0.0135</td>
</tr>
<tr>
<td>17 $\mu$J</td>
<td>256 $\times$ 128</td>
<td>0.0036</td>
<td>0.0105</td>
</tr>
<tr>
<td>25 $\mu$J</td>
<td>256 $\times$ 128</td>
<td>0.0041</td>
<td>0.008</td>
</tr>
<tr>
<td>35 $\mu$J</td>
<td>256 $\times$ 128</td>
<td>0.0063</td>
<td>0.01</td>
</tr>
<tr>
<td>46 $\mu$J</td>
<td>256 $\times$ 128</td>
<td>0.0051</td>
<td>0.011</td>
</tr>
<tr>
<td>50 $\mu$J</td>
<td>256 $\times$ 128</td>
<td>0.00536</td>
<td>0.0095</td>
</tr>
<tr>
<td>55 $\mu$J</td>
<td>256 $\times$ 128</td>
<td>0.0062</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 4.3: $G_{\text{error}}$ and offset compensation (OC) for the retrieved complex fields in Fig 4.7.

<table>
<thead>
<tr>
<th>Pulse Energy</th>
<th>Trace Dimensions</th>
<th>$G_{\text{error}}$</th>
<th>OC</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Sample</td>
<td>128 $\times$ 64</td>
<td>0.0096</td>
<td>0.0115</td>
</tr>
<tr>
<td>10 $\mu$J</td>
<td>128 $\times$ 64</td>
<td>0.0059</td>
<td>0.0085</td>
</tr>
<tr>
<td>20 $\mu$J</td>
<td>128 $\times$ 64</td>
<td>0.0063</td>
<td>0.0135</td>
</tr>
<tr>
<td>40 $\mu$J</td>
<td>128 $\times$ 64</td>
<td>0.0066</td>
<td>0.0105</td>
</tr>
<tr>
<td>50 $\mu$J</td>
<td>128 $\times$ 64</td>
<td>0.0117</td>
<td>0.013</td>
</tr>
</tbody>
</table>
Figure 4.7: The complex field (amplitude and phase) retrieved from FROG traces at different pulse energies. The front of the pulse is on the left (earlier in time). The errors for the retrieval process are given in Table 4.3. Destruction of the sample occurred at a pulse energy of 50 µJ. The field from the FROG trace measured at 50 µJ is shown with the dashed line to distinguish it.
4.1.3 Beam profiles before and after the sample

In order to better understand the results from the FROG measurements, beam profile measurements were acquired before the first lens and at different pulse energies after the recollimating lens. The pulse profile before the lens, as shown in Fig. 4.8(a), exhibits diffraction rings due to aperturing by the polarizing cube used in the attenuator for the power regulation. The pulse profiles behind the lens without a sample and at low energies are very similar to the input beam profile at measured before the sample. For increasing pulse energies the center of the beam loses energy while a clear visible outer ring with hot spots becomes the dominant feature. The ring does not change greatly for different input pulse energies. Note that the integration time was adjusted to provide maximum dynamic range, furthermore the profiler was exposed to multiple pulses depending on the integration time.
Figure 4.8: Beam profiles: (a) before the lens, (b) behind the telescope without a sample, (c) behind the telescope with a sample pulse energy 10 µJ, (d) behind the telescope with a sample pulse energy 30 µJ, (e) behind the telescope with sample pulse energy 50 µJ, (f) behind the telescope with a sample pulse energy 80 µJ. The destruction threshold of the sample was observed to be 60 µJ. The beam profiles were taken on the same day as the FROG traces in Fig. 4.1.
4.2 Comparison of the Experimental Results to Computer Simulations

In order to interpret the experimental results a sequence of computer simulations was used to reproduce each process in the experiment (Fig. 4.9).

Experimental measurements of the beam profile (Fig. 4.8(a)) and pulse shape (Fig. 4.2, 10 µJ) before the telescope are used as input to the computer simulation. Since the beam profile was clipped due to the finite size of the pulse profiler, it was smoothed at the edges in order to suppress high spatial frequency artifacts caused by the hard edges. The first step was to calculate the beam shape on the sample surface using as input the beam profile before the lens. Here a Fast Fourier Transform (FFT) algorithm [153] was employed to simulate a collinear beam focused by a lens with focal length $f = 25$ cm [140; 143]. The amplitude and phase at the front face of the sample was used to construct the input field required for the pulse propagation code. Both the resolution and width of the field were reduced in order to make the pulse propagation simulation possible and consequently of this high spatial frequency components in the beam profile were filtered out (see 4.10). Simulations using
the original grid size would have exceeded available computational resources. In order to ensure that this process reproduces a realistic beam profile on the sample surface, the field was inverse-Fourier transformed to ensure that the original beam profile was reproduced. The results of this process are shown here for both a flat-top beam profile and a smoothed experimental profile (Fig. 4.10).

Fig.4.10(a) shows the flat-top beam profile which was used as an approximation of the experimental profile and as a reference. Fig.4.10(b) shows the beam profile of the Fourier and then inverse-Fourier transformed flat-top profile. 4.10(c) is a line-out at \( y = 0 \) from Figure (a) and (b) Fig. 4.10(b) shows the experimental smoothed measured beam profiles and Fig. 4.10(d) the output beam profiles. Here the Fourier transform and the field creation process did not introduce additional noise but acted essentially as a filter, suppressing the high frequency components in the original beam profile. This can be easily seen when comparing the intensity in both profiles at \( y = 0 \), shown in the lower right graph in Fig. 4.10 (f). The output beam profile is 5% wider but otherwise very similar to the original profile.

The beam waist at the sample surface is 32 \( \mu m \) (FWHM). The field is propagated at different pulse energies through 200 \( \mu m \) of fused silica using the “pulsesuite” code (see Fig. 4.9). After which the field is inverse-Fourier transformed, to model propagation to and through the recollimating lens. At this point the field is integrated over time and beam profiles are constructed; these are compared to the measured beam profiles shown in Fig. 4.8.

The “pulsesuite” code allows one to monitor the maximum plasma density inside the sample throughout the propagation process. For plasma densities higher than \( 1 \times 10^{27} \text{ m}^{-3} \) the plasma frequency is greater than the driving frequency and the plasma becomes highly absorbing and permanent damage in the sample is predicted. In practice, the simulation slows down considerably at this point and has tendency to stop. The lowest pulse energy for which the critical plasma density is reached is determined to be the damage threshold.
Figure 4.10: (a) shows a flat-top beam profile, (b) shows the beam profile from an integrated field constructed from (a), and (c) is the intensity line-out at $y = 0$ in (a) (black line) and (b) (red line). (d) shows the smoothed measured beam profile, (e) is the beam profile from an integrated field constructed from (d), and (f) is the intensity line-out at $y = 0$ in (d) (black line) and (e) (red line).
Since a wide variety electron collision times for fused silica have been reported in the literature, multiple computer simulations were performed using different collision times. The results presented here used a collision time of 10 fs and showed single shot destruction of the sample at an input pulse energy of between 80 $\mu$J and 85 $\mu$J. Sudrie et al. report a decrease of 10 \% of the destruction threshold for multi shot damage, which would indicate a multi shot destruction threshold of $\sim$ 75 $\mu$J. When lowering the collision time to 4 fs, the single shot destruction threshold decreases to 60 $\mu$J, which is the experimentally found value. This study is to the author’s knowledge the first successful prediction of the optical destruction threshold in fused silica using computer simulations to predict the critical plasma density.

Simulations were performed to investigate the influence of the Drude dispersion term in the NLSE (Eq. 2.31) on the pulse propagation and the damage threshold. It was found that the damage threshold was underestimated by a factor of 2 when the term was not included in the simulation. All results of computer simulations presented in this dissertation used the Drude dispersion term from reference [116] and predicted a single damage threshold that is higher by a factor of $\sim$ 1.5 greater than the observed multi-shot damage threshold. It is important to note that the results from computer simulations in the literature often underestimate the damage threshold by a factor 2 [128].

The simulated beam profiles calculated for a collision time of 10 fs are shown together with the experimentally found beam profiles in Fig. 4.11. The simulated beam profiles are shown for energies of 1 $\mu$J, 10 $\mu$J, 35 $\mu$J, 50 $\mu$J, 60 $\mu$J and 70 $\mu$J while the experimentally measured beam profiles are shown before the lens, and behind the telescope for pulse energies of 1 $\mu$J, at 10 $\mu$J, 30 $\mu$J, 50 $\mu$J, and 80 $\mu$J. The simulated beam profiles show that for pulse energies lower than 50 $\mu$J that the center region gains prominence over the features outside. The diffraction ring seen in the experimental beam profiles seems to fade in comparison with the center. For pulse energies greater than 50 $\mu$J this tendency is somewhat reversed, as a clear ring develops while the center region fades. An interesting detail is the development of hot spots in the ring, which was seen in the experimental beam profiles for pulse energies of
Figure 4.11: Beam profiles: (a) shows the measured beam profile before the first lens. (b) the simulated beam profile before the first lens. (c) shows the measured beam profile without sample, (d) the simulated beam profile with pulse energy of 1 µJ. Form here on out all profiles are shown behind the telescope and with sample with pulse energies: (e) the measured beam profile for 10 µJ, (f) the simulated beam profile for 10 µJ. (g) the measured beam profile for 30 µJ, (h) the simulated beam profile for 35 µJ. (i) the measured beam profile for 50 µJ, (j) the simulated beam profile for 50 µJ. (k) the measured beam profile for 80 µJ, (l) the simulated beam profile for 80 µJ.
30 µJ and higher. The similarities are nonetheless striking and the presented beam profiles are to the knowledge of the author the first computer simulations of beam profiles after an ultrashort pulse-material interaction near the damage threshold.

The amplitude and phase after the sample in the \( y = 0 \) plane of the pulse are shown in the first column of the Fig. 4.13 and Fig. 4.12 for different input pulse energies. With increasing input pulse energy the beam develops spatio-temporal inhomogeneities, which can be seen clearly in both amplitude and phase diagrams: The amplitude does not vary as a function of \( x \) for energies under 22 µJ, but it will be shown later that spatio-temporal dependences are often harder to identify in the amplitude than in the phase. The phase does not vary as a function of \( x \) for 1 µJ, while for higher energies a region at the center of the pulse develops in which the phase depends strongly on the position in the beam.

The amplitude and phase for the 10 µJ case show the onset of self-focusing and the development of a spatio-temporal dependence. This explains the increase of the peak amplitude in the retrieved fields from the measured FROG traces. The amplitude and phase show clear signs of filamentation at 35 µJ, and this becomes even more well defined at higher energies. Filamentation induces strong spatio-temporal dependences, which lead to a reduction of the center amplitude in the retrieved fields from the measured FROG traces.

The next step in the simulation process is to simulate the aperture shown in Fig. 4.9, by setting all values in the inverse Fourier transformed field after the sample outside of a defined radius to zero. The apertured field is then Fourier transformed again to represent the beam that is analyzed by the FROG experiment. Fig. 4.13 and Fig. 4.12 show the complex amplitude and phase respectively for different pinhole radii used. A 1” pinhole size was selected to investigate the influence of the 1” lens used in the experiment on the beam. The smaller pinholes were used to investigate the effects on the spatial temporal pulse shape of the field. The left column shows the phase and amplitude at \( y = 0 \) immediately after the sample.
Figure 4.12: The amplitude of the complex field at $y = 0$ for different pulse energies (increasing from top to bottom), and different aperture sizes (decreasing from left to right).
Figure 4.13: The phase of the complex field at $y = 0$ for different pulse energies (increasing from top to bottom), and different aperture sizes (decreasing from left to right).
Fig. 4.12 shows the amplitude and Fig. 4.13 the phase for the $y = 0$ plane after the field has been apertured and Fourier transformed for a range of aperture diameters. The pinhole size is reduced from left to right: The second column shows the field when apertured by a 1” optic, the third, forth, and fifth column show the results for pinholes of 2 cm, 1.2 cm and 0.4 mm diameter, respectively. It is important to notice that there is a change in pulse shape and the strong spatio-temporal dependences even for the case of the 1” optic. The pulse shape is changed dramatically and the spatio-temporal dependences prevent a retrieval of the FROG trace or even a meaningful autocorrelation measurement. Using a smaller pinhole size changes the pulse shape while reducing the spatio-temporal dependence. This can be clearly seen in the line-out at $x = 0$ shown in Fig. 4.14. Here Fig. 4.14 (a) shows the amplitude and phase for the field immediately after the sample. Fig. 4.14 (b) shows the amplitude and phase for the 1.2 cm diameter aperture and Fig. 4.14 (c) shows the amplitude and phase for 0.4 mm diameter.

The apertured amplitudes show multiple peaks, which increase in distance from each other with decreasing aperture size. The reason for this pulse splitting is the introduced strong spatio-temporal dependence at $t = 0$, at the peak of the initial pulse. When the field is Fourier transformed the beam width is increased at the point with respect to the rest of the pulse. When the pulse is now apertured the high spatial frequencies are filtered out and energy is lost. More energy has been lost at $t = 0$ than at other times in the pulse, giving the impression that the pulse splits into two pulses. The reality is that the front and the tail of the pulse stay intact, while the center of the pulse has lost most its energy, leading to a change in pulse shape. This process has been called pulse splitting in the literature [133], but must be distinguished from the pulse splitting that results from group velocity dispersion and self-focusing as observed in [87]. The pulse splitting described here is due to apertured propagation after the sample. The pulse splitting due to the group velocity dispersion and self focusing will stop when the field leaves the sample.
Figure 4.14: Line-outs at $x = 0$. Amplitude and phase are shown in (a) for the field immediately after the sample, in (b) with an aperture of 1.2 cm diameter, and in (c) with an aperture of 0.4 cm diameter.
It can be seen in Fig. 4.14 that the phase for the field after the sample is a strong function of time and pulse energy. For smaller aperture diameters the change is decreased until it is practically removed at an aperture size of 0.4 cm. The amplitude in Fig. 4.14(a) shows similar behavior in amplitude than the retrieved fields from the measured FROG traces, as it increases first in peak amplitude in comparison to the pre-pulse with energy, and than decreases for energies higher than 35 \( \mu J \). However, this data also develops some sharp features in the center of the pulse which the retrieved experimental fields do not reproduce. This could be due to the lower resolution of the retrieved solution or because the field contains spatio-temporal dependences and has been apertured.

In a final step, FROG traces are constructed from the Fourier transformed apertured fields. The FROG traces constructed of the fields in Fig. 4.13 and Fig. 4.12 are shown in Fig. 4.15. Here the first row is for an unapertured field at different energies for comparison to the apertured field FROG traces. The second, third, fourth, and fifth row show the FROG traces for fields which were apertured with a 1”, 1.2 cm, 4 mm and 2 mm diameter pinhole. The pulse energy increases from left to right from 1 \( \mu J \), to 10 \( \mu J \), 22 \( \mu J \), 35 \( \mu J \), 50 \( \mu J \), and 60 \( \mu J \). For energies lower than 35 \( \mu J \) and a pinhole size of 1.2 cm the traces show some features seen in the unapertured experiments. The pulse maximum splits into multiple maxima and develops a long central region in delay. This similarity between the experiments with the unapertured beam and a 1.2 cm apertured beam in the computer simulation can be understood in light of the experimental setup. The mirrors are mounted in a 45° angle to the beam, reducing the beam diameter along the \( x \) axis to around 1.8 cm. The geometry of the experimental setup reduces the beam diameter by additional 25 %, to around 1.4 cm \( \pm 0.2 \) cm. This can cause additional pulse shaping and stronger spatio-temporal dependences due to unsymmetrical clipping of the field and partially explains the discrepancy between the measured and simulated FROG traces.

An additional concern are the differences between the measured and simulated beam profiles, which indicate discrepancies between the computer simulation and the experiment.
Figure 4.15: The constructed FROG traces from the simulated fields for different energies (increasing from left to right) and pinhole sizes (decreasing from top to bottom).
Small changes in the apertured region of the beam could have great impact in the FROG traces.

Other concerns might be that the simulation of the pulse propagation has a low resolution, which can lead to misrepresentation of the field after the sample. The Fourier transformations used to simulate the decollimation and the focusing have a good resolution but are limited in the dimensions of the computer grid, which is a possible but unlikely source of error, given the fact that the beam is apertured by the optics used in the experiment. As discussed in Chapter 3 the FROG generation simulation includes some approximations as well. The tilting process works with an approximation of the field at every given grid point. As well as the step size of the FROG generation had to be increased by an order of 10 in both the $x$ and $y$ directions, while only the center half was taken into account in order to limit the calculation time to under 5 hours per FROG trace. This process may overestimate the contribution of the center of the field compared to the outer regions of the field in cases with high spatio-temporal dependences.

For comparison with experimental data, a subset of the simulated FROG traces were analyzed using the FROG phase retrieval code. These are shown with the retrieved solutions in Fig. 4.16. The FROG traces were generated from fields with a 1.2 cm aperture, for which the amplitude and phase for different pulse energies are shown in Fig. 4.12.(d.1) - (d.6) and in Fig. 4.13.(d.1) - (d.6), respectively. The line-outs at $x = 0$, $y = 0$ for these fields are shown in 4.14.b. The retrieved fields are shown in Fig. 4.17 with the retrieval errors listed in Table 4.4. Note that the retrieved phase in Fig. 4.17 stays flat for all pulse energies which is consistent with the solutions from experimental FROG traces. When comparing the amplitude of Fig. 4.17 with the amplitude for different aperture sizes in Fig. 4.14 it becomes apparent that the retrieved solutions show more similarity with the fields in Fig. 4.14.c than with Fig. 4.14.b, which would be expected. The line-out for the 4 mm aperture field and the retrieved solutions from the 1.2 cm aperture field FROG traces both show very little variation in phase for all pulse energies. More striking is the similarity between the line-outs
Figure 4.16: The generated FROG traces and the retrieved traces in comparison for simulated fields with an aperture of 1.2 cm diameter. (a) is the simulated FROG trace for 1 µJ with (b) the retrieved trace. (c) is the simulated FROG trace for 22 µJ with (d) the retrieved trace. (e) is the simulated FROG trace for 50 µJ with (f) the retrieved trace. (g) is the simulated FROG trace for 80 µJ with (h) the retrieved trace.
shown in Fig. 4.14.c (0.4 cm aperture) and the retrieved fields in Fig. 4.17 (1.2 cm aperture). It is interesting that the field retrieved from the FROG trace of an apertured pulse with spatio-temporal dependences is similar to the field measured through a smaller aperture. It is noteworthy that the combination of FROG with computer simulation can provide valuable insight even when spatio-temporal dependences prevents the field from being retrieved.

Figure 4.17: The retrieved fields in amplitude and phase as retrieved from generated FROG traces (shown in Fig. 4.16) for simulated fields with an aperture of 1.2 cm diameter.

4.3 Conclusions

Results presented in this chapter were from experiments that probe the light - matter interaction in fused silica. The first experiments use FROG to investigate the behavior of the temporal pulse shape as a function of input pulse energy. These experiments were performed using two different laser systems and explored the effect of aperturing the beam on the
Table 4.4: $G_{\text{error}}$ and offset compensation (OC) for the retrieved complex fields in Fig. 4.17. Note that the $G_{\text{error}}$ scales with $\sqrt{n_f n_T}$.

<table>
<thead>
<tr>
<th>Pulse Energy</th>
<th>Trace Dimensions</th>
<th>$G_{\text{error}}$</th>
<th>OC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 $\mu$J</td>
<td>256 $\times$ 128</td>
<td>0.0062</td>
<td>0</td>
</tr>
<tr>
<td>10 $\mu$J</td>
<td>256 $\times$ 128</td>
<td>0.0094</td>
<td>0</td>
</tr>
<tr>
<td>22 $\mu$J</td>
<td>256 $\times$ 128</td>
<td>0.0259</td>
<td>0</td>
</tr>
<tr>
<td>35 $\mu$J</td>
<td>256 $\times$ 128</td>
<td>0.0196</td>
<td>0</td>
</tr>
<tr>
<td>50 $\mu$J</td>
<td>512 $\times$ 256</td>
<td>0.015</td>
<td>0</td>
</tr>
</tbody>
</table>

retrieved fields. Results were presented of an experiment that investigates the spatial profile as a function of pulse energy. In parallel, computer simulations were performed, that explain the effects of input pulse energy, aperturing and in some case electron collision time as on the temporal pulse shape and spatial beam profile. The importance of the electron dispersion for pulse lengths of 100 fs was investigated and confirmed.

Based on the detailed comparison between the experimental and the computer simulation results the following observations can be made:

1. The complex electric field in principle provides a sensitive indication of the dynamics within the material.

2. For reasonable electron collision times, the computer simulations give a reasonable prediction of the experimental damage threshold.

3. The Drude dispersion term in the NLSE is necessary even though the laser pulse width is larger than 100 fs. Computer simulations without this term significantly underestimated the damage threshold.
4. Simulated beam profiles exhibit several of the features observed in experiment: The diffraction ring stays intact for all pulse energies and shows hot spots for high pulse energies. The center region fades in comparison with the ring for high energies.

5. The discrepancy between computer simulation and experiment (in particular FROG traces) indicate that more sophisticated material models should be explored.

6. More sophisticated experiments are required, *e.g.* cross-correlation FROG, aperturing in the sample plane, or single shot FROG should be performed.

7. Tight coupling between experiment and computer simulation appears to be essential if predictive models of ultrashort pulse propagation in dielectrics are to be developed.
A new technique has been developed to construct a high dynamic range SHG-FROG trace from FROG traces acquired with different exposure times. The resulting multi-FROG traces were analyzed using an improved retrieval code, that included threshold compensation, which retrieves the low amplitude parts of the complex field more reliably.

To investigate the light-material interaction the high dynamic range multi-FROG technique was used to analyze ultrashort high energy laser pulses that had been propagated through 200 µm thick fused silica sample. The change in the pulse shape as a function of pulse energy gives great insight into the electron generation processes. The experiments were performed with pulse energies under the destruction threshold of the sample, an important regime in which post mortem investigations cannot be used.

It is found that for pulse energies close to the destruction threshold the FROG traces show varying degrees of spatio-temporal dependence and are unretrievable. On the other hand, FROG traces from apertured fields are retrievable due to the reduced spatio-temporal dependence. All retrieved fields exhibited a small pre-pulse. The retrieved fields also show a strong dependence on the initial pulse energy. Furthermore the peak amplitude to pre-pulse ratio was found to vary as a function of pulse energy. It is interesting that the phase did not vary as a function of pulse energy due to the retrieval process, which is unable to resolve the phase for fields with spatio-temporal dependence. Consistent with the computer simulation, an increase of the peak-intensity with respect to the reference pre-pulse is observed for energies up to 20 µJ, due to self-focusing. The peak-power decreases with respect to the pre-pulse for higher pulse energies. This can be explained by the energy loss at the center of
the pulse due to plasma absorption inside the sample combined with the energy loss when
the beam is recollimated. Since the pulse is broader in the Fourier plane at the temporal
center when the spatio-temporal dependences are higher, leading to greater energy losses in
the region of the pulse center.

The measured beam profiles after the sample show a clear diffraction ring for all pulse
energies. Also as the pulse energy was increased, a decrease of the energy at the beam center
was observed; this indicates strong diffraction due to nonlinear effects inside the sample. This
is supported by the computer simulations, which predict similar beam profiles at energies
close to the destruction threshold.

The computer simulations also show self-focusing and induced spatio-temporal depend-
dences for the field inside the sample, which can explain the change in peak amplitude in
the retrieved fields. While the simulated FROG traces differ from the measured ones, sim-
ilar behavior is observed, indicating spatio-temporal dependences of the field at high pulse
energy.

Future improvements to the computer simulation will include developing better material
models, including higher order nonlinearities and a more sophisticated models for the plasma
generation. Future experimental work will include improvements to the experiment, which
are necessary to confirm and test the presented results. The computer simulations indicate
that even a 1” optic (e.g. a lens or mirror) can lead to significant changes in the pulse
shape. The recollimating lens behind the sample should be replaced by a lens with a larger
diameter and smaller focal length. This decreases the beam diameter and lessens the effects
of the spatial filtering from the optical elements. Additionally, the beam can be refocused
with a long focal length lens, which will magnify the image of the beam profile at the sample.
If a pinhole is placed at this point rather than in the Fourier plane, it can be used to spatially
resolve the beam. An additional two lenses can then be used to image the apertured beam
onto the nonlinear crystal in the FROG experiment. Preliminary calculations show that the
pulse will stay intact and can be analyzed using FROG.
Using a microscope objective and a long focal length lens would allow a more direct comparison of the beam profile at the rear surface of the sample with the computer simulation. This should help determining the destruction threshold with greater precession.

It is possible to investigate the relationship between destruction threshold and beam diameter before the lens further, using the experiment in combination with the “pulsesuite” computer simulation code that is used in this work. By varying the beam diameter with a pinhole before the attenuator and investigating the destruction threshold using post mortem investigation techniques, the computer simulation can be used to find more precise values for the electron collision time and the electron mass.

To measure a possible change in the refractive index due to either plasma effects or damage the existing SHG-FROG should be replaced by a cross-correlation FROG (x-FROG). This would measure both a change in optical path length as well as a change in pulse shape.
Computing the gradient of $Z$ with respect to $E$

In order to calculate the new field value $E^{(k+1)}(t)$ from $E^{(k)}(t)$ in section 3.1.4 the gradient of the error $Z$ with respect to $E(t)$ is required. In the following the gradient $\nabla_{E(t)}$ will be derived. The starting point is the SHG FROG trace $g(t,\tau)$ in time-delay domain which is generated using:

$$g(t,\tau) = E(t)E(t-\tau), \quad (A.1)$$

where $E(t)$ is the complex field and $E(t-\tau)$ is that field delayed by $\tau$. The $Z$-error is given by

$$Z = \sum_{i,j=1}^{N} |g'(t_i,\tau_j) - g(t_i,\tau_j)|^2. \quad (A.2)$$

To find the direction in which $E$ must be changed in order to minimize the $Z$-error, the negative of the gradient of $Z$ with respect to $E$ is required. In order to simplify the derivation, the calculation is performed separately for $\text{Re}(E)$ and $\text{Im}(E)$. By using

$$\frac{\partial E(t_i)}{\partial \text{Re}(E(t_k))} = \delta(t_k - t_i) \quad \text{and} \quad \frac{\partial E(t_i)}{\partial \text{Im}(E(t_k))} = i\delta(t_k - t_i)$$

In order to calculate the new field value $E^{(k+1)}(t)$ from $E^{(k)}(t)$ in section 3.1.4 the gradient of the error $Z$ with respect to $E(t)$ is required. In the following the gradient $\nabla_{E(t)}$ will be derived. The starting point is the SHG FROG trace $g(t,\tau)$ in time-delay domain which is generated using:

$$g(t,\tau) = E(t)E(t-\tau), \quad (A.1)$$

where $E(t)$ is the complex field and $E(t-\tau)$ is that field delayed by $\tau$. The $Z$-error is given by

$$Z = \sum_{i,j=1}^{N} |g'(t_i,\tau_j) - g(t_i,\tau_j)|^2. \quad (A.2)$$

To find the direction in which $E$ must be changed in order to minimize the $Z$-error, the negative of the gradient of $Z$ with respect to $E$ is required. In order to simplify the derivation, the calculation is performed separately for $\text{Re}(E)$ and $\text{Im}(E)$. By using

$$\frac{\partial E(t_i)}{\partial \text{Re}(E(t_k))} = \delta(t_k - t_i) \quad \text{and} \quad \frac{\partial E(t_i)}{\partial \text{Im}(E(t_k))} = i\delta(t_k - t_i)$$
it can be shown for \( \text{Re}(E) \):

\[
\frac{\partial Z}{\partial \text{Re}(E(t_k))} = \frac{\partial}{\partial \text{Re}(E(t_k))} \sum_{i,j=1}^{N} [g'(t_i, \tau_j) - g(t_i, \tau_j)][g'(t_i, \tau_j) - g(t_i, \tau_j)]^* \\
= \frac{\partial}{\partial \text{Re}(E(t_k))} \sum_{i,j=1}^{N} [g'(t_i, \tau_j) - E(t_i)E(t_i - \tau_j)][g'(t_i, \tau_j) - E(t_i)E(t_i - \tau_j)]^* \\
= \sum_{i,j=1}^{N} -[g'(t_i, \tau_j) - E(t_i)E(t_i - \tau_j)][\delta((t_i - \tau_j) - t_k)E(t_i) + \\
\quad +\delta((t_i - t_k)E(t_i - \tau_j)]^* \\
\quad -[g'(t_i, \tau_j) - E(t_i)E(t_i - \tau_j)]^*\delta((t_i - \tau_j) - t_k)E(t_i) + \\
\quad +\delta((t_i - t_k)E(t_i - \tau_j)],
\]

(A.3)

(A.4)

(A.5)

(A.6)

(A.7)

\[
\frac{\partial Z}{\partial \text{Re}(E(t_k))} = \sum_{j=1}^{N} -[g'(t_k, \tau_j) - E(t_k)E(t_k - \tau_j)]^*E(t_k - \tau_j) + \\
\quad -[g'(t_k + \tau_j, \tau_j) - E(t_k)E(t_k + \tau_j)]^*E(t_k + \tau_j) + \\
\quad -[g'(t_k, \tau_j) - E(t_k)E(t_k - \tau_j)]E(t_k - \tau_j)^* + \\
\quad -[g'(t_k + \tau_j, \tau_j) - E(t_k)E(t_k + \tau_j)]E(t_k + \tau_j)^*,
\]

(A.8)

\[
\frac{\partial Z}{\partial \text{Re}(E(t_k))} = \sum_{j=1}^{N} -\frac{1}{2} \text{Re}\{[g'(t_k, \tau_j) - E(t_k)E(t_k - \tau_j)]E(t_k - \tau_j)^*\} + \\
\quad -\frac{1}{2} \text{Re}\{[g'(t_k + \tau_j, \tau_j) - E(t_k)E(t_k + \tau_j)]E(t_k + \tau_j)^*\},
\]

(A.9)
and similarly for $\text{Im}(E)$:

\[
\frac{\partial Z}{\partial \text{Im}(E(t_k))} = \frac{\partial}{\partial \text{Im}(E(t_k))} \sum_{i,j=1}^{N} [g'(t_i, \tau_j) - g(t_i, \tau_j)][g'(t_i, \tau_j) - g(t_i, \tau_j)]^* \tag{A.10}
\]

\[
= \frac{\partial}{\partial \text{Im}(E(t_k))} \sum_{i,j=1}^{N} [g'(t_i, \tau_j) - E(t_i)E(t_i - \tau_j)][g'(t_i, \tau_j) - E(t_i)E(t_i - \tau_j)]^*, \tag{A.11}
\]

\[
= \sum_{i,j=1}^{N} -[g'(t_i, \tau_j) - E(t_i)E(t_i - \tau_j)][i\delta((t_i - \tau_j) - t_k)E(t_i) + i\delta((t_i - \tau_j) - t_k)E(t_i)]^* \tag{A.12}
\]

\[
- [g'(t_i, \tau_j) - E(t_i)E(t_i - \tau_j)]^*[i\delta((t_i - \tau_j) - t_k)E(t_i) + i\delta((t_i - \tau_j) - t_k)E(t_i)] + \tag{A.13}
\]

\[
+ i\delta((t_i - t_k)E(t_i - \tau_j)), \tag{A.14}
\]

\[
\frac{\partial Z}{\partial \text{Im}(E(t_k))} = \sum_{j=1}^{N} -[g'(t_k, \tau_j) - E(t_k)E(t_k - \tau_j)]^* iE(t_k - \tau_j) + \tag{A.15}
\]

\[
- [g'(t_k + \tau_j, \tau_j) - E(t_k)E(t_k + \tau_j)]^* iE(t_k + \tau_j) + \]

\[
+ [g'(t_k, \tau_j) - E(t_k)E(t_k - \tau_j)] iE(t_k - \tau_j)^* + \]

\[
+ [g'(t_k + \tau_j, \tau_j) - E(t_k)E(t_k + \tau_j)] iE(t_k + \tau_j)^*, \tag{A.15}
\]

\[
\frac{\partial Z}{\partial \text{Im}(E(t_k))} = \sum_{j=1}^{N} -\frac{1}{2} \text{Im}\{[g'(t_k, \tau_j) - E(t_k)E(t_k - \tau_j)]E(t_k - \tau_j)^*\} + \tag{A.16}
\]

\[
-\frac{1}{2} \text{Im}\{[g'(t_k + \tau_j, \tau_j) - E(t_k)E(t_k + \tau_j)]E(t_k + \tau_j)^*\}. \tag{A.16}
\]


(Skupin).
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