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Chapter 1

The Hasse Principle

1.1 Introduction and Definitions

We begin by reviewing the Hasse Principle. The Hasse Principle falls within the realm of “local-to-global principles”. The motivating question for such principles is this: given an object $X$ over a number field $k$, when does local information provide meaningful insight into global behavior?

1.1.1 Number Fields and Their Places

A global field $k$ is either a number field (a finite extension of $\mathbb{Q}$), or a global function field (a finite extension of $\mathbb{F}_q(t)$ where $\mathbb{F}_q$ is a finite field of characteristic $p > 0$). Though the Hasse Principle and other local-to-global principles can be more broadly considered over arbitrary global fields, we restrict our attention to the number field case. Let $k$ be a number field. Before reviewing the Hasse Principle, we briefly describe the set of non-trivial absolute values on $k$.

Let $\mathcal{O}_k$ denote a ring of integers of a number field $k$. For a nonzero prime ideal $p$, we define a valuation on $k$ as follows: for $a \in \mathcal{O}_k$, if $a \in p^n \setminus p^{n+1}$, let $v_p(a) = n$. For $x \in k^*$, write
We say that two absolute values of $k$ are equivalent if they induce the same topology. To describe the set of absolute values of an arbitrary number field (up to equivalence), we begin with $k = \mathbb{Q}$. By a theorem of Ostrowski ([Ja96, Prop. II.1.4]), each absolute value of $\mathbb{Q}$ is equivalent to one of

(i) the usual absolute value $|x|_\infty = \max\{x, -x\}$

(ii) a $p$-adic absolute value $|x|_p = p^{-v_p(x)}$, where $p$ is prime.

$\mathbb{Q}$ is not complete with respect to any nontrivial absolute value. If we complete $\mathbb{Q}$ with respect to the usual absolute value, we obtain the real numbers $\mathbb{R}$. If we complete $\mathbb{Q}$ with respect to a $p$-adic absolute value, we obtain the field $\mathbb{Q}_p$.

For a more general number field $k$, each absolute value is an absolute value whose restriction to $\mathbb{Q}$ is equivalent to one of the absolute values on $\mathbb{Q}$. Those which restrict to the usual absolute value are called archimedean; those which restrict to a $p$-adic absolute value are nonarchimedean. Let $k/\mathbb{Q}$ be of degree $n = r + 2s$ where $r$ is the number of real embeddings of $k$ and $s$ is the number of conjugate pairs of complex embeddings. If $\sigma : k \hookrightarrow \mathbb{C}$ is an embedding, then $|x|_\sigma := |\sigma(x)|_\infty$ is an absolute value on $k$ which restricts to the usual absolute value on $\mathbb{Q}$. There are $r + s$ non-equivalent archimedean absolute values of $k$ corresponding the the $r$ real embeddings and $s$ pairs of conjugate embeddings ([Ja96, Thm. II.4.4]), each of which restricts to the usual absolute value on $\mathbb{Q}$; these are the archimedean absolute values of $k$. For the nonarchimedean absolute values on $k$, recall that for each nonzero prime ideal $\mathfrak{p}$ of $\mathcal{O}_k$, the ring $\mathcal{O}_k/\mathfrak{p}$ is a finite field of order $N(\mathfrak{p}) := p^\alpha$ for some prime number $p$. The $\mathfrak{p}$-adic absolute value on $k$ is normalized so that $|x|_\mathfrak{p} = N(\mathfrak{p})^{-v_\mathfrak{p}(x)}$. As in the case of $\mathbb{Q}$ an arbitrary number field fails to be complete with respect to any of its nontrivial absolute values. We denote the completion of $k$ with respect to an absolute value $| \cdot |_v$ by $k_v$ (where $v$ may denote either an archimedean or nonarchimedean place). A completion $k_v$ is, in the archimedean case either $\mathbb{R}$ or $\mathbb{C}$ and in the nonarchimedean case, a finite extension of $\mathbb{Q}_p$ for
some prime $p$.

### 1.1.2 The Hasse Principle

Having recalled some of the facts about number fields and their completions, we can review the Hasse Principle for a curve defined over a number field $k$. Throughout, we assume a curve is “nice” in the sense of [Po17, Def. 3.5.68], i.e., smooth, projective, and geometrically integral. Given a (nice) curve $C$ defined over a $k$ it is in general difficult to determine whether the curve has any $k$-rational points. One approach is to determine whether the curve has points over other fields containing $k$. If the curve fails to have an $L$-rational point for some field extension $L/k$, then we can conclude the curve fails to have a $k$-rational point. For a number field, a natural collection of fields to consider are the completions of $k$. For example, in attempting to determine whether a curve $C/\mathbb{Q}$ has any $\mathbb{Q}$-rational points, we can instead determine whether $C$ has points over $\mathbb{R}$ and over $\mathbb{Q}_p$ for every prime $p$ (equivalently, has a real point and has primitive $\mathbb{Z}/n\mathbb{Z}$ solutions for every integer $n$). If it fails to have a point over even one of those fields, then we can conclude that $C(\mathbb{Q}) = \emptyset$.

#### Example 1.1.1

The projective curve $C$ defined by $X^2 + Y^2 + Z^2 = 0$ has no $\mathbb{Q}$-rational points.

If $(X, Y, Z)$ are real numbers, at least one of which is nonzero, then $X^2 + Y^2 + Z^2 > 0$. Thus $C(\mathbb{R}) = \emptyset \implies C(\mathbb{Q}) = \emptyset$.

#### Example 1.1.2

The projective curve $C$ defined by $X^2 + Y^2 = 3Z^2$ has no $\mathbb{Q}$-rational points.

If there were a rational solution, we could scale to produce a solution $(U, V, W)$ with $U, V, W \in \mathbb{Z}$ relatively prime. If either of $U$ or $V$ is divisible by 3, then reducing (mod 3), we conclude the other must be also; but then $U^2 + V^2$ is divisible by 9, hence $W$ must be divisible by 3, contradicting the choice of relatively prime $U, V, W$. Thus we may conclude that neither $U$
nor $V$ is divisible by 3. In this case, we have $(U/V)^2 \equiv -1 \pmod{3}$, which is impossible as $-1$ is not a square modulo 3. Thus we conclude that $C(\mathbb{Q}) = \emptyset$.

One may hope that the absence of any of these “obvious” obstructions will imply the existence of a $\mathbb{Q}$-rational point. Indeed, for some varieties this is indeed the case, as shown in a classical theorem of Hasse and Minkowski ([Ser70, Thm. 8, IV.3.2]):

**Theorem 1.1.3 (Hasse-Minkowski)** Let $k$ be a number field. A quadratic form $a_1x_1^2 + \cdots + a_nx_n^2$, $a_j \in k$ represents zero nontrivially in $k$ if and only if it represents $k$ nontrivially in $k_v$ for all places $v$.

The theorem inspires the following definition:

**Definition 1.1.4** Let $k$ be a number field and $X/k$ a nice variety. We say that $X$ satisfies the Hasse Principle if $X(k_v) \neq \emptyset$ for every completion $k_v$ implies $X(k) \neq \emptyset$.

In the context of varieties, the Hasse-Minkowski theorem states that a smooth quadric hypersurface over a number field $k$ satisfies the Hasse Principle. When a variety $X$ has points over every completion of $k$, we will say that $X$ has points everywhere locally. Thus the Hasse Principle is the statement that having points everywhere locally is equivalent to having a global ($k$-rational) point.

### 1.2 Examples and Counterexamples

We have seen that there are families of varieties for which the Hasse Principle holds. In the context of curves in particular, the Hasse-Minkowski theorem tells us that genus 0 curves (those of the form $aX^2 + bY^2 + cZ^2 = 0$) satisfy the Hasse Principle over any number field. Even in genus 1, however, counterexamples exist. The first known counterexample was found independently by Lind [Li40] and Reichardt [Re42]:
Example 1.2.1 (Lind-Reichardt) *The genus 1 curve defined by* \(2y^2 = x^4 - 17\) *violates the Hasse Principle over* \(\mathbb{Q}\).

A possibly more well-known example of a diagonal ternary cubic form violating the Hasse Principle is provided by Selmer [Se54]:

Example 1.2.2 (Selmer) *The genus 1 curve defined by* \(3X^3 + 4Y^3 + 5Z^3 = 0\) *violates the Hasse Principle over* \(\mathbb{Q}\).

A Hasse Principle violation (over \(\mathbb{Q}\)) of the form \(C : aX^3 + bY^3 + cZ^3 = 0\) is especially interesting as it represents a nontrivial element of \(\text{III}(E/\mathbb{Q})\), the Tate-Shafarevich of its Jacobian elliptic curve \(E : X^3 + Y^3 + abcZ^3 = 0\) ([Ma93]).
Chapter 2

Hyperelliptic and Superelliptic Curves

In this chapter we provide background information on hyperelliptic and superelliptic curves over global fields (with restrictions on the characteristic of the global field as needed). Throughout, we again assume our curves are “nice” (smooth, projective, and geometrically integral).

2.1 Hyperelliptic Curves

A reference for this section is [Liu02, 7.4].

2.1.1 Definition and model

Let $k$ be a field with $\text{char}(k) \neq 2$. Let $C$ be a curve of genus $g \geq 1$ defined over a field $k$. We say that $C/k$ is a hyperelliptic curve if there exists a degree 2 morphism $\pi : C \to \mathbb{P}^1_k$ over $k$. The function field of such a curve is a quadratic extension of $k(\mathbb{P}^1) = k(x)$, so it is obtained by adjoining a square root of some element of $k(x)$. In other words, $k(C) = k(x,y)$ with $y^2 = f(x)$ for some $f(x) \in k(x)$. By multiplying by an element of $k(x)^*$, we can assume that $y^2 = f(x)$ for some $f(x) \in k[x]$. We may (and will) assume that $f(x)$ is squarefree. If $k$ is
infinite, we may, in addition, assume that the degree of \( f \) is even; otherwise, if the degree of \( f \) is \( 2g + 1 \), fix \( \alpha \in k \) such that \( f(\alpha) \neq 0 \). The change of coordinates 
\[
(x, y) \mapsto \left( \frac{1}{x - \alpha}, \frac{y}{(x - \alpha)^{g+1}} \right)
\]
yields an affine model for \( C \) with an even degree defining polynomial.

### 2.1.2 The Hyperelliptic Involution

For a hyperelliptic curve \( C : y^2 = f(x) \) with \( f(x) \) squarefree, there exists an order 2 automorphism of the curve \( \iota \) called a hyperelliptic involution. On affine points, it is easy to see the action of the involution: For an affine point \((x, y)\) of \( C \),
\[
\iota(x, y) = (x, -y).
\]
The action of \( \langle \iota \rangle \) on \( C \) induces an equivalence relation; under this relation, \((x, y) \sim \iota(x, y)\).

Thus the two-to-one map \( \pi : C \to \mathbb{P}^1_k \) given by \( \pi(x, y) = x \) can be identified with the natural quotient map \( C \to C/\langle \iota \rangle \). For genus \( g \geq 2 \), if a hyperelliptic involution exists, it is unique ([Liu02, Prop. 7.4.29]), and in such cases we will refer to “the” hyperelliptic involution.

### 2.1.3 Ramification

### 2.1.4 Genus

We have seen that over an infinite field \( k \) of characteristic different from 2, a hyperelliptic curve can be given an affine model of the form \( C : y^2 = f(x) \), where \( f(x) \) has even degree \( d \) and distinct roots over \( \bar{k} \). The map \( \pi : C \to \mathbb{P}^1 \) has degree 2 and is ramified precisely at the points where \( f(x) = 0 \) - since we have assumed the degree of \( f(x) \) is even, the map is unramified at infinity. Therefore, there are \( d \) ramified points, each of which must have ramification index 2. By the Riemann-Hurwitz formula ([Si97, Thm. II.5.9]), the genus \( g \) of the curve \( C \) satisfies the equation

\[ \chi(C) = 2 - 2g \]
2g − 2 = \deg(\pi)(2g(\mathbb{P}^1) − 2) + \sum_{P \in C} (e_P − 1) = −4 + d

Thus for a hyperelliptic curve \( C \) with defining polynomial \( f \) of even degree \( d \), the genus is given by \( g = \frac{d-2}{2} \).

**Remark 2.1.1** Note that in the definition, we require \( C/\langle \iota \rangle \cong \mathbb{P}^1_k \), and not merely that \( C/\langle \iota \rangle \) is isomorphic to a genus 0 curve. In the former case we are guaranteed the existence of a model \( y^2 = f(x) \). In the latter, such a model may not exist, as shown in [PS97]. In Footnote 9 they exhibit a curve \( C \) defined by the equations \( x^2 + z^2 = −1 \) and \( y^2 = (x − 1)(x − 2)(x − 3)(x − 4) \) which is a double cover of the curve defined by \( x^2 + z^2 = −1 \). \( C \) becomes hyperelliptic over a quadratic extension of \( \mathbb{Q} \). We may think of curves which map to pointless conics as “geometrically hyperelliptic”. As we are concerned with curves with potential Hasse Principle violations, such curves are not of interest in this work as, if a curve defined over a number field \( k \) maps to a genus 0 curve which has no \( k \)-rational points, then that genus 0 curve, and hence the curve which maps to it, must fail to have a point over some completion \( k_v \) of \( k \).

### 2.2 Superelliptic Curves

Superelliptic curves are in some ways a natural generalization of hyperelliptic curves. One important feature that hyperelliptic and superelliptic curves share is the existence of nontrivial, abelian automorphism groups. These automorphisms lead to arithmetically interesting structure which will feature prominently in the main theorem. In this section, we introduce superelliptic curves and provide necessary background for future sections.

#### 2.2.1 Model and automorphisms

We begin with a definition:
Definition 2.2.1 Let \( n \geq 2 \) be an integer and let \( k \) be a field of characteristic \( p \nmid n \). A superelliptic curve \( C/\bar{k} \) is a nice curve admitting an affine model of the form \( y^n = f(x) \), where \( f(x) \in k[x] \) factors over \( \bar{k} \) as
\[
f(x) = A \prod_{j=1}^{r} (x - \alpha_j)^{n_j},
\]
where \( A \in \bar{k}^\times \), the \( \alpha_j \) are distinct, \( 1 \leq n_j < n \) for each \( j \), and \( \gcd(n,n_1,\ldots,n_r) = 1 \).

Remark 2.2.2 As shown in [Ko91, Lemma 1], the condition \( \gcd(n,n_1,\ldots,n_r) = 1 \) guarantees that \( C \) is geometrically irreducible. We include Koo’s proof below. Note that though Koo’s hypotheses include that we work over a field of characteristic 0, the proof holds for a field of characteristic \( p \nmid n \).

Lemma 2.2.3 Let \( D \) be a unique factorization domain of characteristic \( p \nmid n \) with field of fractions \( K \). Suppose \( \mu_n \subset K \). For \( B \in D \) put \( B = \omega_1^{e_1} \cdots \omega_r^{e_r} \) with the \( \omega_j \) nonassociate prime elements of \( D \). If \( n \in \mathbb{Z}^+ \) is such that \( \gcd(n,e_1,\ldots,e_r) = 1 \), then the polynomial \( F(y) = y^n - B \) is irreducible over \( K \).

Proof: Let \( \zeta \) be a primitive \( n \)th root of unity in \( K \), and let \( \beta \in \bar{K} \) be a root of \( F(y) \). Since \( \mu_n \subset K \), by Kummer theory ([Bi67]) \( K(\beta)/K \) is a finite Galois extension. Let \( G = \text{Gal}(K(\beta)/K) \) and let \( m = |G| = [K(\beta) : K] \). We will show that \( m = n \).

Suppose by way of contradiction that \( m < n \). Let \( \sigma \in G \). Then
\[
\sigma(\beta)^n = \sigma(\beta^n) = \sigma(B) = B,
\]
and so
\[
\sigma(\beta) = \zeta^{v(\sigma)} \beta
\]
for some \( v(\sigma) \in \mathbb{Z}/n\mathbb{Z} \). From this we obtain an injective homomorphism
\[
v : G \longrightarrow (\mathbb{Z}/n\mathbb{Z}, +),
\]
\[
\sigma \mapsto v(\sigma).
\]
We may now view \( G \) as a subgroup of \( \mathbb{Z}/n\mathbb{Z} \) and we will write \( G = \langle \tau \rangle \). Since \( K(\beta)/K \) is Galois, \( m|n \). By definition of \( v \), \( \tau(\beta) = \zeta^{v(\tau)} \beta \), and so \( \tau^m(\beta) = \zeta^{v(m\tau)} \beta = \zeta^{vm(\tau)} \beta \). We
also have $\tau^m(\beta) = \beta$, since $|\tau| = |G| = m$. Thus $mv(\tau) \equiv 0 \pmod{n}$. Recalling that $\tau(\beta) = \zeta^{v(\tau)}\beta$, we have

$$\tau(\beta^m) = (\tau(\beta))^m = (\zeta^{v(\tau)}\beta)^m = \zeta^{mv(\tau)}\beta^m = \beta^m,$$

and so $\beta^m \in K$.

Let $\beta^m = b \in K$. Then $b^{n/m} = (\beta^m)^{n/m} = \beta^n = B$. Let $\frac{n}{m} = s \in \mathbb{Z}$. Since by assumption $m < n$, $s > 1$. Thus $b^s = B = \omega_1^{e_1} \cdots \omega_r^{e_r}$. From this, we conclude that $s | e_j$ for each $1 \leq j \leq r$. But $s | n$ also, and so we have that $\gcd(n, e_1, \ldots, e_r) > 1$, a contradiction. \[\square\]

Let $f(x) = A \prod_{j=1}^r (x - \alpha_j)^{n_j} \in \bar{k}[x]$ with the $\alpha_j$ distinct and $n_j < n$ for all $1 \leq j \leq r$ and $\gcd(n, n_1, \ldots, n_r) = 1$. Applying Lemma 2.2.3 with $D = \bar{k}[x]$, $K = \bar{k}(x)$, and $y^n = f(x)$, we see that the curve $C$ determined by the affine model $y^n - f(x) = 0$ is geometrically irreducible.

### 2.2.2 Ramification

When a superelliptic curve $C/k$ is given by affine model $y^n = f(x)$ with $n$ prime, ramification with respect to the superelliptic automorphism group $\langle \tau \rangle$ is easy to determine. As the map $C \to \mathbb{P}^1$, $(x, y) \mapsto x$ is geometrically Galois and of degree $n$, we have that $e_P | n$ for the ramification index $e_P$ of any point $P$ of $C$ (in addition, if $P, P'$ map to the same point, then since the map is geometrically Galois, $e_P = e_{P'}$). When $n$ is prime, this shows that either a point is unramified or it is totally ramified. When $n$ is composite, the issue of ramification is slightly more complicated. Regardless of whether $n$ is prime or composite, the ramification locus will consist of affine points of the form $(\alpha, 0)$, $\alpha \in \bar{k}$ a root of $f(x)$, and (possibly) points above $\infty$, depending on the degree of the defining polynomial.
2.2.3 Genus

Let \( k \) be a number field and let \( C/k \) be a superelliptic curve defined by \( C : y^p = f(x) \), where \( p \) is a prime. If necessary, we may apply an automorphism of \( \mathbb{P}^1 \) to guarantee that \( C \) is unramified above \( \infty \), in which case we have \( p | \deg(f) \) (the ramification index of a point above \( \infty \) is given by \( \frac{p}{\gcd(p, \deg(f))} \) ([Ko91])). Thus, if \( f(x) \) factors over \( \bar{k} \) as \( f(x) = A \prod_{j=1}^r (x - \alpha_j)^{n_j}, \) \( 1 \leq n_j < p \) for all \( j \), then by the Riemann-Hurwitz formula, the genus \( g \) of \( C \) satisfies

\[
2g - 2 = -2p + \sum_{j=1}^r (p - 1),
\]

and so

\[
g = \frac{(r - 2)(p - 1)}{2}.
\]

In the case that \( f(x) \) has no repeated roots, writing \( \deg(f) = pk + p, k \geq 0 \), Riemann-Hurwitz gives

\[
2g - 2 = -2p + (pk + p)(p - 1).
\]

After rearrangement, we find

\[
\deg(f) = pk + p = \frac{2g}{p - 1} + 2
\]

Work of Koo [Ko91, §3] gives the following genus formula for more general superelliptic curves defined over \( \mathbb{C} \).

**Theorem 2.2.4 (Koo)** Let \( C \) be a superelliptic curve over \( \mathbb{C} \) with affine model \( y^n = f(x) \) where

\[
f(x) = A \prod_{j=1}^r (x - \alpha_j)^{n_j},
\]

with \( n_j < n \) for all \( 1 \leq j \leq r \) and \( \gcd(n, n_1, \ldots, n_r) = 1 \). Then the genus \( g \) of \( C \) is

\[
g = \frac{1}{2}(r - 1) - \frac{1}{2} \left( \sum_{j=1}^r \gcd(n, n_j) + \gcd(n, N) \right) + 1,
\]

where \( N = \sum_{j=1}^r n_j \).
2.3 Galois Cohomology

In this section we will describe twists of a superelliptic curve $C$. Given a curve $C$ defined over $k$, a twist is a curve $C'$ also defined over $k$ such that $C$ and $C'$ become isomorphic over $k^s$, a separable closure of $k$. The primary reference for this section is [Ser97].

2.3.1 Basic Definitions

Definition 2.3.1 A profinite group is a topological group $G$ which is the projective limit of finite groups, each given the discrete topology.

Recall that a group $(G, \cdot)$ is a topological group if it is a topological space such that the maps $(\cdot): G \times G \to G$, $(\sigma, \tau) \mapsto \sigma \cdot \tau$ and $i : G \to G$, $\sigma \mapsto \sigma^{-1}$ are continuous.

Example 2.3.2 Let $k$ be a field and let $k^s$ be a separable closure of $K$. Then $G_k := \text{Gal}(k^s/k)$, the Galois group of $k^s$ over $k$ is the projective limit of the Galois groups $\text{Gal}(L/k)$ of the finite Galois extensions $L/k$ which are contained in $k^s/k$. It is therefore a profinite group.

Definition 2.3.3 Let $G$ be a profinite group. A discrete $G$-module is an abelian group $(A, +)$ on which $G$ acts such that the action is continuous for the profinite topology on $G$ and the discrete topology on $A$. In other words the stabilizer of each element of $A$ is open in $G$.

We will refer to discrete $G$-modules simply as $G$-modules throughout. Following Serre ([Ser97]), we write $\sigma a$ for the image of an element $a \in A$ under $\sigma \in G$.

2.3.2 $H^0$ and $H^1$

Definition 2.3.4 Let $G$ be profinite group and $A$ a $G$-module. We define the 0th cohomology group to be the set of $G$-invariant elements of $A$.
\[ H^0(G, A) = A^G := \{ a \in A : \sigma a = a \text{ for all } \sigma \in G \}. \]

**Definition 2.3.5** Let \( G \) be a profinite group and \( A \) a \( G \)-module. A map \( \xi : G \to A \) is a 1-cocycle if for all \( \sigma, \tau \in G \), \( \xi_{\sigma\tau} = \xi_\sigma + \sigma \xi_\tau \). A map \( \xi : G \to A \) is a 1-coboundary if there exists \( a \in A \) such that \( \xi_\sigma = \sigma a - a \) for all \( \sigma \in G \).

**Note:** For the ease of notation, we write \( \xi_\sigma \) as opposed to \( \xi(\sigma) \). The set of continuous 1-cocycles from \( G \) to \( A \) is denoted by \( Z^1_{\text{cont}}(G, A) \) and the set of 1-coboundaries is denoted by \( B^1(G, A) \). Every 1-coboundary is (automatically) continuous, so we have \( B^1(G, A) \subseteq Z^1_{\text{cont}}(G, A) \).

**Definition 2.3.6** Let \( G \) be a profinite group and \( A \) a \( G \)-module. The 1st cohomology group is the quotient group
\[ H^1(G, A) = \frac{Z^1_{\text{cont}}(G, A)}{B^1(G, A)}. \]

### 2.3.3 \( G \)-sets and an alternate definition of \( H^1 \)

**Definition 2.3.7** A \( G \)-set \( X \) is a discrete topological space with a continuous \( G \)-action. If \( X \) is also a group with operation \( \cdot \) such that \( \sigma (x \cdot y) = \sigma x \cdot \sigma y \), we say that \( X \) is a \( G \)-group. Note that a \( G \)-module is simply an abelian \( G \)-group.

For any \( G \)-set, as before, we define \( H^0(G, X) \) to be the set \( X^G \) of elements of \( X \) fixed by \( G \). For a \( G \)-group, we define \( H^1(G, X) \) in a similar manner as before (the set of continuous 1-cocycles modulo 1-coboundaries), but note that when \( X \) is non-abelian, \( H^1(G, X) \) is not a group, but rather a pointed set with a distinguished element (corresponding to the trivial cocycle).

**Definition 2.3.8** Let \( A \) be a \( G \)-group and \( X \) a \( G \)-set. We say that \( A \) acts on the left (resp. right) on \( X \) compatibly with \( G \) if

(i) \( A \) acts on the left (resp. right) on \( X \) and
For \( a \in A, x \in X, \) and \( \sigma \in G, \) \( \sigma(a \cdot x) = \sigma a \cdot \sigma x \) (resp. \( \sigma(x \cdot a) = (\sigma x) \cdot (\sigma a) \)).

**Definition 2.3.9** A right (resp. left) principal homogeneous space over \( A \) is a non-empty \( G \)-set \( P \) on which \( A \) acts on the right (resp. left) in a manner compatibly with \( G \) such that for each \( x, y \in P \), there exists a unique \( a \in A \) such that \( y = x \cdot a \) (resp. \( y = a \cdot x \)).

Having defined \( G \)-sets and principal homogeneous spaces for a \( G \)-group \( A \), we can now provide an alternate description of \( H^1(G, A) \) for a \( G \)-group \( A \):

**Proposition 2.3.10** Let \( A \) be a \( G \)-group. There is a bijection between the pointed set of classes of principal homogeneous spaces over \( A \) and the pointed set \( H^1(G, A) \).

For a proof, see [Ser97, I.5.1, Prop. 33].

Given a \( G \)-group \( A \) and a \( G \)-set \( X \) on which \( A \) acts on the left compatibly with \( G \), we may obtain a twist \( X_\xi \) of \( X \) using a 1-cocycle \( \xi \in Z^1_{\text{cont}}(G, A) \). The twist \( X_\xi \) is the set \( X \) on which \( G \) acts by the formula

\[ \sigma' x = \xi_\sigma \cdot \sigma x, \]

and we have that \( X_{\xi_1} \) and \( X_{\xi_2} \) are isomorphic if \( \xi_1 \) and \( \xi_2 \) are cohomologous ([Ser97, §I.5.3]).

### 2.3.4 Galois Cohomology of Hyperelliptic and Superelliptic Curves

We fix in this section a number field \( k \) of and an algebraic closure \( \bar{k} \). The absolute Galois group \( G \) of \( \bar{k}/k \) is a profinite group. Let \( C : y^n = f(x) \) be a superelliptic curve defined over \( k \). We again let \( \tau \) be the automorphism of \( C/\bar{k} \) defined by \( \tau(x, y) = (x, \zeta y) \), where \( \zeta \) is a primitive \( n \)th root of unity.

\( G \) naturally acts on \( C(\bar{k}) \) by \( \sigma(x, y) = (\sigma x, \sigma y) \) where \( P = (x, y) \in C(\bar{k}) \). \( G \) also acts on the automorphism group \( \langle \tau \rangle \) by \( \sigma \tau(x, y) = (x, \sigma \zeta y) \). From this action we see that \( \langle \tau \rangle \) and \( \mu_n \) are isomorphic as \( G \)-modules. We have \( \sigma(\tau(x, y)) = \sigma(x, \zeta y) = (\sigma x, \sigma \zeta y) = \sigma \tau(\sigma x, \sigma y) = \sigma \tau(\sigma(x, y)), \) so \( \langle \tau \rangle \) acts on the left on \( C(k^s) \) compatibly with \( G \).
2.4 Twists of Hyperelliptic and Superelliptic Curves

In this section we determine a model for the twist of a superelliptic curve \( C \) defined over a number field \( k \). When \( C \) admits an affine model \( y^n = f(x), f(x) \in k[x] \), we will show that a twist corresponding to a cocycle in \( H^1(G_k, \text{Aut}(C)) \) admits an affine model of the form \( dy^n = f(x) \), where \( d \in k^* \) is \( n \)th power free.

2.4.1 Kummer Sequences for Fields and Hilbert’s Theorem 90

For a number field \( k \) with algebraic closure \( \overline{k} \), \( G_k \) acts on \( \overline{k} \) and \( \overline{k}^* \) in a natural way such that \( \overline{k} \) and \( \overline{k}^* \) are \( G_k \)-modules. For \( \overline{k}^* \), the map \( n : \overline{k}^* \rightarrow \overline{k}^*, z \mapsto z^n \) is a \( G_k \)-module homomorphism with kernel \( \mu_n \). Thus we have a short exact sequence of \( G_k \)-modules:

\[
1 \rightarrow \mu_n \rightarrow \overline{k}^* \xrightarrow{z \mapsto z^n} \overline{k}^* \rightarrow 1,
\]

which yields a long exact sequence in cohomology:

\[
1 \rightarrow \mu_n(k) \rightarrow k^* \xrightarrow{\delta} H^1(G_k, \mu_n) \rightarrow H^1(G_k, \overline{k}^*) \rightarrow \cdots.
\]

By Hilbert’s Theorem 90 ([Si97, Prop. B.2.5]), \( H^1(G_k, \overline{k}^*) = 0 \), so we have \( k^*/(k^*)^n \cong H^1(G_k, \mu_n) \), where the isomorphism

\[
\delta : k^*/(k^*)^n \rightarrow H^1(G_k, \mu_n)
\]

is given by the formula \( \delta(d) = \text{the cohomology class of the map } \sigma \mapsto \frac{\beta^\sigma}{\beta} \), where \( \beta \in \overline{k}^* \) is any element such that \( \beta^n = d \).

We have seen that \( H^1(G_k, \text{Aut}(C)) \) is in bijection with the set of \( k \)-isomorphism classes of twists \( C' \) of \( C \). Viewing \( H^1(G_k, \mu_n) = H^1(G_k, \langle \tau \rangle) \) as a subset of \( H^1(G_k, \text{Aut}(C)) \), we can parameterize \( k \)-isomorphism classes of twists of \( C \) by \( n \)th-power classes of \( k^*/(k^*)^n \). From this we will derive an affine model for twists of \( C \), following the approach of [Si97, p.344].

Let \( d \in k^* \) and let \( \beta \in k^* \) be an \( n \)th root of \( d \). Define a cocycle

\[
\xi : G_k \rightarrow \mu_n,
\]

\[
\xi_\sigma = \frac{\beta^\sigma}{\beta}.
\]
Fix an isomorphism
\[
\begin{bmatrix} \zeta \end{bmatrix} : \mu_n \longrightarrow \langle \tau \rangle,
\]
\[\zeta(x, y) = (x, \zeta y),\]
where \(\zeta\) is a primitive \(n\)th root of unity. Let \(C_d\) be the twist corresponding to the cocycle
\((\sigma \mapsto [\xi_\sigma]) \in H^1(G_k, \langle \tau \rangle)\). Write \(\bar{k}(C) = \bar{k}(x, y)\) and \(\bar{k}(C_d) = \bar{k}(x, y)_\xi\) for the function fields of \(C\) and \(C_d\) (respectively) over \(k^s\). Since \(\tau(x, y) = (x, \zeta y)\), the action of \(\sigma \in G_k\) on \(\bar{k}(x, y)_\xi\) is determined by the formulas
\[
\begin{aligned}
\beta^\sigma &= \xi_\sigma \beta, \\
x^\sigma &= x, \\
y^\sigma &= \xi_\sigma y.
\end{aligned}
\]
Therefore, the subfield fixed by \(G_k\) contains the functions
\[
X = x \quad \text{and} \quad Y = y/\beta,
\]
which satisfy the equation
\[
dY^n = f(X),
\]
which is the equation for a superelliptic curve defined over \(k\). Identifying \((X, Y) \mapsto (X, Y/\beta)\) shows that this curve is isomorphic to \(C\) over \(k(\beta)\).
Chapter 3

Main Theorem

In this chapter we prove the main result. The result essentially states that if one assumes the abc conjecture, then the family of degree $n$ twists of a superelliptic curve can exhibit one of only two behaviors with respect to Hasse Principle violations: either there are no Hasse Principle violations within the family or there are many Hasse Principle violations within the family. Following Mazur and Rubin ([MR10]), for a given family of twists we say that “many” curves in the family exhibit property $P$ if the number of twists $C_d$ such that $|d| \leq X$ and $C_d$ satisfies property $P$ is $\gg X/(\log X)^\gamma$ for some $\gamma \in \mathbb{R}$. (For functions $N(X)$ and $G(X)$ with $G(X)$ eventually positive, we use Vinogradov’s notation and write $G(X) \gg N(X)$ if there exist real numbers $x_0$ and $m$ such that $|N(X)| \leq mG(X)$ for all $X \geq x_0$.)

We provide criteria for the existence of Hasse Principle violations within a family of twists. A point $P$ fixed under the action of the automorphism group $\langle \tau \rangle$ is either a point lying above $\infty$ or a point with $y$-coordinate 0. The quotient map $C \to C/\langle \tau \rangle \sim \mathbb{P}^1$ has a $\mathbb{Q}$ branch point above $\infty$ if and only if $n \nmid \deg(f)$ with the ramification index of the point(s) above infinity being $e = n/\gcd(n, \deg(f))$ ([Ko91]). There are $\gcd(n, \deg(f))$ point(s) above infinity admitting a transitive $\mu_{n/e}$-action; if $1 \leq e < n$, these points are not fixed by $\tau$. A point $P$ with $y$-coordinate 0 necessarily has as its $x$-coordinate a root of the defining
polynomial. The main theorem states that, assuming the abc conjecture over \( \mathbb{Q} \), either the family of twists has many Hasse Principle violations, or it cannot have any Hasse Principle violations, and the non-existence of violations occurs because the degree of the polynomial or the existence of \( \mathbb{Q} \)-rational roots of \( f \) force every twist to have \( \mathbb{Q} \)-rational points.

Every hyperelliptic curve (the case \( n = 2 \)) of genus \( g \) over \( \mathbb{Q} \) admits an affine model of the form \( y^2 = f(x) \) where \( f(x) \) has degree \( 2g + 2 \), coefficients in \( \mathbb{Z} \), and no repeated roots; the hyperelliptic curve admits an affine model over \( \mathbb{Q} \) with odd degree \( 2g + 1 \) if and only if it admits a \( \mathbb{Q} \)-rational hyperelliptic branch point. If we write each polynomial of degree \( 2g + 2 \) as \( f(x) = \sum_{j=0}^{2g+2} f_j x^j \) and order hyperelliptic curves of genus \( g \) by \( \text{Height}(C) := \max\{|f_j|\} \), then as \( X \to \infty \), 100% of hyperelliptic curves \( C \) have no \( \mathbb{Q} \)-rational hyperelliptic branch points since under this ordering 100% of all polynomials of degree \( 2g + 2 \) are irreducible ([Ri08]).

3.1 Statement of the Main Theorem

**Theorem 3.1.1** Assume the abc conjecture. Let \( C : y^n = f(x) \) where \( n \geq 2 \) is an integer and \( f(x) \in \mathbb{Z}[x] \) has distinct roots in \( \mathbb{Q} \) and \( \text{deg}(f) \geq \frac{4n^2 - 2}{n-1} \). Then the following are equivalent:

(i) The automorphism \( \tau \) has no \( \mathbb{Q} \)-rational fixed points.

(ii) There exists \( 0 \leq \gamma < 1 \) such that as \( X \to \infty \), the number of \( n \)th power free integers \( d \) with \( |d| \leq X \) such that \( C_d \) violates the Hasse Principle is \( \gg C \frac{X}{\log(X)^\gamma} \).

(iii) Some degree \( n \) twist \( C_d \) violates the Hasse Principle.

That (ii) implies (iii) is immediate. For (iii) implies (i), a \( \mathbb{Q} \)-rational fixed point of \( \tau \) will remain rational on every twist. It now remains to prove (i) implies (ii). For this, we will require two results. The first is due to Granville and it provides an upper bound on the number of twists that have so-called “nontrivial” \( \mathbb{Q} \)-rational points. By nontrivial, Granville means a point that is not a fixed point of the superelliptic automorphism. In the absence
of any \( \mathbb{Q} \)-rational branch points, Granville’s results provides an upper bound on the number of twists which have any \( \mathbb{Q} \)-rational points at all. The second result is a strengthening of [CW18.2, Thm. 3]. It provides a lower bound on the number of twists of a curve that have points everywhere locally (and in fact shows that there are many such twists).

### 3.2 Bound on twists with nontrivial global points

The “global” step towards proving the main theorem is a result due to Granville. This results provides an upper bound on the number of twists with nontrivial \( \mathbb{Q} \)-rational points. It relies on the \( abc \) theorem to bound the height of the \( x \)-coordinate of a point that can appear on a twist \( C_d \).

#### 3.2.1 The \( abc \) conjecture

One of several equivalent statements of the \( abc \) conjecture over \( \mathbb{Q} \) is as follows:

**Conjecture 3.2.1 (\( abc \) Conjecture, Masser-Oesterlé)** For each \( \epsilon > 0 \), there exists a constant \( K \) depending only on \( \epsilon \) such that for all triples \( (a, b, c) \) of relatively prime integers with \( a + b = c \),

\[
\max (|a|, |b|, |c|) \leq K (\prod_{p \text{ prime}} p)^{1+\epsilon},
\]

The \( abc \) conjecture has numerous implications; most relevant to this work is that the \( abc \) conjecture, if true, allows one to count the number of \( n \)th power-free values achieved by a polynomial with integer coefficients.

#### 3.2.2 Granville’s Theorem

A theorem of Granville allows us to bound the number of \( n \)th power free integers \( d \in \mathbb{Z} \) with \( |d| \leq X \) and \( C_d \) having \( \mathbb{Q} \)-rational points which are not fixed by the superelliptic
automorphism \( \tau \).

**Theorem 3.2.2 (Granville, [Gr07, §11])** Assume that the abc-conjecture is true. Fix \( \epsilon > 0 \). Let \( f(x) \in \mathbb{Z}[x] \) have no repeated roots in \( \overline{\mathbb{Q}} \). Let \( d \in \mathbb{Z} \) be an \( n \)th power free integer. Any rational point on \( C_d : dy^n = f(x) \) with \( x \)-coordinate \( r/s \) where \( \gcd(r, s) = 1 \) satisfies

\[
|r|, |s| \ll_{f, \epsilon} |d|^{-(nk+i-1-\frac{\gcd(n,i)+1}{n-1})+\epsilon},
\]

where \( \deg(f) = nk + i \), \( 1 \leq i \leq n \).

As a consequence, we conclude that as \( X \to \infty \), the number of \( n \)th power free integers \( d \) with \( |d| \leq X \) for which \( C_d \) has a nontrivial rational point is

\[
\ll_f X^{2/(nk+i-1-\frac{\gcd(n,i)+1}{n-1})+\epsilon},
\]

If \( \frac{4n-2}{n-1} < \deg(f) \), then for sufficiently small \( \epsilon > 0 \), the number of \( n \)th power free \( d \in \mathbb{Z} \) with \( |d| \leq X \) such that \( C_d \) has a nontrivial rational point is \( X^a \) for some \( a < 1 \).

### 3.3 Bound on twists with points everywhere locally

With an eye towards eventually proving the main theorem for arbitrary number fields, in this section we prove that under a mild hypothesis, for a superelliptic curve \( C \) which has points everywhere locally, many of its twists have points everywhere locally.

**Lemma 3.3.1** Let \( C : y^n = f(x) \) be a superelliptic curve of genus \( g \geq 1 \) defined over a number field \( k \). Suppose \( C \) has points everywhere locally. For an element \( d \in \mathcal{O}_k \), let \( N(d) = |\mathcal{O}_k/(d)| \). As \( X \to \infty \), the number of non-associate elements \( \pi \in \mathcal{O}_k \) such that \( N(\pi) \leq X \) and \( C_\pi \) has points everywhere locally is \( \gg_{C,k} X/\log X \).

**Proof**: We begin by constructing a modulus \( \mathfrak{m} = \mathfrak{m}_0 \mathfrak{m}_\infty \) such that every prime ideal \( \mathfrak{p} \) that splits in the ray class field \( k^{(\mathfrak{m})} \) is principally generated by an element \( \pi \in \mathcal{O}_k \) having the property that \( C_\pi \cong_{k_\pi} C \) for every prime dividing \( \mathfrak{m}_0 \). Let \( (\pi) = \mathfrak{p} \mathfrak{O}_k \) denote a principal maximal ideal of \( \mathcal{O}_k \) with \( \pi \) satisfying \( \sigma(\pi) > 0 \) for every real embedding \( \sigma : k \hookrightarrow \mathbb{R} \). These
ideals are precisely those which split in the narrow Hilbert Class Field of $k$ ([Ja96, §3]).

For any place $v$ of $k$, if $\pi \in k_v^{*n}$, then $C_\pi \cong C$ over $k_v$. Thus, if $k_v$ is any archimedean completion of $k$ then $C_\pi \cong C$ over $k_v$ and $C_\pi(k_v) \neq \emptyset$. From now on, $v$ will denote a finite place corresponding to a prime ideal $\mathfrak{L}_v$, $\mathcal{O}_v$ will denote the ring of integers of $k_v$, and $\mathbb{F}_q$ the finite field with $q$ elements will denote the residue field of $k_v$.

Let $M_1 \in \mathbb{Z}^+$ be such that $C_\pi$ extends to a smooth proper relative curve over $\mathcal{O}_v$ for every $v$ such that $\text{char}(\mathfrak{L}_v) > M_1$. Such an $M_1$ exists for any nice curve $C/\mathbb{k}$ by the openness of the smooth locus.

Suppose $\text{char}(\mathfrak{L}_v) > M := \max\{M_1, 4g^2 - 1, n\}$, $\mathfrak{L}_v \neq \mathfrak{p}$, and $\pi \notin k_v^{*n}$. Then the minimal regular model $C/\mathcal{O}_v$ is smooth. Fix an extension $k_v(\sqrt[n]{\pi})/k_v$ which contains an $n$th root of $\pi$. Over $k_v(\sqrt[n]{\pi})$, $C \cong C_\pi$. Since $k_v(\sqrt[n]{\pi})/k_v$ is unramified for any choice of an $n$th root of $\pi$, and formation of the minimal regular model commutes with étale base change ([Liu02, Prop. 10.1.17]), it follows that the minimal regular model $(C_\pi)/\mathcal{O}_v$ is smooth. By the Riemann hypothesis for curves over a finite field ([Si97, Thm. V.2.2]), since $q \geq 4g^2$, we have $C_\pi(\mathbb{F}_q) \neq \emptyset$, so by Hensel’s Lemma ([Ca67]) we have $C_\pi(k_v) \neq \emptyset$.

Suppose now $\text{char}(\mathfrak{L}_v) \leq M$ and $\mathfrak{L}_v \neq \mathfrak{p}$. For each $\mathfrak{L}_v$ there is some $\theta_v$ so that if $\pi \equiv 1 \pmod{\mathfrak{L}_v^{\theta_v}}$, then $\pi$ is an $n$th power in $k_v$ ([La13, p. 43]). We choose $m_0$ such that $\text{ord}_v(m_0) = \theta_v$ for each $\mathfrak{L}_v$ with $\text{char}(\mathfrak{L}_v) \leq M$ ([Ch09, Ch. 3, §2]). For each principal maximal prime $\mathfrak{p} = (\pi)$ splitting in $k^{(m)}$, $C_\pi \cong C$ over $k_v$ for $\text{char}(\mathfrak{L}_v) \leq M$, and thus $C_\pi(k_v) \neq \emptyset$.

Finally, suppose $\mathfrak{L}_v = \mathfrak{p}$. Let $P \in C(\overline{k})$ be a fixed point of $\tau$. We assume $\mathfrak{p}$ splits completely in $K = k(P)$. Then, if $\mathfrak{P}$ is a prime of $K$ lying above $\mathfrak{p}$, since $\mathfrak{p}$ splits completely, the completion $K_{\mathfrak{P}}$ has $[K_{\mathfrak{P}} : k_\mathfrak{P}] = 1$, thus $K$ embeds into $k_\mathfrak{P}$, and $P \in C_\pi(k_\mathfrak{P})$, so $C_\pi(k_\mathfrak{P}) \neq \emptyset$. We have imposed finitely many conditions on $\mathfrak{p}$, each requiring that $\mathfrak{p}$ splits completely in a certain number field. Letting $L$ be the Galois closure of the compositum of these finitely many number fields, we have that $C_\pi$ has points everywhere locally whenever $(\pi) = \mathfrak{p}$ splits.

21
completely in \( L \). By the Chebotarev density theorem ([LS96, Appendix]), this set of primes (which we will denote by \( S \) and use in the next theorem) has positive density in the set of \( \mathcal{O}_k \) primes. By Landau’s Prime Ideal Theorem ([La03]), the number of prime ideals \( p \) of \( \mathcal{O}_k \) with \( Np \leq X \) is asymptotic to \( X/\log X \).

\[ \square \]

In the case \( k = \mathbb{Q} \), having produced a positive density set of primes whose twists have points everywhere locally, we can construct a larger set of \( n \)th power free integers \( d \in \mathbb{Z} \) such that the twists \( C_d \) have points everywhere locally.

**Theorem 3.3.2** Let \( C : y^n = f(x) \) be a superelliptic curve of genus \( g \geq 1 \) defined over \( \mathbb{Q} \). Suppose \( C \) has points everywhere locally. The number of \( n \)th power free integers \( d \) with \( |d| \leq X \) such that \( C_d \) has points everywhere locally is \( \gg C \cdot X/\log(X)^\gamma \) for some \( 0 \leq \gamma < 1 \).

**Proof:** Denote the set of primes \( p \) constructed in Lemma 3.3.1 by \( S \). By construction this set has density \( 0 < \delta(S) < 1 \). Consider the set \( D \) consisting of \( n \)th power free integers \( d \), all of whose prime divisors are in \( S \). If \( n \) is even we further require that all elements of \( D \) be positive. We will show that for each \( d \in D \), the twist \( C_d \) has points everywhere locally.

If \( n \) is even then as \( d > 0 \) and \( C(\mathbb{R}) \neq \emptyset \), we have \( C_d(\mathbb{R}) \neq \emptyset \). If \( n \) is odd or if \( f(x) \) has a real root then \( C_d(\mathbb{R}) \neq \emptyset \) for every nonzero integer \( d \).

Next, let \( M \) be as in Lemma 3.3.1, and let \( \ell > M, \ell \nmid d \). If \( d \in \mathbb{Q}_\ell^* \), then \( C_d \) is isomorphic to \( C \) over \( \mathbb{Q}_\ell \), thus \( C_d(\mathbb{Q}_\ell) \neq \emptyset \). So assume \( d \notin \mathbb{Q}_\ell^* \). Then \( \mathbb{Q}_\ell(\sqrt[n]{d})/\mathbb{Q}_\ell \) is unramified, and as before we conclude that the minimal regular model \( (C_d)/\mathbb{Z}_\ell \) is smooth. Then by the Riemann Hypothesis for curves over a finite field, since \( \ell \geq 4g^2 \), \( C_d(\mathbb{F}_\ell) \neq \emptyset \), so by Hensel’s Lemma, we again have \( C_d(\mathbb{Q}_\ell) \neq \emptyset \).

For \( \ell < M \) and \( \ell \nmid d \), as \( d = p_1^{m_1} \cdots p_r^{m_r} \) with \( p_j \in \mathbb{Q}_\ell^* \) for all \( 1 \leq j \leq r \), \( d \in \mathbb{Q}_\ell^{x*} \), so \( C_d \) is isomorphic to \( C \) over \( \mathbb{Q}_\ell \), thus \( d(\mathbb{Q}_\ell) \neq \emptyset \).

Finally, consider \( C_d(\mathbb{Q}_p) \), where \( p|d \). Then \( p \in S \). By construction, for each \( p \in S \), \( p \) splits completely in \( K = \mathbb{Q}(P) \) where \( P \) is a fixed point of \( \tau \). As before, if \( \mathfrak{p} \) is a prime of
K lying above p, since p splits completely, the completion \( K_p \) has \([K_p : \mathbb{Q}_p] = 1\), thus K embeds into \( \mathbb{Q}_p \). Since \( P \) is a fixed point of \( \tau \), it is of the form \( P = (\alpha, 0) \), where \( \alpha \) is a root of the defining polynomial \( f(x) \). Thus \( K = \mathbb{Q}(\alpha) \subset \mathbb{Q}_p \). Then \( (\alpha, 0) \) is a \( \mathbb{Q}_p \)-rational point of every degree \( n \) twist of \( C \), so in particular \( C_d(\mathbb{Q}_p) \neq \emptyset \). Thus \( C_d \) has points everywhere locally for each \( d \in \mathcal{D} \).

Let \( \gamma = 1 - \delta(S) \). By [Ser76, Thm 2.4], we have that the number of \( d \in \mathcal{D} \) with \( |d| \leq X \) such that \( C_d \) has points everywhere locally is \( \gg \frac{X}{\log(X)} \). □

### 3.4 Proof of the Main Theorem

We now complete the proof of the main theorem:

Let \( C : y^n = f(x) \) be a superelliptic curve, where \( f(x) \) has coefficients in \( \mathbb{Z} \), distinct roots in \( \overline{\mathbb{Q}} \), no roots in \( \mathbb{Q} \), and \( \deg(f) > (4n - 2)/(n - 1) \). If \( C \) does not have points everywhere locally, write \( f(1) = d_1d_2^n \) where \( d_1, d_2 \in \mathbb{Z} \) and \( d_1 \) is \( n \)th power free. Then the curve \( C' := C_{d_1} \) (with model \( d_1y^n = f(x) \)) has the \( \mathbb{Q} \)-rational point \( (1, d_2) \) and hence has points everywhere locally. Applying Theorem 3.3.2 to \( C' \), we have that the number of \( n \)th power free integers \( d \) with \( |d| \leq X \) such that the twist \( C'_d \) of \( C' \) with points everywhere locally is \( \gg \frac{X}{\log(X)} \). As the twist \( C'_d \) is a twist of the original curve \( C \), we have that the number of \( n \)th power free integers \( d \) with \( |d| \leq X \) such that \( C_d \) has points everywhere locally is still \( \gg_{C} \frac{X}{\log(X)} \).

By 3.2.2, we have that the number of \( n \)th power free \( d \in \mathbb{Z} \) with \( |d| \leq X \) such that \( C_d(\mathbb{Q}) \neq \emptyset \) is \( \ll X^{2/3} \). Thus the number of \( n \)th power free \( d \) with \( |d| \leq X \) such that \( C_d \) violates the Hasse Principle is \( \gg_{C} \frac{X}{\log(X)} \). □
3.5 Asymptotic Bounds

Assuming the abc conjecture, Theorem 3.1.1 shows that the existence of any (equivalently infinitely many) Hasse Principle violations within a family of twists of a curve $C : y^n = f(x)$ depends on the degree of $f$ and whether $f$ possesses any $\mathbb{Q}$-rational roots. By more closely examining the local behavior of $f,$ we can provide more precise bounds on the number of twists violating the Hasse Principle.

Let $\mathcal{D}_C := \{n\text{th power free } d \in \mathbb{Z} : C_d \text{ has points everywhere locally}\}.$ For $X \geq 1,$ put $\mathcal{D}_C(X) = \#\mathcal{D}_C \cap [-X, X].$ We saw in Thm 3.3.2, that $\mathcal{D}_C(X) \gg \frac{X}{\log(X)^\gamma}$ for some $\gamma \in (0, 1).$ We will soon see that $\mathcal{D}_C(X)$ (and hence the number of Hasse Principle violations for $C$ with no $\mathbb{Q}$-rational branch points) depends on the density (within the set of all primes) of the set $\mathcal{S} = \{\ell \text{ prime} : f(x) \text{ has a root modulo } \ell\}.$ For the hyperelliptic case $n = 2,$ we can provide an unconditional upper bound on the number of twists having points everywhere locally in terms of the density $\delta$ of $\mathcal{S}.$ For $n \geq 2,$ when the density of $\mathcal{S}$ equals 1, we will show that, conditional on the abc conjecture, a positive density set of twists have points everywhere locally. Before proceeding we introduce some new terminology:

**Definition 3.5.1** We say a polynomial $f \in \mathbb{Z}[x]$ is weakly intersective if $\delta = 1.$

**Theorem 3.5.2** Let $C : y^n = f(x)$ be a superelliptic curve with $f(x) \in \mathbb{Z}[x]$ squarefree and weakly intersective. Then $\mathcal{D}_C(X) \gg_C X.$

As an immediate consequence of Theorem 3.5.2 we have the following corollary:

**Corollary 3.5.3** Let $C : y^n = f(x)$ be a superelliptic curve with $f(x) \in \mathbb{Z}[x]$ squarefree. If $C$ has no $\mathbb{Q}$-rational points fixed by $\tau$ and $\deg(f) > 5,$ then conditionally on the abc conjecture, as $X \to \infty,$ the number of degree $n$ twists of $C/\mathbb{Q}$ that violate the Hasse Principle is $\gg_C X.$

**Remark 3.5.4** Before proving Theorem 3.5.2, we will first show that if $f(x)$ is weakly intersective, then the set of primes $\ell$ for which $f(x)$ does not have a root $\pmod{\ell}$ is finite.
(This argument appears in [CW18.2]). Let \( f(x) = \sum_{j=1}^{n} a_j x^j \in \mathbb{Z}[x] \) have degree \( n \geq 2 \) and let \( \Delta \) be the discriminant of \( f \). Suppose \( f(x) \) has distinct roots in \( \overline{\mathbb{Q}} \) and let \( G \) denote the Galois group of \( f \).

For each prime \( \ell \nmid a_n \Delta \), the partition of \( n \) given by the cycle type of a Frobenius element \( \sigma_\ell \) at \( \ell \) coincides with a partition of \( n \) given by the degrees of the irreducible factors of the image of \( f \) in \( (\mathbb{Z}/\ell \mathbb{Z})[x] \). Since \( f(x) \) is weakly intersective, by the Frobenius Density Theorem ([LS96, §3]), every \( \sigma \in G \) has a fixed point, and thus \( f \) has a root \( \pmod{\ell} \) for every \( \ell \nmid a_n \Delta \).

By Hensel’s Lemma, \( f(x) \) has a root in \( \mathbb{Z}_\ell \) for all but finitely many \( \ell \).

Proof of 3.5.2: By the remark above, if \( f \) is weakly intersective, then \( f \) has a root modulo \( \ell \) for all but finitely many \( \ell \) and hence has a root in \( \mathbb{Z}_\ell \) for all but finitely many primes \( \ell \).

Therefore, the set \( \mathcal{P} \) of primes \( \ell \) such that \( C(\mathbb{Q}_\ell) = \emptyset \) is finite. For each \( \ell \in \mathcal{P} \), we have \( C_d(\mathbb{Q}_\ell) \neq \emptyset \) for any \( d \) lying in the same \( \mathbb{Q}_\ell \)-adic \( n \)th power class as \( f(1) \). The set of integers lying in any given \( \mathbb{Q}_\ell \)-adic \( n \)th power class is a nonempty union of congruence classes modulo \( \ell^{2v(n)} \) if \( \ell \) is odd and modulo \( 2^{4v(n)} \) if \( \ell = 2 \). By the Chinese Remainder Theorem there are \( a, N \in \mathbb{Z}^+ \) such that if \( d \equiv a \pmod{N} \), then \( C_d(\mathbb{Q}_\ell) \neq \emptyset \) for all primes \( \ell \). A result of Prachar ([Pr58]) guarantees that there is a positive density set of \( d \equiv a \pmod{N} \) which are squarefree (and thus \( n \)th power free), so long as \( a \in (\mathbb{Z}/N\mathbb{Z})^* \). If \( f \) has a real root, then \( C_d(\mathbb{R}) \neq \emptyset \) for all \( n \)th power free \( d \in \mathbb{Z} \). Otherwise, \( C_d(\mathbb{R}) \neq \emptyset \iff df(1) > 0 \). In either case, \( \mathcal{D}_C(X) \gg_f X \). (The implied constant depends on the discriminant of \( f \).) \( \square \)

In the hyperelliptic case, a slight modification of work of Sadek building on work of Lorenzini ([Lo90] and [Lo13]) yields the following unconditional result on the number of twists having points everywhere locally:

**Theorem 3.5.5** Let \( f(x) \in \mathbb{Z}[x] \) be squarefree of even degree with no \( \mathbb{Q} \)-rational hyperelliptic branch points. If \( f \) is not weakly intersective, let \( \beta = 1 - \delta \) so \( \beta \in (0, 1) \). Then for the hyperelliptic curve \( C : y^2 = f(x) \), we have \( \mathcal{D}_C(X) \ll_{C} X \frac{\log(X)^\beta}{\log(X)} \).
Proof: Let $\Delta$ be the discriminant of $f$ and let $E'$ be the set of all squarefree integers $d$ such that for all primes $p \mid d$, either $p \mid 2\Delta$ or $f$ has a root modulo $\ell$. Let $E$ be the set of all squarefree integers that do not lie in $E'$. Thus for all $d \in E$, here is an odd prime $\ell \mid d$ such that the image of $f$ in $\mathbb{Z}/\ell\mathbb{Z}$ is squarefree and $f$ has no root modulo $\ell$. By [Sa14, Cor. 4.2] this implies that $C_d(\mathbb{Q}_\ell) = \emptyset$. It follows that
$$D_C \subset E'.$$
Let $E'(X)$ be the number of $d \in E'$ with $|d| \leq X$. Then [Ser76, Thm. 2.4] implies that if $0 < \beta < 1$ then there is $c > 0$ such that $E'(X) \sim \frac{cX}{\log^\beta X}$. Thus $D_C \ll \frac{X}{\log(X)^\beta}$.

3.6 Unconditional Results

In this section, we provide an unconditional result on Hasse Principle violations in families of twists of certain superelliptic curves which map to curves of sufficiently large genus and few points. We adapt a theorem of Clark and Stankewicz ([CS18, Thm. 3]) and provide a proof of [Cl08, Thm. 4], to produce many twists which fail to have $k$-rational points and thus, combined with Lemma 3.3.1 yield many Hasse Principle violations within some families of twists.

**Theorem 3.6.1** Let $k$ be a number field containing the $p$th roots of unity where $p$ is prime. Let $C/k$ be a smooth, projective, geometrically integral curve, and let $\psi : C \to C$ be a $k$-rational automorphism of order $p$. Assume the following hold:

(i) $\{P \in C(k) : \psi(P) = P\} = \emptyset$.

(ii) $\{P \in C(\bar{k}) : \psi(P) = P\} \neq \emptyset$.

(iii) For some extension $L = k(d^{1/p})$, the twist $C_d$ has points everywhere locally.

(iv) The set $(C/\langle\psi\rangle)(k)$ is finite.

Then for all but finitely many $d$, the twisted curve $C_d$ has no $k$-rational points.

**Proof:** Let $L/k$ be a cyclic degree $p$ extension. As $k$ contains the $p$th roots of unity,
by Kummer Theory, $L = k(d^{1/p})$, for some $p$th power free $d \in k$. Let $Y := Y_L$ be the twist of $C$ by $\psi$ with respect to $L/k$. Then $\psi$ defines a $k$-rational automorphism on $Y$. Let $	heta : G_k \rightarrow Aut(C)$ be the 1-cocycle corresponding to the twist $Y$. For a generator $\sigma$ of the Galois group of $L/k$, we have $\theta(\sigma) = \psi^j$ for some $j = j_\sigma \in (\mathbb{Z}/p\mathbb{Z})^*$. We have that $Y/L \cong C/L$, and $\sigma$ acts on $Y(L)$ by $\sigma^*(P) = \psi^j\sigma(P)$. Thus, for all $P \in Y(A)$ (for any $k$-algebra $A$) we have
\[
\sigma^*\psi(\sigma^*)^{-1} = (\psi^j\sigma)\psi(\psi^j\sigma)^{-1} = (\psi^j\sigma)(\sigma^{-1}\psi^{-j}) = \psi^j(\sigma\psi^{-1})\psi^{-j} = \psi^j\psi\psi^{-j} = \psi
\]
We have natural maps
\[
\kappa : Y_L(k) \hookrightarrow C(L)
\]
and
\[
\lambda : C(L) \rightarrow (C/\langle\psi\rangle)(L)
\]
so that
\[
S_L := (\lambda \circ \kappa)(Y_L(k)) \subseteq (C/\langle\psi\rangle)(k) \text{ and } (C/\langle\psi\rangle)(k) = \psi(C(k)) \cup \bigcup_{L = k(d^{1/p})} S_L.
\]
For distinct degree $p$ extensions of $k$, $L_1$ and $L_2$, $P \in S_{L_1} \cap S_{L_2} \implies P \in C(L_1) \cap C(L_2) = C(k)$ (since $[L_i : k]$ is prime and the extensions are distinct, $L_1 \cap L_2 = k$). If $P \in S_L \cap C(k)$, then $P = \lambda(\kappa(Q))$ for some $Q \in Y_L(k)$. As $\lambda(\kappa(Q)) \in (C/\langle\psi\rangle)(L)$, $P$ is a fixed point of $\psi$, but by hypothesis, no such points are $k$-rational. Thus $S_{L_1} \cap S_{L_2} = \emptyset$ and $(C/\langle\psi\rangle)(k)$ is a disjoint union of the $S_L$. Since $(C/\langle\psi\rangle)(k)$ is finite, we conclude that there are only finitely many twists $Y_L$ which have $k$-rational points.

\begin{corollary}
Let $C : y^n = f(x)$ be a superelliptic curve defined over a number field $k$ with no $k$-rational superelliptic fixed points. Suppose $n = pN$ with $1 < N < n$ and $p$ prime, and that $k$ contains the $p$th roots of unity. Let $N(d) := |\mathcal{O}_k/(d)|$ denote the norm of $d$. Suppose that $Aut(C/\bar{k}) \cong \mu_n$ and that the curve $C^{(N)} : y^N = f(x)$ has finitely many $k$-rational points. Then as $X \rightarrow \infty$ the number of $N$th power free $d \in \mathcal{O}_k$ such that $C_d$ violates the Hasse Principle is $\gg_{C} \frac{X}{\log(X)}$. In particular, if the genus $g(C^{(N)}) \geq 2$ or if $C^{(N)}$ is an elliptic curve with finite Mordell-Weil rank over $k$, then $C$ has many twists violating
\end{corollary}
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the Hasse Principle.

**Proof:** We assume without loss of generality that $C$ has points everywhere locally over $k$. From Lemma 3.3.1, there is a set of non-associate, totally positive prime elements $\pi \in \mathcal{O}_k$ such that $C_\pi$ has points everywhere locally. We consider now the twists $C_d$ where $d = \pi^n$. As before, there is $M \in \mathbb{Z}^+$ (depending on $n$ and the genus and discriminant of $C$) such that for every prime ideal $\mathfrak{L}_v \neq (\pi)$, with $N\mathfrak{L}_v > M$, $C_d(k_v) \neq \emptyset$ (where $v$ is the finite place corresponding to $\mathfrak{L}_v$, and $k_v$ the completion of $k$ at $v$). For $\mathfrak{L}_v \neq (\pi)$ with $N\mathfrak{L}_v \leq M$, $\pi$, and hence $d$ is an $n$th power in $k_v$, thus $C/_{k_v} \cong (C_d)/_{k_v}$, so $(C_d)/_{k_v} \neq \emptyset$. Finally, for $\mathfrak{L}_v = (\pi)$, by construction $k_v$ contains a root of $f(x)$, and so $(C_d)/_{k_v} \neq \emptyset$ for every twist of $C$.

We take for $\langle \psi \rangle$ in Theorem 3.6.1 the unique subgroup of order $p$ in $Aut(C/\bar{k})$. Then $(C/\langle \psi \rangle) \cong C^{(N)}$. By Theorem 3.6.1, only finitely many of the degree $p$-twists $C_d$, $d = \pi^n$ have $k$-rational points. □

3.6.1 Examples of the unconditional result

Examples satisfying the hypotheses of Cor 3.6.2 include hyperelliptic curves of the form $y^2 = x^{2\ell} - A$, where $\ell \geq 5$ (or $\ell = 3,4$ and the genus 1 curve $y^2 = x^\ell - A$ has finitely many $k$-rational points) and $A$ is not an $2\ell$th power in $k$. In such cases, $y^2 = x^\ell - A$ has finitely many points, so by Thm. 3.6.1, only finitely many quadratic twists of $y^2 = x^{2\ell} - A$ (with respect to the automorphism $\tau(x, y) = (x, \zeta_\ell y)$) have $k$-rational points.

Additional examples include superelliptic curves defined by $y^4 = f(x)$ where $\deg(f) = 2m > 4$ (or $\deg(f) = 4$ and $y^2 = f(x)$ is of genus 1 and has only finitely many points $k$-rational points) and $f(x) \in k[x]$ has no $k$-rational roots. As the hyperelliptic curve $y^2 = f(x)$ has only finitely many rational points, there are only finitely many quadratic twists corresponding to the automorphism $(x, y^2) \mapsto (x, -y^2)$ which have $k$-rational points.

28
Appendix A

Varga’s Theorem in Number Fields

A.1 Introduction

In this appendix, we include (with few changes) [CW18.1], joint work with P.L. Clark. In this work we contribute to the study of solution sets of systems of polynomial equations over a finite local principal ring when the input is restricted to some subset of the ring and the output is relaxed. In particular we generalize L. Varga’s result on on solutions of polynomial equations with binary input variables and relaxed output variables to arbitrary number fields. We first state the following recent result to give an idea of the setting and scope of our work.

Let $n, a_1, \ldots, a_n \in \mathbb{Z}^+$ and $1 \leq N \leq \sum_{i=1}^{n} a_i$. Put

$$m(a_1, \ldots, a_n; N) = \begin{cases} 1 & \text{if } N < n \\ \min \prod_{i=1}^{n} y_i & \text{if } n \leq N \leq \sum_{i=1}^{n} a_i \end{cases}$$

the minimum is over $(y_1, \ldots, y_n) \in \mathbb{Z}^n$ with $1 \leq y_i \leq a_i$ for all $i$ and $\sum_{i=1}^{n} y_i = N$. 
Theorem A.1.1 ([Cl18, Thm. 1.7]) Let $R$ be a Dedekind domain, and let $p$ be a maximal ideal in $R$ with finite residue field $R/p \cong \mathbb{F}_q$. Let $n, r, v_1, \ldots, v_r \in \mathbb{Z}^+$. Let $A_1, \ldots, A_n, B_1, \ldots, B_r \subset R$ be nonempty subsets each having the property that no two distinct elements are congruent modulo $p$. Let $r, v_1, \ldots, v_r \in \mathbb{Z}^+$. Let $P_1, \ldots, P_r \in R[t_1, \ldots, t_n]$ be nonzero polynomials, and put $$z^B_A := \# \{ x \in \prod_{i=1}^n A_i \mid \forall 1 \leq j \leq m \ P_j(x) \in B_j \pmod{p^{v_j}} \}.$$ Then $z^B_A = 0$ or $$z^B_A \geq m \left( \#A_1, \ldots, \#A_n; \sum_{i=1}^n \#A_i - \sum_{j=1}^r (q^{v_j} - \#B_j) \deg(P_j) \right).$$

Remark A.1.2 For every finite local principal ring $r$, there is a number field $K$, a prime ideal $p$ of the ring of integers $\mathbb{Z}_K$ of $K$, and $v \in \mathbb{Z}^+$ such that $r \cong \mathbb{Z}_K/p^v$ [Ne71], [BC15]. Henceforth we will work in the setting of residue rings of $\mathbb{Z}_K$.

If in Theorem A.1.1 we take $v_1 = \cdots = v_r = 1$, $A_i = \mathbb{F}_q$ for all $i$ and $B_j = \{0\}$ for all $j$, then we recover a result of E. Warning.

Theorem A.1.3 (Warning’s Second Theorem [Wa35])

Let $P_1, \ldots, P_r \in \mathbb{F}_q[t_1, \ldots, t_n]$ be nonzero polynomials, and let $$z = \# \{ x = (x_1, \ldots, x_n) \in \mathbb{F}_q^n \mid P_1(x) = \cdots = P_r(x) = 0 \}.$$ Then $z = 0$ or $z \geq q^n - \sum_{j=1}^n \deg(P_j)$. By Remark A.1.2, we may write $\mathbb{F}_q$ as $\mathbb{Z}_K/p$ for a suitable maximal ideal $p$ in the ring of integers $\mathbb{Z}_K$ of a suitable number field $K$. Having done so, Theorem A.1.3 can be interpreted in terms of solutions to a congruence modulo $p$, whereas Theorem A.1.1 concerns congruences modulo powers of $p$. At the same time, we are restricting the input variables $x_1, \ldots, x_n$ to
lie in certain subsets $A_1, \ldots, A_n$ and also relaxing the output variables: we do not require that $P_j(x) = 0$ but only that $P_j(x)$ lies in a certain subset $B_j$ modulo $p^{v_j}$.

There is however a tradeoff: Theorem A.1.1 contains the hypothesis that no two elements of any $A_i$ (resp. $B_j$) are congruent modulo $p$. Thus, whereas when $v_j = 1$ for all $j$ we are restricting variables by choice – e.g. we could take each $A_i$ to be a complete set of coset representatives for $p$ in $\mathbb{Z}_K$ as done above – when $v_j > 1$ we are restricting variables by necessity – we cannot take $A_i$ to be a complete set of coset representatives for $p^{v_j}$ in $\mathbb{Z}_K$.

We would like to have a version of Theorem A.1.1 in which the $A_i$’s can be any nonempty finite subsets of $\mathbb{Z}_K$ and the $B_j$ can be any nonempty finite subsets of $\mathbb{Z}_K$ containing $\{0\}$. However, to do so the degree conditions need to be modified in order to take care of the “arithmetic” of the rings $\mathbb{Z}_K/p^{d_j}$. In general this seems like a difficult – and worthy – problem.

An interesting special case was resolved in recent work of L. Varga [Va14]. His degree bound comes in terms of a new invariant of a subset $B \subset \mathbb{Z}/p^{d_j}\mathbb{Z}\setminus\{0\}$ called the price of $B$ and denoted $\text{pr}(B)$ that makes interesting connections to the theory of integer-valued polynomials.

**Theorem A.1.4** (Varga [Va14, Thm. 6]) Let $P_1, \ldots, P_r \in \mathbb{Z}[t_1, \ldots, t_n]\setminus\{0\}$ be polynomials without constant terms. For $1 \leq j \leq r$, let $d_j \in \mathbb{Z}^+$, and let $B_j \subset \mathbb{Z}/p^{d_j}\mathbb{Z}$ be a subset containing $0$. If 

$$\sum_{j=1}^{r} \deg(P_j) \text{pr}(\mathbb{Z}/p^{d_j}\mathbb{Z}\setminus B_j) < n,$$

then

$$\# \{ x \in \{0,1\}^n | \forall 1 \leq j \leq r, P_j(x) \in B_j \ (\text{mod } p^{d_j}) \} \geq 2.$$

In this note we will revisit and extend Varga’s work. Here is our main result.

**Theorem A.1.5** Let $K$ be a number field of degree $N$, and let $e_1, \ldots, e_N$ be a $\mathbb{Z}$-basis for $\mathbb{Z}_K$. Let $p$ be a nonzero prime ideal of $\mathbb{Z}_K$, and let $d_1, \ldots, d_r \in \mathbb{Z}^+$. Let $P_1, \ldots, P_r \in \mathbb{Z}_K[t_1, \ldots, t_n]$
be nonzero polynomials without constant terms. For each $1 \leq j \leq r$, there are unique 
\( \{\varphi_{j,k}\}_{1 \leq k \leq N} \in \mathbb{Z}[t_1, \ldots, t_n] \) such that
\[
P_j(t) = \sum_{k=1}^{N} \varphi_{j,k} e_j.
\] (A.1)

For $1 \leq j \leq r$, let $B_j$ be a subset of $\mathbb{Z}_K/p^{d_j}$ that contains $0 \pmod{p^{d_j}}$. Let
\[
S := \sum_{j=1}^{r} \left( \sum_{k=1}^{N} \deg(\varphi_{j,k}) \right) \text{pr}(\mathbb{Z}_K/p^{d_j} \setminus B_j).
\]

Then
\[
\#\{x \in \{0, 1\}^n \mid \forall 1 \leq j \leq r, P_j(x) \pmod{p^{d_j}} \in B_j \} \geq 2^{n-S}.
\]

Thus we extend Varga’s Theorem A.1.4 from $\mathbb{Z}$ to $\mathbb{Z}_K$ and refine the bound on the number of solutions.

In §A.2 we discuss the price of a subset of $\mathbb{Z}_K/p^d$. It seems to us that Varga’s definition of the price has minor technical flaws: as we understand it, he tacitly assumes that for an integer-valued polynomial $f \in \mathbb{Q}[t]$ and $m, n \in \mathbb{Z}$, the output $f(n)$ modulo $m$ depends only on the input modulo $m$. This is not true: for instance if $f(t) = \frac{t(t-1)}{2}$, then $f(n)$ modulo 2 depends on $n$ modulo 4, not just modulo 2. So we take up the discussion from scratch, in the context of residue rings of $\mathbb{Z}_K$.

The proof of Theorem A.1.5 occupies §A.3. After setting notation in §A.3.1 and developing some preliminaries on multivariate Gregory-Newton expansions in §A.3.2, the proof proper occurs in §A.3.3.
A.2 The Price

Consider the ring of integer-valued polynomials

\[ \text{Int}(\mathbb{Z}_K, \mathbb{Z}_K) = \{ f \in K[t] \mid f(\mathbb{Z}_K) \subset \mathbb{Z}_K \}. \]

We have inclusions of rings

\[ \mathbb{Z}_K[t] \subset \text{Int}(\mathbb{Z}_K, \mathbb{Z}_K) \subset K[t]. \]

Let

\[ m(p, 0) := \{ f \in \text{Int}(\mathbb{Z}_K, \mathbb{Z}_K) \mid f(0) \equiv 0 \pmod{p} \}. \]

Observe that \( m(p, 0) \) is the kernel of a ring homomorphism \( \text{Int}(\mathbb{Z}_K, \mathbb{Z}_K) \to \mathbb{Z}_K/p: \) first evaluate \( f \) at 0 and then reduce modulo \( p \). So \( m(p, 0) \) is a maximal ideal of \( \text{Int}(\mathbb{Z}_K, \mathbb{Z}_K) \).

We put

\[ U(p, 0) := \text{Int}(\mathbb{Z}_K, \mathbb{Z}_K) \setminus m(p, 0) = \{ f \in \text{Int}(\mathbb{Z}_K, \mathbb{Z}_K) \mid f(0) \not\in p \}. \]

Let \( d \in \mathbb{Z}^+ \), and let \( B \) be a subset of \( \mathbb{Z}_K/p^d \). We say that \( h \in U(p, 0) \) covers \( B \) if: for all \( b \in \mathbb{Z}_K \) such that \( b \pmod{p^d} \in B \), we have \( h(b) \in p \).

**Definition A.2.1** The price of \( B \), denoted \( \text{pr}(B) \), is the least degree of a polynomial \( h \in U(p, 0) \) that covers \( B \), or \( \infty \) if there is no such polynomial.

**Remark A.2.2**

a) If \( B_1, B_2 \) are subsets of \( \mathbb{Z}_K/p^d \setminus \{0\} \), then

\[ \text{pr}(B_1 \cup B_2) \leq \text{pr}(B_1) + \text{pr}(B_2) : \]

If for \( i = 1, 2 \) the polynomial \( h_i \in U(p, 0) \) covers \( B_i \) and has degree \( d_i \), then \( h_1 h_2 \in U(p, 0) \) covers \( B_1 \cup B_2 \) and has degree \( d_1 + d_2 \).
b) If \(0 \equiv (\text{mod } p^d) \in B\), then \(\text{pr}(B) = \infty\):

Since \(0 \in B\) we need \(h(0) \in p\), contradicting \(h \in \mathcal{U}(p, 0)\).

c) If \(d = 1\), then for any subset \(B \subset \mathbb{Z}_K/p \setminus \{0\}\), we have \(\text{pr}(B) \leq \#B\):

Let \(\overline{B}\) be any lift of \(B\) to \(\mathbb{Z}_K\). Then

\[
h = \prod_{x \in \overline{B}} (t - x) \in \mathbb{Z}_K[t] \subset \text{Int}(\mathbb{Z}_K, \mathbb{Z}_K)
\]

covers \(B\) and has degree \(\#B\). Note that here we use polynomials with \(\mathbb{Z}_K\)-coefficients. It is clear that \(\#B\) is the minimal degree of a covering polynomial \(h\) with \(\mathbb{Z}_K\)-coefficients: we can then reduce modulo \(p\) to get a polynomial in \(\mathbb{F}_q[t]\) that we want to be 0 at the points of \(B\) and nonzero at 0, so of course it must have degree at least \(\#B\).

d) If we assume no element of \(B\) is 0 modulo \(p\), let \(\overline{B}\) be the image of \(B\) under the natural map \(\mathbb{Z}_K/p^d \to \mathbb{Z}_K/p \cong \mathbb{F}_q\); then our assumption gives \(0 \notin \overline{B}\). Above we constructed a polynomial \(h \in \mathbb{Z}_K[t]\) of degree \(\#B\) such that \(h(0) \notin p\) and for all \(x \in \mathbb{Z}_K\) such that \(x \equiv (\text{mod } p) \in B\), we have \(h(x) \in p\). This same polynomial \(h\) covers \(B\) and shows that \(\text{pr}(B) \leq \text{pr}(\overline{B}) \leq \#B\).

For \(B \subset \mathbb{Z}_K/p^d \setminus \{0\}\) we define \(\kappa(B) \in \mathbb{Z}^+\), as follows. For \(1 \leq i \leq d\) we will recursively define \(B_i \subset \mathbb{Z}_K/p^i \setminus \{0\}\) and \(k_{i-1} \in \mathbb{N}\).

- Put \(B_d = B\), and let \(k_{d-1}\) be the number of elements of \(B_d\) that lie in \(p^{d-1}\).
- Having defined \(B_i\) and \(k_{i-1}\), we let \(B_{i-1}\) be the set of \(x \in \mathbb{Z}_K/p^{i-1}\) such that there are more than \(k_{i-1}\) elements of \(B_i\) mapping to \(x\) under reduction modulo \(p^{i-1}\). We let \(k_{i-2}\) be the number of elements of \(B_{i-1}\) that lie in \(p^{i-2}\).

Notice that \(0 \notin B_i\) for all \(i\): indeed, \(B_i\) is defined as the set of elements \(x\) such that the fiber under the map \(\mathbb{Z}_K/p^{i+1} \to \mathbb{Z}_K/p_i\) has more elements of \(B_{i+1}\) than does the fiber over 0. We
\[ \kappa(B) := \sum_{i=0}^{d-1} k_i q^i. \]

**Lemma A.2.3** We have \( \kappa(B) \leq q^d - 1. \)

**Proof:** Each \( k_i \) is a set of elements in a fiber of a \( q \)-to-1 map, so certainly \( k_i \leq q \). In order to have \( k_i = q \), then \( B_{i+1} \) would need to contain the entire fiber over \( 0 \in \mathbb{Z}_K/p^i \), but this fiber includes \( 0 \in \mathbb{Z}_K/p^{i+1} \), which as above does not lie in \( B_{i+1} \). So

\[ \kappa(B) = \sum_{i=0}^{d-1} k_i q^i \leq \sum_{i=0}^{d-1} (q-1)q^i = q^d - 1. \]

**Theorem A.2.4** For any subset \( B \subset \mathbb{Z}_K/p^d \setminus \{0\} \), we have \( \text{pr}(B) \leq \kappa(B) \).

**Proof:** Step 1: For \( r \geq 1 \), let \( A = \{a_1, \ldots, a_{q^d-1}\} \subset \mathbb{Z}_K/p^d \) be a complete residue system modulo \( p^{d-1} \) none of whose elements lie in \( p^d \). We will show how to cover \( A \) with \( f \in \mathcal{U}(p, 0) \) of degree \( q^{d-1} \). We denote by \( v_p \) the \( p \)-adic valuation on \( K \). Let \( \lambda \in \mathbb{Z}_K \) be an element with \( v_p(\lambda) = \sum_{j=0}^{d-2} q^j \), and let \( \beta \in \mathbb{Z}_K \) be an element such that \( v_p(\beta) = 0 \) and for all nonzero prime ideals \( \mathfrak{q} \neq p \) of \( \mathbb{Z}_K \), we have \( v_{\mathfrak{q}}(\beta) \geq v_{\mathfrak{q}}(\lambda) \). (Such elements exist by the Chinese Remainder Theorem.) Put

\[ g_A(t) := \prod_{j=1}^{q^d-1} (t - a_j) \in \mathbb{Z}_K[t], \quad h_A(t) := \frac{\beta}{\lambda} g_A(t) \in K[t]. \]

For all \( x \in \mathbb{Z}_K \), \( \{x - a_1, \ldots, x - a_{q^d-1}\} \) is a complete residue system modulo \( p^{d-1} \), so in \( \prod_{j=1}^{q^d-1} (x - a_j) \), for all \( 0 \leq j \leq d - 1 \) there are \( q^{d-1-j} \) factors in \( \mathfrak{p}^j \), so \( v_p(g_A(x)) \geq \sum_{j=0}^{d-2} q^j \) and thus \( v_p(h_A(x)) \geq 0 \). For any prime ideal \( \mathfrak{q} \neq p \) of \( \mathbb{Z}_K \), both \( v_{\mathfrak{q}}(g_A(x)) \) and \( v_{\mathfrak{q}}(\frac{\beta}{\lambda}) \) are non-negative, so \( v_{\mathfrak{q}}(h_A(x)) \geq 0 \). Thus \( h_A \in \text{Int} \mathbb{Z}_K \). Moreover the condition that no \( a_j \) lies in \( p^d \) ensures that \( v_p(g_A(0)) = \sum_{j=0}^{d-2} q^j \), so \( h_A \in \mathcal{U}(p, 0) \). If \( x \in \mathbb{Z}_K \) is such that \( x \equiv a_j \) (mod \( p^d \)) for some \( j \), then \( v_p(x - a_j) \geq d \). Since in the above lower bounds of \( v_p(g_A(x)) \) we
obtained a lower bound of at most $d - 1$ on the $p$-adic valuation of each factor, this gives an extra divisibility and shows that $v_p(h_A(x)) \geq 0$. Thus $h_A$ covers $A$ with price at most $q^{d-1}$.

Step 2: Now let $B \subset \mathbb{Z}_K/p^d \{0\}$. The number of elements of $B$ that lie in $p^d$ is $k_{d-1}$. For each of these elements $x_i$ we choose a complete residue system $A_i$ modulo $p^d$ containing it; since no $x_i$ lies in $p^d$ this system satisfies the hypothesis of Step 1, so we can cover each $A_i$ with price at most $q^{d-1}$ and thus (using Remark A.2.2a)) all of the $A_i$’s with price at most $k_{d-1}q^{d-1}$. However, by suitably choosing the $A_i$’s we can cover many other elements as well. Indeed, because we are choosing $k_{d-1}$ complete residue systems modulo $p^d$, we can cover every element $x$ that is congruent modulo $p^d$ to at most $k_{d-1}$ elements of $B$. By definition of $B_{d-1}$, this means that we can cover all elements of $B$ that do not map modulo $p^d$ into $B_{d-1}$. Now suppose that we can cover $B_{d-1}$ by $h \in U(p,0)$ of degree $\kappa'$. This means that for every $x \in \mathbb{Z}_K$ such that $x \pmod{p^{d-1}}$ lies in $B_{d-1}$, $h(x) \in p$. But then every element of $B$ whose image in $p^{d-1}$ lies in $B_{d-1}$ is covered by $h$, so altogether we get

$$\text{pr}(B) \leq k_{d-1}q^{d-1} + \text{pr}(B_{d-1}).$$

Now applying the same argument successively to $B_{d-1}, \ldots, B_1$ gives

$$\text{pr}(B_i) \leq k_{i-1}q^{i-1} + \text{pr}(B_{i-1})$$

and thus

$$\text{pr}(B) \leq \sum_{i=0}^{d-1} k_iq^i = \kappa(B). \square$$
A.3 Proof of the Main Theorem

A.3.1 Notation

Let \( K \) be a number field of degree \( N \), and let \( e_1, \ldots, e_N \) be a \( \mathbb{Z} \)-basis for \( \mathbb{Z}_K \). A \( \mathbb{Z} \)-basis for \( \mathbb{Z}_K[t_1, \ldots, t_n] \) is given by \( e_j t^I \) as \( j \) ranges over elements of \( \{1, \ldots, N\} \) and \( I \) ranges over elements of \( \mathbb{N}^n \). So for any \( f \in \mathbb{Z}_K[t_1, \ldots, t_n] \), we may write

\[
f = \varphi_1(t_1, \ldots, t_n)e_1 + \cdots + \varphi_N(t_1, \ldots, t_n)e_N, \quad \varphi_i \in \mathbb{Z}[t_1, \ldots, t_n]. \tag{A.2}
\]

Then we have

\[
\deg f = \max_i \deg \varphi_i.
\]

For a subset \( B \subset \mathbb{Z}_K/p^d \), we put

\[
\overline{B} = \mathbb{Z}_K/p^d \setminus B.
\]

A.3.2 Multivariable Newton Expansions

Lemma A.3.1

If \( f \in \mathbb{Q}[t] \) is a polynomial and \( f(\mathbb{N}) \subset \mathbb{Z} \), then \( f(\mathbb{Z}) \subset \mathbb{Z} \).

Proof: See e.g. [CC97, p. 2].

Theorem A.3.2

Let \( f \in K[t] \).

a) There is a unique function \( \alpha_\bullet(f) : \mathbb{N}^N \to K, \ \underline{t} \mapsto \alpha_{\underline{t}}(f) \) such that

(i) we have \( \alpha_{\underline{t}}(f) = 0 \) for all but finitely many \( \underline{t} \in \mathbb{N}^N \), and

(ii) for all \( x = x_1 e_1 + \cdots + x_N e_N \in \mathbb{Z}_K \), we have

\[
f(x) = \sum_{\underline{t} \in \mathbb{N}^N} \alpha_{\underline{t}}(f) \begin{pmatrix} x_1 \\ r_1 \\ \vdots \\ x_N \\ r_N \end{pmatrix}.
\tag{A.3}
\]
b) The following are equivalent:

(i) We have \( f \in \text{Int}(\mathbb{Z}_K, \mathbb{Z}_K) \).

(ii) For all \( r \in \mathbb{N}^N \), \( \alpha_r(f) \in \mathbb{Z}_K \).

We call the \( \alpha_r(f) \) the **Gregory-Newton coefficients** of \( f \).

**Proof**: Step 1: Let \( f \in K[t] \). Let \( e_1, \ldots, e_N \) be a \( \mathbb{Z} \)-basis for \( \mathbb{Z}_K \). We introduce new independent indeterminates \( t_1, \ldots, t_N \) and make the substitution

\[
t = \sum_{k=1}^{N} e_k t_k
\]

to get a polynomial

\[
\tilde{f} \in K[t].
\]

This polynomial induces a map \( K^N \to K \) hence, by restriction, a map \( \mathbb{Z}^N \to K \). For \( x = (x_1, \ldots, x_N) \in \mathbb{Z}^N \), write \( x = x_1 e_1 + \ldots + x_N e_N \in \mathbb{Z}_K \). Then we have

\[
\tilde{f}(x) = f(x).
\]

Let \( \mathcal{M} = \text{Maps}(\mathbb{Z}^N, K) \) be the set of all such functions, and let \( \mathcal{P} \) be the \( K \)-subspace of \( \mathcal{M} \) consisting of functions obtained by evaluating a polynomial in \( K[t] \) on \( \mathbb{Z}^N \), as above. By the CATS Lemma [Cl14, Thm. 12], the map \( K[t] \to \mathcal{P} \) is an isomorphism of \( K \)-vector spaces. Henceforth we will identify \( K[t] \) with \( \mathcal{P} \) inside \( \mathcal{M} \).

Step 2: For all \( 1 \leq k \leq N \), we define a \( K \)-linear endomorphism \( \Delta_k \) of \( \mathcal{M} \), the **kth partial difference operator**:

\[
\Delta_k(g) : x \in \mathbb{Z}^N \mapsto g(x + e_k) - g(x).
\]

These endomorphisms all commute with each other:

\[
(\Delta_i \circ \Delta_j)(g) = g(x + e_i + e_j) - g(x + e_j) - g(x + e_i) + g(x) = (\Delta_j \circ \Delta_i)(g).
\]
Let $\Delta_k^0$ be the identity operator on $\mathcal{M}$, and for $i \in \mathbb{Z}^+$, let $\Delta_k^i$ be the $i$-fold composition of $\Delta_k$. For $I = (i_1, \ldots, i_N) \in \mathbb{N}^N$, put

$$\Delta^I = \Delta^{i_1} \circ \cdots \circ \Delta^{i_N} \in \text{End}_K(\mathcal{M}).$$

When we apply $\Delta_k$ to a monomial $t^I$, we get another polynomial. More precisely, if $\deg_{t_k}(t^I) = 0$ then $\Delta_k t^I$ is the zero polynomial; otherwise

$$\deg_{t_k}(\Delta_k t^I) = (\deg_{t_k} t^I) - 1; \quad \forall l \neq k, \deg_{t_l}(\Delta_k t^I) = \deg_{t_l} t^I.$$

Thus for each $f \in \mathcal{P}$, for all but finitely many $I \in \mathbb{N}^N$, we have that $\Delta^I(f) = 0$.

For the one variable difference operator, we have

$$\Delta\left(\begin{array}{c} x \\ r \end{array}\right) = \left(\begin{array}{c} x + 1 \\ r \end{array}\right) - \left(\begin{array}{c} x \\ r \end{array}\right) = \left(\begin{array}{c} x \\ r - 1 \end{array}\right).$$

From this it follows that for $I, \underline{i} \in \mathbb{N}^N$ we have

$$\Delta^I\left(\begin{array}{c} x_1 \\ r_1 \\
\vdots \\
x_N \\ r_N \end{array}\right)(\underline{0}) = \left(\begin{array}{c} 0 \\ r_1 - i_1 \\
\vdots \\
0 \\ r_N - i_N \end{array}\right) = \delta_{\underline{i},I} \quad (A.4)$$

So if $\beta : \mathbb{N}^N \to K$ is any finitely nonzero function then for all $I \in \mathbb{N}^N$ we have

$$\Delta^I\left(\sum_{\underline{i} \in \mathbb{N}^N} \beta_{\underline{i}}\left(\begin{array}{c} x_1 \\ r_1 \\
\vdots \\
x_N \\ r_N \end{array}\right)(\underline{0}) = \beta_I, \quad (A.5)$$

and thus there is at most one such function satisfying (A.3), namely

$$\alpha(f) : \underline{i} \mapsto \Delta^\underline{i}(f)(\underline{0}).$$
So for any \( f \in \mathcal{M} \) and \( r \in \mathbb{N}^N \), we define the **Gregory-Newton coefficient**

\[
\alpha_r(f) := \Delta^r(f)(0) \in K.
\]

We may view the assignment of the package \( \{\alpha_r(f)\}_{r \in \mathbb{N}^N} \) of Gregory-Newton coefficients to \( f \in \mathcal{M} \) as a \( K \)-linear mapping

\[
\mathcal{M} \to K^{\mathbb{N}^N}.
\]

If we put \( \mathcal{M}^+ = \text{Maps}(\mathbb{N}^N, K) \), then we get a factorization

\[
\mathcal{M} \to \mathcal{M}^+ \xrightarrow{\alpha} K^{\mathbb{N}^N},
\]

where the first map restricts from \( \mathbb{Z}^N \) to \( \mathbb{N}^N \), and the factorization occurs because the Gregory-Newton coefficients depend only on the values of \( f \) on \( \mathbb{N}^N \). We make several observations:

**First Observation**: The map \( \alpha \) is an isomorphism. Indeed, knowing all the successive differences at 0 is equivalent to knowing all the values on \( \mathbb{N}^N \), and all possible packages of Gregory-Newton coefficients arise. Namely, let \( S_n \) be the assertion that for all \( x \in \mathbb{N}^N \) with \( \sum_k x_k = n \) and all \( f \in \mathcal{M} \), then \( f(x) \) is a \( \mathbb{Z} \)-linear combination of its Gregory-Newton coefficients. The case \( n = 0 \) is clear: \( f(0) = \alpha_0(f) \). Suppose \( S_n \) holds for \( n \), let \( x \in \mathbb{N}^N \) be such that \( \sum_k x_k = n + 1 \), and choose \( k \) such that \( x = y + e_k \); thus \( \sum_k y_k = n \). Then

\[
f(x) = f(y) + \Delta_k f(y).
\]

By induction, \( f(y) \) is a \( \mathbb{Z} \)-linear combination of the Gregory-Newton coefficients of \( f \) and \( \Delta_k f(y) \) is a \( \mathbb{Z} \)-linear combination of the Gregory-Newton coefficients of \( \Delta_k f \). But every Gregory-Newton coefficient of \( \Delta_k f \) is also a Gregory-Newton coefficient of \( f \), completing the
induction.

**Second Observation:** The composite map

\[ K[t] \to M \to M^+ \overset{\alpha}{\to} K^{\mathbb{N}^N} \]

is an injection. Indeed, the kernel of \( M \to K^{\mathbb{N}^N} \) is the set of functions that vanish on \( \mathbb{Z}^N \setminus \mathbb{N}^N \). In particular, any element of the kernel vanishes on the infinite Cartesian subset \((\mathbb{Z}^<0)^N\) and thus by the CATS Lemma is the zero polynomial.

**Third Observation:** For a subring \( R \subset K \) and \( f \in M \), we have \( f(\mathbb{N}^N) \subset R \) iff all of the Gregory-Newton coefficients of \( f \) lie in \( R \). This is a consequence of the First Observation: the Gregory-Newton coefficients are \( \mathbb{Z} \)-linear combinations of the values of \( f \) on \( \mathbb{N}^N \) and conversely.

**Step 3:** For \( F \in K[t] \), we define the **Newton expansion**

\[ T(F) = \sum_{r \in \mathbb{N}^N} \alpha_{\mathbb{Z}}(F) \begin{pmatrix} t_1 \\ r_1 \\ \vdots \\ t_N \\ r_N \end{pmatrix} \in K[t]. \]

This is a finite sum. Moreover, by definition of \( \alpha_{\mathbb{Z}}(F) \) and by (A.5) we get that for all \( r \in \mathbb{N}^N \),

\[ \alpha_{\mathbb{Z}}(T(F)) = \alpha_{\mathbb{Z}}(F). \]

It now follows from Step 2 that \( T(F) = F \in K[t] \). Applying this to the \( \tilde{f} \) associated to \( f \in K[t] \) in Step 1 completes the proof of part a).

**Step 4:** If we assume that \( f \in \text{Int}(\mathbb{Z}_K, \mathbb{Z}_K) \), then \( \tilde{f}(\mathbb{Z}^N) \subset \mathbb{Z}_K \) so all the Gregory-Newton coefficients lie in \( \mathbb{Z}_K \). Conversely, if all the Gregory-Newton coefficients of \( \tilde{f} \) lie in \( \mathbb{Z}_K \), then for \( x = x_1 e_1 + \ldots + x_N e_N \in \mathbb{Z}_K \), by Lemma A.3.1 and (A.3) we have \( f(x) = \tilde{f}(x_1, \ldots, x_N) \in \mathbb{Z}_K \), so \( f \in \text{Int}(\mathbb{Z}_K, \mathbb{Z}_K) \).
A.3.3 Proof of Theorem A.1.5

We begin by recalling the following result.

**Theorem A.3.3** Let $F$ be a field, and let $P \in F[t_1, \ldots, t_n]$ be a polynomial. Let

$$
U := \{ x \in \{0, 1\}^n \mid P(x) \neq 0 \}.
$$

Then either $\#U = 0$ or $\#U \geq 2^{n-\deg(P)}$.

**Proof:** This is a special case of a result of Alon-Füredi [AF93, Thm. 5].

We now turn to the proof of Theorem A.1.5. Put

$$
Z := \{ x \in \{0, 1\}^n \mid \forall 1 \leq j \leq r, P_j(x) \pmod{p^{d_j}} \in B_j \}.
$$

**Step 0:** If $q = \#\mathbb{Z}_K/p$ is a power of $p$, then we have $p^d \in p^d$. Therefore in (A.1) if we modify any coefficient of $\varphi_{j,k}(t)$ by a multiple of $p^d$, it does not change $P_j$ modulo $p^d$ and thus does not change the set $Z$. We may thus assume that every coefficient of every $\varphi_{j,k}$ is non-negative.

**Step 1:** For $w = \sum_{i=1}^k t_i$ a sum of monomials and $0 \leq r \leq k$, we put

$$
\Psi_r(w) := \sum_{1 \leq i_1 < i_2 < \ldots < i_r \leq k} t^{i_1} \cdots t^{i_r}.
$$

For $x \in \{0, 1\}^n$, we have $w(x) = \#\{1 \leq i \leq k \mid x_i = 1\}$, so

$$
\Psi_r(w)(x) = \binom{w(x)}{r}.
$$

For $f \in \mathbb{Z}_K[t_1, \ldots, t_n]$, write $f = \sum_{k=1}^N \varphi_k(t)e_k$ and suppose that all the coefficients of each
\(\varphi_k\) are non-negative – equivalently, each \(\varphi_k(t)\) is a sum of monomials. For \(r \in \mathbb{N}^N\), we put

\[
\Psi_r(f) := \Psi_{r_1}(\varphi_1) \cdots \Psi_{r_N}(\varphi_N) \in \mathbb{Z}[t].
\]

For \(h \in \text{Int}(\mathbb{Z}_K, \mathbb{Z}_K)\) with Gregory-Newton coefficients \(\alpha_r\), we put

\[
\Psi^h(f) := \sum_{r \in \mathbb{N}^N} \alpha_r \Psi_r(f) \in \mathbb{Z}_K[t].
\]

For \(x \in \{0, 1\}^n\), we have

\[
\Psi_r(x) = \prod_{k=1}^{N} \begin{pmatrix} \varphi_k(x) \\ r_k \end{pmatrix},
\]

so using (A.2) we get

\[
\Psi^h(f)(x) = h(\varphi_1(x)e_1 + \cdots + \varphi_N(x)e_N) = h(f(x)).
\]

**Step 2:** For \(1 \leq j \leq r\), let \(h_j \in \text{Int}(\mathbb{Z}_K, \mathbb{Z}_K)\) have degree \(\text{pr}(B_j)\) and cover \(\overline{B_j}\). Put

\[
F := \prod_{j=1}^{r} \Psi^{h_j}(P_j) \pmod{p} \in \mathbb{Z}_K/p[t] = \mathbb{F}_q[t].
\]

Note that

\[
\text{deg}(F) \leq \sum_{j=1}^{r} \text{deg} \Psi^{h_j}(P_j) \leq \sum_{j=1}^{r} \left( \text{deg}(h_j) \sum_{k=1}^{n} \text{deg}(\varphi_{j,k}) \right) = S.
\]

Here is the key observation: for \(x \in \{0, 1\}^n\), if \(F(x) \neq 0\), then for all \(1 \leq j \leq r\) we have

\(p \nmid \Psi^{h_j}(P_j)(x) = h_j(P_j(x))\), so \(P_j(x) \pmod{p^{d_j}} \notin \overline{B_j}\), and thus \(x \in \mathbb{Z}\).
Step 3: For all $1 \leq j \leq r$ we have $P_j(0) = 0$ and $h_j \in \mathcal{U}(p,0)$, so $h_j(0) \not\in p$, so

$$F(0) = \prod_{j=1}^{r} \Psi_j^h(P_j(0)) = \prod_{j=1}^{r} h_j(P_j(0)) \pmod{p} = \prod_{j=1}^{r} h_j(0) \pmod{p} \neq 0.$$ 

Applying Alon-Füredi to $F$, we get

$$\#Z \geq \#\{ x \in \{0,1\}^n \mid F(x) \neq 0 \} \geq 2^{n - \deg F} \geq 2^{n - S},$$

completing the proof of Theorem A.1.5.
Appendix B

Euclid-Mullin-like Sequences

In this appendix, we include joint work with J. Clark ([CWxx]) in which we study variations on the second Euclid-Mullin sequence, an infinite sequence of primes which arises from a variation on Euclid’s proof of the infinitude of primes. Booker showed this sequence omits infinitely many primes. Pollack and Treviño reproved the result using completely elementary means. We adapt the Pollack and Treviño argument to show certain related sequences also omit infinitely many primes.

B.1 Introduction

One version of Euclid’s well-known proof of the infinitude of primes is as follows: Start with \( q_1 = 2 \). With a list of primes \( q_1, \ldots, q_{n-1} \) having been determined, the sequence is continued by choosing the \( n \)th prime \( q_n \) to be a prime divisor of \( 1 + \prod_{i=1}^{n-1} q_i \). Since \( 1 + \prod_{i=1}^{n-1} q_i \) is relatively prime to the first \( n-1 \) primes in the sequence, at each step we find a new prime, and we conclude that there must be infinitely many primes.

Note that at a given step, \( 1 + \prod_{i=1}^{n-1} q_i \) may be composite, and as such there may be several choices for \( q_n \). In 1963, Mullin [Mu63] suggested generating the sequence \( \{q_i\}_{i=1}^{\infty} \).
by placing some restrictions on the choice of \( q_n \). Rather than allowing any choice of prime divisor of \( 1 + \prod_{i=1}^{n-1} q_i \), one can require that the smallest prime divisor be chosen. In this way, we obtain the first Euclid-Mullin sequence. Alternatively, one can require that at each step the greatest prime divisor is chosen. This leads to the second Euclid-Mullin sequence. For each sequence, Mullin asked whether every prime appears as a term in the sequence. In the case of the first Euclid-Mullin sequence, this question is still open; in fact, it is unknown whether 41 appears as a term in the sequence.

For the second Euclid-Mullin sequence, much more is known. In 1967, Cox and van der Poorten [CV68] showed that the second Euclid-Mullin sequence omits every prime \( p \leq 53 \) besides 2, 3, 7, and 43, and they conjectured that infinitely many primes are omitted by the sequence. In 2012, Booker [BO12] proved their conjecture.

In their paper, Cox and van der Poorten showed that if certain primes appeared, the second Euclid-Mullin sequence would satisfy an inconsistent system of congruences. In his proof, Booker used this same essential idea to prove Cox and van der Poorten’s conjecture. In 2014 Pollack and Treviño [PT14] provided an elementary version of Booker’s argument (again, based on an inconsistent system of congruences). It is this more elementary argument we adapt below for certain Euclid-Mullin-like sequences. Specifically, we construct sequences denoted \( EML(a,c; q) \), depending on a given prime \( q \), a scaling factor \( c \), and a ”shift” \( a \), which omit infinitely many primes. We then construct a Euclid-Mullin-like sequence in the ring \( \mathbb{Z}[i] \) and attempt an adaptation of the Pollack and Treviño proof to this sequence.

### B.2 Euclid-Mullin-Like sequences

To construct a Euclid-Mullin-like sequence, we proceed as follows: We fix integers \( a \) and \( c \) and a prime \( q_1 = q \). Having chosen the first \( n - 1 \) primes of the sequence, we choose the \( n \)th prime to be the largest prime divisor of \( a + c \prod_{i=1}^{n-1} q_i \). We refer to the sequence arising
from these choices as the $EML(a, c; q)$ sequence. The second Euclid-Mullin sequence, for example, is the $EML(1, 1; 2)$ sequence.

B.2.1 The second Euclid-Mullin sequence

**Theorem B.2.1 (Booker)** *The EML(1, 1; 2) sequence omits infinitely many primes*

Booker’s proof has two key components: one being quadratic reciprocity and the other a result on upper bounds for certain character sums. Pollack and Treviño also use quadratic reciprocity, but they exchange the bounds on character sums for simpler-to-prove statements about distributions of squares and non squares modulo a prime. Their elementary proof comes at the expense of worse quantitative bounds. Since our work adapts the elementary argument, presumably each of the bounds given below could be improved by using bounds on character sums.

B.3 $EML$ sequences missing infinitely many primes

In this section, we present a full proof that the sequence $EML(2, c; 3)$ omits infinitely many primes when $c$ is an odd positive integer. We then explain the changes needed to adapt the proof to other $EML$ sequences. To begin with, we state a lemma regarding quadratic residues and non residues.

**Lemma B.3.1 (Pollack and Treviño)** *If $p$ is an odd prime, then the length of any sequence of consecutive squares modulo $p$ is strictly less than $2\sqrt{p}$.*

**Theorem B.3.2** *The sequence $EML(2, c; 3)$ misses infinitely many primes for each $c \in \mathbb{Z}^+$*

The theorem is a consequence of the following proposition:
Theorem B.3.3 Let \( q_1 = 3 \) and let \( c \) be an odd positive integer. Let \( Q_1, \ldots, Q_r \) be the smallest \( r \) primes omitted from \( EML(2, c; 3) \) (we allow the possibility that \( r = 0 \), in which case \( Q_1 \cdots Q_r \) is the empty product). Then there is another omitted prime smaller than

\[
X = 12^2 \left( \prod_{i=1}^r Q_i \right)^2.
\]

Proof: Suppose by way of contradiction that every prime \( p \leq X \) except \( Q_1, \ldots, Q_r \) appears in the sequence. Let \( p \) be the prime in \([2, X]\) that is last to appear in the sequence \( \{q_i\} \), and say \( p \) is the \( n \)th term \( q_n \). Then \( p \) is the largest prime dividing \( 2 + cq_1 \cdots q_{n-1} \). Since every prime smaller than \( p \) that is not one of the \( Q_i \) must be one of \( q_1, \ldots, q_{n-1} \), the only other possible prime factors of \( 2 + cq_1 \cdots q_{n-1} \) are \( Q_1, \ldots, Q_r \). So,

\[
2 + cq_1 \cdots q_{n-1} = Q_1^{e_1} Q_2^{e_2} \cdots Q_r^{e_r} p^e
\]

for some exponents \( e_1, \ldots, e_r \geq 0 \) and \( e \geq 1 \). We claim that it is possible to choose a natural number \( d \leq X \) satisfying the following conditions

\[
d \equiv 5 \pmod{8}, \quad d \equiv 1 \pmod{Q_1 \cdots Q_r} \quad \text{(B.1)}
\]

and

\[
\left( \frac{d}{p} \right) = \left( \frac{1}{p} \right). \quad \text{(B.2)}
\]

Suppose such a \( d \) exists. Since \( d \leq X \) and \( d \) is coprime to \( Q_1 \cdots Q_r p \), every prime dividing \( d \) is among the primes \( q_1, \ldots, q_{n-1} \). So if we write \( d = d_0 d_1^2 \), where \( d_0 \) is squarefree, then \( d_0 \mid cq_1 \cdots q_{n-1} \) and \( d_0 \equiv 5 \pmod{8} \). Hence,
\[
\left( \frac{d}{2 + cq_1 \cdots q_{n-1}} \right) = \left( \frac{2 + cq_1 \cdots q_{n-1}}{d} \right) = \left( \frac{2 + cq_1 \cdots q_{n-1}}{d_0} \right) \left( \frac{2 + cq_1 \cdots q_{n-1}}{d_1^2} \right)
= \left( \frac{2}{d_0} \right) \left( \frac{2 + cq_1 \cdots q_{n-1}}{d_1^2} \right) = \left( \frac{2}{d_0} \right) \left( \frac{2 + cq_1 \cdots q_{n-1}}{d_1^2} \right)^2 = -1 \cdot 1 = -1.
\]

The first and fourth equality are each using that \( d \equiv 5 \pmod{8} \). On the other hand, we also have \( \left( \frac{d}{Q_i} \right) = \left( \frac{1}{Q_i} \right) \) for each \( i = 1, 2, \ldots, r \), and \( \left( \frac{d}{p} \right) = \left( \frac{1}{p} \right) \) by (B.2), so

\[
\left( \frac{d}{2 + cq_1 \cdots q_{n-1}} \right) = \left( \prod_{i=1}^{r} \left( \frac{d}{Q_i} \right)^{e_i} \right) \cdot \left( \frac{d}{p} \right)^e = \left( \prod_{i=1}^{r} \left( \frac{1}{Q_i} \right)^{e_i} \right) \cdot \left( \frac{1}{p} \right)^e = \left( \frac{1}{2 + cq_1 \cdots q_{n-1}} \right) = 1.
\]

This is a contradiction.

We now establish that there is an integer \( d \leq X \) satisfying (B.1) and (B.2). Condition (B.1) is satisfied for any \( d = Mk + A \), where \( M := 4Q_1 \cdots Q_r \) and \( A := 2Q_1 \cdots Q_r + 1 \) (though \( Q_1 \cdots Q_r \) may be the empty product as noted earlier, in this case as \( 2 + cq_1 \cdots q_{n-1} \) is always odd, we take \( Q_1 = 2 \)). To obtain (B.2), we look for a small nonnegative integer \( k \) with \( \left( \frac{Mk+A}{p} \right) = \left( \frac{1}{p} \right) \). Equivalently, fixing \( M' \) satisfying \( MM' \equiv 1 \pmod{p} \), we seek a nonnegative integer \( k \) with

\[
\left( \frac{k + AM'}{p} \right) = \left( \frac{M'}{p} \right).
\]

By Lemma 3.1 we know the longest run of quadratic residues or non residues is less than
$2\sqrt{p}$, so we can find $0 \leq k < 2\sqrt{p}$. Then the corresponding $d$ satisfies

$$0 < d = Mk + A < 2M\sqrt{p} + M < 3M\sqrt{p} \leq 3M\sqrt{X}.$$  

Since $3M = 12Q_1 \cdots Q_r = \sqrt{X}$, we find that $d < X$, thus completing the proof.

**Proposition B.3.4** For a positive odd integer $c$ and a positive integer $j$, the sequences $\text{EML}(1, c; 2), \text{EML}(1, 2c; 2), \text{EML}(-1, c; 2)$ and $\text{EML}(-1, 2^j c; 2)$ omit infinitely many primes.

Each of the above statements follows from propositions similar to Theorem 3.3. In what follows, we make several conventions. First, $Q_1, \ldots, Q_r$ are the first $r$ primes omitted by the sequence (where we again allow $r = 0$). Second, for each sequence we assume $p$ is the last prime in $[2, X]$ to appear in the sequence (say $p$ is the $n$th term), where $X$ is some integer depending on the sequence. Third, as $q_1 = 2$, we assume without loss of generality that $n > 1$ so that $q_n = p > 2$ and we can freely use the Jacobi symbol to obtain the necessary contradictions. The other changes needed for each of the proofs are provided below.

(a) For the sequence $\text{EML}(1, c; 2)$, Pollack and Treviño’s proof works with only cosmetic changes. In place of (B.1) and (B.2) we require $d < X = 12^2 (\prod_{i=1}^r Q_i)^2$ such that

$$d \equiv 1 \pmod{4}, \quad d \equiv -1 \pmod{Q_1 \cdots Q_r} \tag{B.3}$$

and

$$\left(\frac{d}{p}\right) = \left(\frac{-1}{p}\right). \tag{B.4}$$

The conditions are then satisfied by an integer $d = Mk + A$ where $M := 4Q_1 \cdots Q_r$,
A := 2Q_1 \cdots Q_r - 1, and k < 2\sqrt{p}.

(b) For the sequence $EML(1, 2c; 2)$ we require $d < X = 6^2 (\prod_{i=1}^{r} Q_i)^2$ such that

$$d \equiv 2 \pmod{Q_1 \cdots Q_r} \quad \text{(B.5)}$$

and

$$\left(\frac{d}{p}\right) = \left(\frac{2}{p}\right). \quad \text{(B.6)}$$

The conditions are satisfied by $d = Mk + 2$, where $M := 2Q_1 \cdots Q_r$ and $k < 2\sqrt{p}$.

(c) For the sequence $EML(-1, c; 2)$ we require $d < X = 12^2 (\prod_{i=1}^{r} Q_i)^2$ such that

$$d \equiv 3 \pmod{4} \quad d \equiv 1 \pmod{Q_1Q_2 \cdots Q_r} \quad \text{(B.7)}$$

and

$$\left(\frac{d}{p}\right) = \left(\frac{1}{p}\right). \quad \text{(B.8)}$$

The conditions are satisfied by $d = Mk + A$, where $M := 4Q_1 \cdots Q_r$, $A := 2Q_1 \cdots Q_r + 1$ and $k < 2\sqrt{p}$.

(d) For the sequence $EML(-1, 2j; 2)$ we require $d < X = 12^2 (\prod_{i=1}^{r} Q_i)^2$ such that

$$d \equiv 1 \pmod{4}, \quad d \equiv -1 \pmod{Q_1Q_2 \cdots Q_r} \quad \text{(B.9)}$$
and

\[
\left(\frac{d}{p}\right) = \left(\frac{-1}{p}\right). \tag{B.10}
\]

The conditions are satisfied by \( d = Mk + A \), where \( M := 4Q_1 \cdots Q_r \), \( A := 2Q_1 \cdots Q_r - 1 \) and \( k < 2\sqrt{p} \).

\section*{B.4 Where Difficulties Arise}

\subsection*{B.4.1 \( EML(1, 4; 2) \)}

Suspiciously, we have proofs that the sequences \( EML(1, c; 2) \) and \( EML(1, 2c; 2) \) omit infinitely many primes for \( c \) odd, but have not provided proofs that the sequences \( EML(1, 2^j c; 2) \) omit infinitely many primes for \( j > 1 \). It is in these cases that difficulties begin to arise. In the proofs given above, we arrive at a contradiction by showing that for the denominator \( a + cq_1 \cdots q_n - 1 \) and a carefully chosen numerator \( d \) the Jacobi symbol is not well-defined. We do this by first flipping the symbol and considering only the value of the Jacobi symbol on the square-free part of \( d \) and then by using the multiplicativity of the symbol to show that with the exact same numerator and denominator, the Jacobi symbol takes on the opposite value. To achieve this contradiction, we must be able to show that either due to the shift \( a \) in the sequence \( EML(a, c; q) \) and/or due to congruence conditions placed on \( d \), the symbol \((\frac{d}{a+cq_1\cdots q_n-1})\) will, when viewed properly, return a value of \(-1\).

If we look at the proof of Theorem 3.3, for example, we see that with the shift of \( a = 2 \) and the condition that \( d \) (and hence the square-free part of \( d \)) is 5 (mod 8), the Jacobi symbol returns \(-1\) after we flip the symbol. We can then easily control congruence conditions to force the symbol to return 1 when viewed differently. When we have a sequence \( EML(1, 2^j c; 2) \),
for \( j > 1 \), however, the argument breaks down. In this case, since \( q_1 = 2 \) and \( j > 1 \), we are ultimately considering how the Jacobi symbol behaves when its denominator \( 1 + 2^j c q_1 \cdots q_{n-1} \) is congruent to 1 modulo 8. Crucially, we need \( d \) to be small enough so that all of its prime divisors are among the primes \( 2, q_2, \ldots, q_{n-1} \) and the primes dividing \( c \). If for such a \( d \), we try to invert the symbol and then consider how it behaves we are forced to conclude that
\[
\left( \frac{d}{1+2^j c q_1 \cdots q_{n-1}} \right) = \left( \frac{1}{d_0^*} \right) (d_0 \text{ being the square free part of } d),
\]
which is always 1, no matter what \( d_0 \) is. In the other direction, since \( 1 + 2^j c q_1 \cdots q_{n-1} \) is 1 (mod 8), it is difficult to find a numerator \( * \) so that \( \left( \frac{*}{1+2^j c q_1 \cdots q_{n-1}} \right) \) is \( -1 \). This then hints at a limitation to the arguments used above: when working with the sequence \( EML(a, c; q) \), if \( a \) is a square and \( a + c q_1 \cdots q_{n-1} \) does not have any obvious non-square residue classes, deriving a contradiction using the Jacobi symbol becomes harder. What, then, can be shown?

For \( EML(1, 4; 2) \), at least, we can show that not every prime appears in the sequence. To show this, we start with the following lemma:

**Lemma B.4.1** If \( t = 1 + 4 q_1 \cdots q_n \), then \( t \neq x^4 \) for any \( x \in \mathbb{Z} \).

**Proof:** Suppose \( t = x^4 \). Then \( 1 + 4 q_1 \cdots q_n = x^4 \), so:
\[
4 q_1 \cdots q_n = x^4 - 1 = (x - 1)(x + 1)(x^2 + 1)
\]
Since \( t \) is odd implies \( x \) is odd, each of \( x - 1, x + 1, x^2 + 1 \) must be even. Since then either \( (x - 1) \) or \( (x + 1) \equiv 0 \pmod{4} \), the right hand side is divisible by \( 2^4 \). But the left hand side is only divisible by \( 2^3 \) since \( q_1 = 2 \) and the other primes are odd.

**Proposition B.4.2** The prime 7 does not appear in the sequence \( EML(1, 4; 2) \).

**Proof:** One can check that for this sequence, \( q_2 = 3 \) and \( q_3 = 5 \). Then since every prime less than 7 appears as some \( q_i \), if 7 appears as the largest prime divisor of \( 1 + 4 q_1 \cdots q_{n-1} \) for some \( n \) then 7 must be the only prime divisor. So \( 1 + 4 q_1 \cdots q_{n-1} = 7^m \) for some \( m \).

Considering this equality \( \pmod{5} \), we see that
$1 + 4q_1 \cdots q_n = 7^m \equiv 2^m \pmod{5}$

Since $q_3 = 5$ we have

$$1 \equiv 2^m \pmod{5},$$

thus $m \equiv 0 \pmod{4}$. Therefore $1 + 4q_1 \cdots q_n$ must be a fourth power, contradicting the lemma.

## B.5 Beyond the Integers

Euclid’s proof that there are infinitely many primes works with minor changes in rings other than $\mathbb{Z}$ (see for example [Cl17]). One might hope that analogues of Euclid-Mullin-like sequences might arise in other rings as well. To that end we next consider a Euclid-Mullin-like sequence in the ring of Gaussian integers $\mathbb{Z}[i]$. As when working over $\mathbb{Z}$, we can consider sequences of prime elements in $\mathbb{Z}[i]$. Other notions will need to be reinterpreted for our new setting. When constructing our sequence and obtaining the $n$th prime, say $\omega$, we will need to choose among four associate primes (if $\omega$ is prime, then so are $-\omega$ and $\pm i\omega$). We say an integer $\alpha = a + bi \in \mathbb{Z}[i]$, is *odd* if its norm $N(\alpha) = a^2 + b^2$ is odd; we say an odd integer $\alpha$ is *primary* if $\alpha \equiv 1 \pmod{(i + 1)^2}$. In our sequence, we will choose at each step the unique primary associate of a prime $\omega$. Rather than using quadratic reciprocity and the Jacobi symbol, we use biquadratic reciprocity and the biquadratic residue symbol, which we review below. The biquadratic residue symbol is best understood when dealing with primary integers; it is for this reason we choose the primary associate of a prime at each step.

### B.5.1 Biquadratic Reciprocity

Biquadratic (or quartic) reciprocity is the appropriate tool to use in place of quadratic reciprocity when working with prime elements in $\mathbb{Z}[i]$. Rather than using the Jacobi symbol $(\frac{a}{n})$ to detect when an integer $a$ is a quadratic residue modulo an odd prime $n \in \mathbb{Z}$, we use
the biquadratic symbol $\left[ \frac{a}{\pi} \right]$ to detect whether an element $\alpha \in \mathbb{Z}[i]$ is a biquadratic residue (i.e., fourth-power) modulo an odd prime $\pi \in \mathbb{Z}[i]$. There is a unique integer $0 \leq k \leq 3$ such that $\alpha^{(N(\pi)-1)/4} \equiv i^k \pmod{\pi}$ and $\left[ \frac{a}{\pi} \right]$ is defined to be $i^k$. In particular, $\left[ \frac{a}{\pi} \right] = 1$ if and only if $x^4 - \alpha$ has a solution modulo $\pi$. Below, we summarize relevant facts about primary integers and biquadratic reciprocity, and extend the biquadratic symbol to arbitrary primary integers (see [Le00]).

- We extend the symbol so that, if the numerator is kept fixed, then the symbol is totally multiplicative. That is, if $\beta = \pi_1^{e_1} \cdots \pi_n^{e_n}$, then
  $$\left[ \frac{\alpha}{\beta} \right] = \left[ \frac{\alpha}{\pi_1} \right]^{e_1} \cdots \left[ \frac{\alpha}{\pi_n} \right]^{e_n}.$$ 

- An element $\alpha = a + bi$ in $\mathbb{Z}[i]$ is primary if and only if either $a \equiv 1 \pmod{4}$ and $b \equiv 0 \pmod{4}$ or $a \equiv 3 \pmod{4}$ and $b \equiv 2 \pmod{4}$.

- If $\alpha$ and $\beta$ are primary, then $\alpha \beta$ is primary.

- If $\alpha$ and $\beta$ are primary and relatively prime non-units, then
  $$\left[ \frac{\alpha}{\beta} \right] = \left[ \frac{\beta}{\alpha} \right] (-1)^{\frac{N(\alpha)-1}{4} \cdot \frac{N(\beta)-1}{4}}.$$ 

- If $\theta$ and $\pi$ are primary primes, then
  $$\left[ \frac{\theta}{\pi} \right] = \left[ \frac{\pi}{\theta} \right]$$ whenever $\theta$ or $\pi$ is $\equiv 1 \pmod{4}$.

- If $\beta$ is a primary integer, then
  $$\left[ \frac{1 + i}{\beta} \right] = i^{(\text{Re}(\beta) - \text{Im}(\beta) - \text{Im}(\beta)^2 - 1)/4}.$$ 
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B.5.2 Conditional case of Euclid-Mullin-like Sequences in the Gaussian Integers

Definition B.5.1 \((EML \text{ for } \mathbb{Z}[i])\) Let \(\omega_1 = 1 + i\). Supposing \(\omega_j\) has been defined for \(1 \leq j \leq n\), continue the sequence by choosing \(\omega_{n+1}\) such that \(\omega_n\) is a primary prime of largest norm dividing \(1 + 2\omega_1 \cdots \omega_{n-1}\). We will call the sequence \(\{\omega_n\}_{n=1}^{\infty}\) the Euclid-Mullin-like (EML) sequence.

<table>
<thead>
<tr>
<th>(\omega_n)</th>
<th>(1 + i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\omega_2)</td>
<td>(3 + 2i)</td>
</tr>
<tr>
<td>(\omega_3)</td>
<td>(3 + 10i)</td>
</tr>
<tr>
<td>(\omega_4)</td>
<td>(-93 + 50i)</td>
</tr>
<tr>
<td>(\omega_5)</td>
<td>(-827 + 120i)</td>
</tr>
<tr>
<td>(\omega_6)</td>
<td>(477839 - 760062i)</td>
</tr>
<tr>
<td>(\omega_7)</td>
<td>(22662669 - 40258594i)</td>
</tr>
<tr>
<td>(\omega_8)</td>
<td>(-3085230919875999 - 807504660092300i)</td>
</tr>
</tbody>
</table>

Remark B.5.2 Throughout, we concern ourselves only with primary primes. We multiply \(\omega_1 \cdots \omega_{n-1}\) by 2 to ensure that \(1 + 2\omega_1 \cdots \omega_{n-1}\) will be primary. We say that a prime is omitted from the sequence if no associate of the prime is an element of the sequence \(\{\omega_n\}_{n=1}^{\infty}\).

In both [BO12] and [PT14] a key fact used is that intervals of length small relative to \(p\) must contain both integers which are quadratic residues modulo \(p\) and integers which are non-quadratic residues modulo \(p\). When working over \(\mathbb{Z}[i]\) one might hope to prove that balls of small radius (small relative to the norm of a prime \(\pi\)) contain both biquadratic residues and non-residues. Rausch [Ra94] provides a theorem that implies a result in this
direction. His bounds on character sums in algebraic number fields can be used to prove that for any \( \epsilon \in \{ \pm 1, \pm i \} \), for a prime \( \pi \in \mathbb{Z}[i] \), and for given \( \alpha \in \mathbb{Z}[i] \), there is some \( \gamma \in \mathbb{Z}[i] \) in a ball of not-too-large radius about \( \alpha \) such that \( \frac{\gamma}{\pi} = \epsilon \). To prove that certain Euclid-Mullin-like sequences in the Gaussian integers miss infinitely many prime elements, a slightly stronger result is needed due to the possibility that there may be two primes of largest norm dividing \( 1 + 2\omega_1 \cdots \omega_{n-1} \). To ensure that a contradiction can be achieved regardless of the choice of a prime of largest norm, the following unproven hypothesis is needed.

**[The Strong Close-By Hypothesis]** There is a constant \( C \) such that for any prime \( \pi_1 \in \mathbb{Z}[i] \), for any \( \alpha \in \mathbb{Z}[i] \), and for any fixed \( \epsilon_1, \epsilon_2 \in \{ \pm 1, \pm i \} \), there is a \( \gamma \in \mathbb{Z}[i] \) with \( N(\gamma - \alpha) < CN(\pi_1)^{1/2} \), \( \frac{\gamma}{\pi_1} = \epsilon_1 \), and \( \frac{\gamma}{\pi_2} = \epsilon_2 \) (where \( \pi_2 = \pi_1 \)).

The Strong Close-by Hypothesis is only slightly stronger than a result implied by Rausch (Thm. 2, [Ra94]) which gives a bound of \( N(\gamma - \alpha) < CN(\pi_1)^{1/2+\delta} \) for each \( \delta > 0 \). Assuming the hypothesis, we prove the following proposition.

**Proposition B.5.3** Let \( Q_1, \ldots, Q_r \) be the smallest (in norm) \( r \) primes omitted from the sequence \( \{ \omega_n \}_{n=1}^\infty \), where \( r \geq 0 \) and let \( X = (32C) \cdot N(Q_1 \cdots Q_r) \). Then there is another omitted prime \( \Omega \) such that \( N(\Omega) < X \) and no associate of \( \Omega \) is contained in \( \{ \omega_n \}_{n=1}^\infty \)

**Proof of the proposition:** Suppose by way of contradiction that every prime \( \pi \) with \( N(\pi) \leq X \) except \( Q_1, \ldots, Q_r \) has an associate appearing in the EML sequence above. Let \( \pi \) be last prime to appear in the sequence with \( N(\pi) \in [2, X] \), say \( \pi = \omega_n \). Then \( \pi \) is a prime of largest norm dividing \( \beta = 1 + 2\omega_1 \cdots \omega_{n-1} \). If there is another prime of norm \( N(\pi) \) which is not associate to \( \pi \), we denote it by \( \pi_2 \) (note that in such a case we have \( \pi_2 = \pi \)). Since any prime with norm smaller than \( N(\pi) \) that is not one of the \( Q_j \) is one of \( \omega_1, \ldots, \omega_{n-1} \), the only possible factors of \( \beta \) are \( Q_1, \ldots, Q_r, \pi_2, \pi \), so \( \beta = Q_1^{e_1} \cdots Q_r^{e_r} \pi_2^{e_r+1} \pi^e \), where \( e_1, \ldots, e_r, e_r+1 \geq 0 \).
and $e \geq 1$.

We claim we can choose $\lambda \in \mathbb{Z}[i]$ with $N(\lambda) \leq X$ such that:

\[ \lambda \text{ is primary} \tag{B.11} \]

\[ \lambda \equiv 1 + i \pmod{Q_1 \cdots Q_r} \tag{B.12} \]

and

\[ \left[ \frac{\lambda}{\pi} \right] = \left[ \frac{1 + i}{\pi} \right] \quad \text{and} \quad \left[ \frac{\lambda}{\pi_2} \right] = \left[ \frac{1 + i}{\pi_2} \right]. \tag{B.13} \]

Supposing for the moment this has been proved, since $N(\lambda) \leq X$, and $\lambda$ is coprime to $Q_1, \ldots, Q_r, \pi, \pi$, every prime dividing $\lambda$ is among the primes $\omega_1, \ldots, \omega_{n-1}$ (or an associate of one of the $\omega_j$'s). Thus, if we write $\lambda = \lambda_0 \lambda_1^2$, with $\lambda_0$ square free, then $\lambda_0 | \omega_1 \cdots \omega_{n-1}$, so Biquadratic Reciprocity gives

\[
\left[ \frac{\lambda}{\beta} \right] = \left[ \frac{\beta}{\lambda} \right] \cdot (-1)^{N(\lambda)-1 \over 4} \cdot N(\beta)-1 \over 4 \\
= \left[ \frac{\beta}{\lambda_0} \right] \cdot \left[ \frac{\beta}{\lambda_1^2} \right] \cdot (-1)^{N(\lambda)-1 \over 4} \cdot N(\beta)-1 \over 4 \\
= \left[ \frac{1}{\lambda_0} \right] \cdot \left[ \frac{\beta}{\lambda_1} \right]^2 \\
= (1) \cdot (\pm 1) \cdot (-1)^{N(\lambda)-1 \over 4} \cdot N(\beta)-1 \over 4 \in \{\pm 1\}.
\]

On the other hand, for each $j = 1, 2, \ldots, r$, $\left[ \frac{\lambda}{Q_j} \right] = \left[ \frac{1+i}{Q_j} \right], \left[ \frac{\lambda}{\pi} \right] = \left[ \frac{1+i}{\pi} \right]$ and $\left[ \frac{\lambda}{\pi_2} \right] = \left[ \frac{1+i}{\pi_2} \right]$, so
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\[
\frac{\sqrt{N(\lambda)} = |\lambda| = |\delta M + A| \leq |\delta M| + |A| < |\delta M| + |M| < |M|(|\delta| + 1) = (\sqrt{8} \cdot |Q_1 \cdots Q_r|) \cdot (|\delta| + 1)}{\leq (\sqrt{8} \cdot |Q_1 \cdots Q_r|)(2|\delta|) \leq (2\sqrt{8} \cdot |Q_1 \cdots Q_r|) \cdot (C^{1/2}|\pi|^{1/2}) \leq \sqrt{X^2} \cdot \sqrt{X^2} = X^2,}
\]
for X chosen to be large relative to \(N(Q_1 \cdots Q_r)\). Thus \(N(\lambda) < X\), proving the claim. \(\square\)
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