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ABSTRACT 

 A common problem for genome-wide association analysis (GWAS) is lack of power for 

detection of quantitative trait loci (QTLs) and low precision for fine mapping. Here, we present a 

statistical method, termed “ssGBLUP”, which increases both power and precision without 

increasing genotyping costs by taking advantage of phenotypes from other related and unrelated 

subjects. The procedure achieves these goals by blending traditional pedigree relationships with 

those derived from genetic markers, and by conversion of estimated breeding values (EBVs) to 

marker effects and weights. Efficiency of the method was first examined using simulations with 

15,800 subjects, of which 1500 were genotyped. Comparison included two scenarios of 

ssGBLUP (S1 and S2), classical genome-wide association (CGWAS) and BayesB. For genomic 

evaluation, the highest accuracy of prediction was obtained by the second iteration of ssGBLUP. 

Power and precision for GWAS were evaluated by the correlation between true QTL effects and 

the sum of m adjacent single nucleotide polymorphism (SNP) effects. The best accuracy for QTL 

mapping occurred for ssGBLUP with m=8, and BayesB with m=16. For simulation data set, 

ssGBLUP is faster and easier for GWAS without computing pseudo data compared with 

CGWAS and BayesB. 



 

 In the second and third studies, ssGBLUP was extended to GWAS on broiler chickens for 

single- and multi-trait model. Dataset consisted of 2 pure lines (L1 and L2) across 5 generations 

for 3 traits: body weight at 6 wk (BW6), ultrasound measurement of breast meat (BM), and leg 

score (LS) coded 1=no and 2=yes for leg defect. Single-trait model was only based on BW6 of 

L2. There were 294,632 and 274,776 individuals in pedigree for L1 and L2, of which 4667 and 

4553 were genotyped using a SNP60k panel. Results of QTL mapping had express in format of 

Manhattan plots, which were constructed as proportion of genetic variance explained by each 

region consisting of 20 consecutive SNPs. Different peaks across traits and lines suggest 

different selection goals. 

 The forth study analyzed distribution of differences between pedigree- and genomic-

based relationship matrices (G-A). QC reduced differences and was able to identify parent-

offspring conflicts. Large discrepancies between G and A imply unidentified  errors or limited 

pedigree depth. 

From both simulation and application studies on GWAS, ssGBLUP approach is faster, 

simpler, and easily applicable to complex models including multi-trait, maternal effects, indirect 

genetic effects, and random regression.    

INDEX WORDS: body weight, breast meat, broiler chickens, genomic-wide association, leg 

score, SNP 
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CHAPTER 1 

INTRODUCTION 

 Genomic selection (GS) is a methodology to predict the estimated breeding value (EBV) 

using a dense set of genetic markers. GS can be implemented by predicting marker effects, 

usually using Bayesian methods collectively known as BayesX, or by solving BLUP with a 

genomic relationship matrix (GBLUP). Both methods are equivalent when marker variances are 

identical although GBLUP is usually run assuming equal variance per marker.  

When the population contains both genotyped and ungenotyped animals, GS can be 

conducted with single- or multiple-step methodologies. In multiple-step methodologies, 

observations of genotyped animals are augmented by information from ungenotyped animals 

forming pseudo-observation. Subsequently, pseudo-observations are used with BayesX or 

GBLUP. An extra step may blend the conventional and genomic EBVs.  Multiple step methods 

are complicated and involve approximations, which reduce accuracy and introduce biases. In 

single-step genomic BLUP (ssGBLUP), the pedigree and genomic relationships are combined 

into a comprehensive relationship matrix H. The single-step methodology is simpler to use and, 

due to fewer assumption, can yield more accurate and less biased GEBV. The ssGBLUP has 

been successfully implemented in dairy cattle, pigs, and chickens. 

In BayesX methods, prior distributions of SNP effects are selected to impose stronger 

shrinkage on small SNP effects. Solutions to SNP effects can be directly used for genome-wide 

association studies (GWAS), however, the choice of priors can strongly influence these 

solutions. In particular, hyperparameter π in BayesB or BayesCπ determines how many markers 
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are allowed to have large effects. When fewer markers are selected, identification of important 

markers becomes simpler. However, their estimated values may be greatly inflated.  

SNP effects can also be obtained via GBLUP or ssGBLUP by conversion of EBV. 

Regular GBLUP usually follows the “infinitesimal model” as marker variances are assumed 

equal for all SNPs. This assumption works usually well in practice as (i) most quantitative traits 

are approaching highly polygenic model of inheritance, and (ii) detailed knowledge of genetic 

architecture is not necessary to obtain GEBVs. For GWAS by GBLUP or ssGBLUP, a 

modification is required to adapt the locus-specific variance, forming a trait-specific relationship 

matrix (TA). Adaptation of GBLUP to TA and GWAS lead to a method called “fastBayesA”. An 

adaptation of ssGBLUP to TA and GWAS is a topic of this dissertation.   

 Most GWAS have been performed considering one trait at a time although the selection 

of animals within each line is based on multiple traits. However, the underlying genetic 

architectures for the same trait across lines might be different, due to different selection 

pressures. For example, improvement in accuracy of GEBVs varied by lines in broiler chickens, 

despite similar heritability of each trait. To provide more insight into GWAS across traits and 

lines, a multiple trait model is desirable to compare results from different lines. 

 Matrix H used by ssGBLUP is based on differences between two relationship matrices 

for genotyped individuals, one based on the genetic information (G) and one on pedigrees (A22). 

As the coefficients of A22 are proportions that gene pairs are identical by descent (IBD), elements 

in G are identical by state (IBS) and capture parts of the Mendelian sampling. Previous studies 

indicated small differences (SD around 0.05) between expected and realized relationships. 

Therefore, large discrepancies between G and A22 may indicate errors in SNP chips, pedigree, or 

limited pedigree depth and could aid in quality control (QC) of genotypes and pedigrees. 
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 The objectives of this dissertation are: 1) to modify the ssGBLUP to adapt to TA and 

GWAS and test with a simulated dataset; 2) to compare GWAS by ssGBLUP with other GWAS 

methods widely used, including single-marker model and BayesB; 3) to apply GWAS by 

ssGBLUP to several traits in two lines of chicken using a multitrait model; and 4) to evaluate 

differences between G and A22 derived from a real data set under different levels of QC. 
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CHAPTER 2 

REVIEW OF LITERATURE 

 

GENOME-WIDE ASSOCIATION STUDY (GWAS): CONCEPT AND PROGRESS 

According to U.S. Department of Health & Human Services, GWAS is defined as a tool 

“to identify common factors that influence health and disease” (Cho et al., 2012; Fanous et al., 

2012; Stephan et al., 2011; Zhang et al., 2012b). This concept could be extended to any complex 

quantitative trait in human, animal, plant, and other organisms (Hannum et al., 2009; Hayes et 

al., 2010; Li et al., 2013b; Yang et al., 2010). Under the general hypothesis of “common disease-

common variant”, a comprehensive international project in human (“HapMap”) has been carried 

out to seek common variants and link them to specific illnesses. As the most common type of 

genetic variation in human genome, single nucleotide polymorphisms (SNPs) were used in DNA 

sequencing. The International HapMap Consortium (2005) reported its completion in phase I and 

all data were public and freely available to researchers. Through 2005 to Feb 2013 (Figure 2.1), 

8621 SNPs on human genome have been identified statistically associated with different 

complex traits, and the number of publications increased dramatically to 1519 (Hindorff et al., 

2013). 

Progress of GWAS for domestic animals is rapid in recent decades inspired by research 

in human. However the implements of GWAS in farm animals rely on different models used in 

human studies. First, GWAS in human has been carried out on both a global and an individual 

scale (Norrgard, 2008). In farm animals, population level is more important than individual’s 
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risk. Second, GWAS in human are mostly interested in complex disease for clinical utility, 

which requires case/control phenotypes. Collection of accurate phenotypes is a big issue, as  

  

                              (A)                                                                            (B) 

Figure 2.1 A catalog of published Genome-Wide Association Studies (GWAS). (A) Published 

GWAS through July, 2012 at p≤5x10
-8

 for 18 traits categories; (B) published GWAS reports 

through 2005 to June, 2012.  

some symptoms of disease are too subtle to confirm, data requires protection of participants' 

privacy, and sample size are limited for linkage analyses within families (Im et al., 2012; 

Stranger et al., 2011; Yoon et al., 2012). In farm animals, the priority is improving production 

traits, such as milk yield for dairy cattle or sheep, growth and feed efficiency for pigs, beef cattle 

or sheep and broiler chickens, and egg production for layer chickens (Thornton, 2010). Fertility 

and disease traits are treated as “secondary traits” (Freeman, 1984; Wesseldijk, 2004). Most 

phenotypes in animals are continuous. Also, as farm animals are under highly controlled 

management, phenotype collection is more standardized and complete than in human studies. 

Third, for GWAS, the density of SNP chips implemented in human and livestock species varies 

largely. For example, the number of SNP markers identified by HapMap is generally ranging 

from 250k to 500k, and high density assay consists of nearly 1.2 million loci (e.g. Infinium
®

 HD 

BeadChips by Illumina). However, assay with 50k to 60k SNPs are more often used in GWAS 
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for livestock species although BovineHD chips (over 770k) are currently available for limited 

populations (Rincon et al., 2011). Meanwhile, low density of 3k loci has been widely used for 

genotyping females (VanRaden et al., 2013). This is not only because of research budget, but 

also based on characteristics of genome structures. According to demographic history, the extent 

of linkage disequilibrium (LD) varies largely in human and domestic animal populations, and 

thus requirements of density of SNP chips are different to achieve similar power of association 

(Druet and Georges, 2010). The extent of LD also indicates difference of effective population 

size (Ne). For example, Ne of Utah residents with ancestry from northern and western Europe 

(CEU) and Yoruba in Ibadan, Nigeria (YRI) are ~ 3100 and ~7500 (Tenesa et al., 2007). For 

highly inbred species and pure lines of domestic animals, Ne may vary according to selection 

strategy, but still barely higher than hundred. For example, Ne of current North American and 

Australian Holstein Cattle is reported as 80 (Goddard et al., 2006; Sargolzaei et al., 2007). For 

Finnish Landrace and Yorkshire, Ne are respectively 80 and 55 (Uimari and Tapio, 2011). For 

Spanish Churra sheep, Ne is estimated as 128 (Garcia-Gamez et al., 2012). For commercial lines 

of chickens, Ne of layers is ~800 (Muir, 1997); and for broilers of Aviagen, Ne ranges from 50 to 

200 (Andreescu et al., 2007). The smaller effective population size in animals is due to wide use 

of artificial insemination using elite sires (Delany, 2003).  

 

METHODOLOGIES OF GWAS BASED ON LINEAR MODEL 

Realized relationships based on marker genotypes: 

 For GWAS in human, unrelated individuals were commonly used to avoid “over-

matched” genotypes among relatives (Risch and Teng, 1998; Stranger et al., 2011). However, 

Visscher (2008) suggested little power will be lost using related individuals, and gains would 
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include quality control, population stratification, and linkage disequilibrium-linkage analysis (i.e. 

“LDLA”) mapping. Population stratification has been considered as a serious issue during 

GWAS. Distinct genetic ancestries of case/control groups reflect in allele frequency differences 

across ethnic groups, which cause spurious associations. This can be avoided if genomic 

relatedness is used (Cardon and Palmer, 2003; Falush et al., 2003; Lewis and Knight, 2012). For 

populations of animals (e.g. cattle) which have admixture population structure consisting of 

multiple strains or lines, breeds/strains/lines should be considered during analyses. They can be 

included in model based on loadings from principle components in the model, or referred 

through clustering methodologies for genetic ancestry (Bamshad et al., 2003; Falush et al., 2003; 

Khatib, 2012; Price et al., 2006; Price et al., 2010).  

 In animal studies, genetic variances are assumed to be equal within family in GBLUP. 

And the genomic relationship matrix (G) can be calculated and scaled as follows (VanRaden, 

2008b): 

  
   

 
, 

where Z is an covariate matrix for SNP markers (0/1/2), and k is a scaling parameter   

 ∑         where pj is allele frequency for the second allele of j-th SNP, and SNP effects 

were assumed to be independent (Gianola et al., 2009). G matrix can also be scaled based on 

other k values (Gianola et al., 2009; Hayes et al., 2009; Legarra et al., 2009). Scaling of G matrix 

is important for precision of genomic research especially combined with pedigree relationship 

matrix (A) (Forni et al., 2011). Moreover, the G matrix can be used as a diagnostic tool based on 

large difference of diagonal elements with A for mislabeled animals (Simeone et al., 2011). 

The G matrix can also be calculated with additional diagonal matrix with weights (D), 

which makes unequal variances and shrinkage for SNP markers. The elements in D are either a 
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function of allele frequencies where    
 

         
, or proportional to squared SNP substitution 

effects with scale (Amin et al., 2007; Leutenegger et al., 2003; Veerkamp et al., 2010; Zhang et 

al., 2010c). 

 Statistical framework 

There are three essential factors to implement GWAS: large sample size, efficient 

genotypes that cover whole genome, and powerful and unbiased analytic methods (Cantor et al., 

2010). Model and method choice should be based on objective of the research and available 

resource. On one hand, non-linear models have been considered through Bayesian inference to 

account for non-normal QTL distribution, or data mining and machine learning methods 

accounting for interactions of gene by gene, gene by environment and other non-additive effects 

(Moore et al., 2010; VanRaden, 2008b; VanRaden et al., 2009). On the other hand, for 

quantitative traits, linear regression (additive model) is more commonly used according to its 

simplicity, stability, wide available software support, and more other advantages (Cantor et al., 

2010; VanRaden, 2008b). To implement GWAS through a linear model, single SNP locus could 

be fitted as a fixed effect one by one or few tagged SNPs as fixed effect through pre-selection to 

avoid “small n, large p” problem (p: number of SNPs; n: sample size), improved with including 

background polygenic effects, population structure, or other environment effects in model (He 

and Lin, 2011). As the increasing data sets in phenotypes, genotypes and pedigrees, and 

requirement of fast, powerful and robust computing, software packages have been developed 

based on various objectives of GWAS research (Kang et al., 2010; Meyer and Tier, 2012; Zhang 

et al., 2010a). Comparison of several available packages useful for mixed model on GWAS has 

been shown in Table 2.1(Zhang et al., 2009). 
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Table 2.1 Software packages useful for mixed model for association mapping. 

However, the univariate model requires a very stringent significance tests, where lots of 

individuals effects are too small to pass even they do contribute fraction of total genetic variation 

(Bloom et al., 2013; Yang et al., 2010). Other than that, single marker model ignores the LD 

information with neighboring markers and thus less powerful compared with models considering 

multiple loci (Akey et al., 2001; He et al., 2011; Stringer et al., 2011). As quote from Visscher et 

al. (2012): “… surprisingly large proportion of additive genetic variation is tagged when all 

SNPs are considered simultaneously”. As the level of markers are too large to fit as fixed effects, 

SNPs effects can be treated as random effects in a mixed model frame (Meuwissen et al., 2001a). 

Different methodology could be applied based on hypothesis and research objectives. The most 

commonly used approaches are under two categories: (i) directly fit SNPs as random effects in 

model, or (ii) indirectly derive SNP solutions from genetic values based on the equivalent model, 

where both can be implemented by GBLUP or Bayesian regression (de Los Campos et al., 2013; 

Goddard et al., 2009; Stranden and Garrick, 2009a). For both methods, shrinkage factors would 

be engaged optionally; the properties of 3 common types of shrinkage have been shown in 

Figure 2.2 (Chen et al., 2010).  
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Figure 2.2 A graphic illustration of the properties of different penalty functions. A graphic 

illustration of the properties of three different penalty functions. The eclipses represent the 

likelihood contours. (A–C) The square, round, and star shapes represent the lasso, ridge, and 

bridge constraint, respectively. The dots are the points where likelihood contours are “tangent” to 

the constraints, i.e., the penalized likelihood estimates. Note that in lasso (A) or bridge (C), the 

constraint is discontinuous at zero. If the likelihood contour first touches the constraint at point 

zero, the corresponding parameter estimate is zero, and variable selection is achieved.  

Fit SNP effects in model: 

            

where y is a vector of phenotypes or pseudo-phenotypes (e.g. deregressed EBVs, or daughter 

yield deviation);   is overall mean; u is vector of polygenic background effect; X is genotype 

covariates matrix (0, 1, 2) with dimension of N×M, where N is the number of individuals and M 

is the number of SNPs; g is a vector of additive marker effects and i-th SNPs   ~ N(0,    
 ); e is a 

vector of residuals. 

With Bayesian methods (e.g. BayesA, BayesB and BayesC, etc), SNPs effects, variance 

and other parameters can be inferred by Markov-Chain Monte Carlo procedure through Gibbs 

sampling or Metropolis-Hastings steps. Difference of these Bayesian methods is mainly based on 

prior specifications for g (Habier et al., 2010b; Meuwissen et al., 2001a). For BayesA and 

BayesB, variance of i-th SNP    
  is locus specific and follows a scaled inversed chi-square 

distribution with known priors. However, BayesB has an additional parameter  , which is 

defined as probability that    
   , and    

  is non-zero for all locus in BayesA. That implies 

stronger shrinkage in BayesB than in BayesA. BayesC is similar to BayesB while the variance is 

equal to every locus (Verbyla et al., 2009). Therefore, all types of Bayesian methods are 
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analogous to BayesB: as BayesA is the special case of BayesB where    , and BayesC is 

another case of BayesB where    
  is a constant. 

 Moreover, Zhang et al. (2010c) and Sun et al. (2012) proposed similar methods through 

non-sampling procedure based on different weight elements in matrix of D to reconstruct the 

realized relationship G matrix. Both weights are based on SNP marker variance, but with 

different statistics theories: calculated through posterior/estimated marker effects from 

BayesB/BLUP    
            ̂ 

 , or derived through EM algorithm    
  

 ̂ 
      

 

    
; where  ̂ 

  

is squared estimated marker effects,    and   
  are priors of degree of freedom and scale 

parameters while    
        

    
 

   
 .  

Derive SNP effects through the equivalent model: 

 The method by Sun et al. (2012) could be implemented through iterations and SNP 

effects (i.e.  ̂ ) requires solving by an equivalent model (Stranden and Garrick, 2009a): 

Assume                                                                    

where a is additive genetic values (genomic breeding values: “GEBVs”) with dimension of N×1, 

then 

                                     

According to mixed model equation (Henderson, 1984):  

 ̂                          ̂   ̂  

where Z is the incidence matrix for a; R
-1

 is the inverse of variance of residuals; and    is the 

ratio between residual and genetic variances thus    
  

 

  
 .  

Also, variances of a and u are: 
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 ∑        
 

                            
  

 

 ∑        
    

                   . 

Full procedure can be referred to Appendix A. 

Improved relationship matrix to combine both A and G matrices 

As the equivalent model is available to derive marker effects through GEBVs, the 

methods used for genomic evaluation are also operational for GWAS. Genetic values can be 

derived based on genotyped individuals where it is only a small portion of the whole population. 

Although one can include the information from relatives of those genotyped individuals, it 

requires an extra step with estimation, so called as “multi-step”, which may bring bias (Garrick 

et al., 2009; VanRaden, 2012; Vitezica et al., 2011b). To avoid problems abovementioned, a 

single-step procedure (SSP) incorporating GBLUP frame has been developed, and it has been 

applied successfully in various species (Chen et al., 2011b; Christensen and Lund, 2009; Forni et 

al., 2011; Misztal et al., 2009; Misztal et al., 2002; Vitezica et al., 2010). The main idea of SSP is 

based on a combined relationship matrix which integrated  

G and A matrix together, and its inverse is: 

  (Aguilar et al., 2010) 

where H is the combined relationship pedigree, and A22 is the numerator relationship matrix for 

genotyped individuals. Additionally, the matrix G should be compatible with A for more reliable 

prediction (Chen et al., 2011a; Forni et al., 2011; Simeone et al., 2012). 

Currently GWAS progress in chicken 
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As abovementioned, the SNP chips used in domestic animals are ~50k, which provides 

decent genome coverage in many species: e.g. pigs, cattle and chickens (Rosa, 2008). In chicken, 

most traits of interest are still growth relevant traits, including body  

Figure 2.3 Summary of chicken database (QTLdb) by chromosome and by trait. 

composition and body size, growth, body weight, fatness, shank, egg weight and uniformity, etc 

(Ankra-Badu et al., 2010; Gao et al., 2011; Wolc et al., 2012; Xie et al., 2012; Zhang et al., 

2012a; Zhou et al., 2006a, b; Zhou et al., 2007). More and more researches are also focus on 

metabolic traits, resistance to Salmonella colonization, avian influenza virus and Marek’s disease 

(Fife et al., 2010; Li et al., 2013a; Sironi et al., 2011). Meanwhile, chicken QTL database has 

been in progress and updated with newly found QTLs, and summary of reported QTL by trait 

and chromosome has been listed in Figure 2.3 (Hu et al., 2013).  

 

DISCUSSION ON INTERPRETATION AND UTILIZATION OF RESULTS FROM 

GWAS 

 Generally speaking, GWAS achieved great success in finding genetic variants associated 

with phenotypes of various complex traits in different organisms, rediscovered many genes, and 

highlighted biological pathways (Cole et al., 2011; Hirschhorn, 2009; Klein and Ziegler, 2011;  
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Li et al., 2013b; Onteru et al., 2012). There is no doubt that we have found the common variants. 

However, there are more voices talked about the challenge of GWAS on “missing heritability” 

issue (Bush and Moore, 2012; Hardy and Singleton, 2009; Maher, 2008; Visscher et al., 2012), 

as reasons were talked about as follows. First, the underlying hypothesis of “common disease-

common variant” might be a flaw. According to this assumption, only small fraction of genetic 

variation is able to be identified. Moreover, there would be a large heritability gap if the 

underlying genomic structure of such trait does not match this hypothesis (Zeggini, 2011). For 

rare variation explaining very large phenotype variance, the loci were discarded during quality 

control process before GWAS (Figure 2.4). Second, markers used in GWAS are SNPs, which is 

the single based-pair change in the DNA sequence. However, because of its limitation in 

variation for a single nucleotide, it has a minimal impact on biological system and causing 

functional consequences on expression even protein levels. This inspires new projects on other 

types of markers, for example copy number variation (CNV) studies (Zhang et al., 2011). Third, 

underlying genetic architecture has been ignored thereby most genetic variation is “missing” in 

population, such as gene by gene interactions (epistasis), gene by environment interactions, 

pleiotropic effect, etc (Stranger et al., 2011; Zwarts et al., 2011). Last, it is a big question that 

how to utilize the results based on GWAS, as those identified genetic variations associated with 

phenotypes are not necessarily causal variants/genes. This implies the importance of epigenetics 

and post-GWAS research, which aims to find out “the functional consequences of these loci” 

from GWAS (Freedman et al., 2011).  

In conclusion, GWAS is still a powerful tool that leads us to understand the inherited 

basis of polygenic traits. It might not be the final step to uncover the veil of truth, and more 

realistic hypothesis and better methodologies could be involved, but that does not mean 
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“failure”. In extent of “association”, GWAS has accomplished its mission. However, there is still 

a long way to go for detecting functional/causal variants and underlying biology. 

Figure 2.4 Spectrum of disease allele effects. Disease associations are often conceptualized in 

two dimensions: allele frequency and effect size. Highly penetrant alleles for Mendelian 

disorders are extremely rare with large effect sizes (upper left), while most GWAS findings are 

associations of common SNPs with small effect sizes (lower right). The bulk of discovered 

genetic associations lie on the diagonal denoted by the dashed lines. 

doi:10.1371/journal.pcbi.1002822.g001 
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GENOME-WIDE ASSOCIATION MAPPING INCLUDING PHENOTYPES FROM 
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ABSTRACT 

A common problem for genome-wide association analysis (GWAS) is lack of power for 

detection of QTLs and precision for fine mapping. Here we present a statistical method, termed 

Single-step GBLUP (ssGBLUP), which increases both power and precision without increasing 

genotyping costs by taking advantage of phenotypes from other related and unrelated subjects. 

The procedure achieves these goals by blending traditional pedigree relationships with those 

derived from genetic markers, and by conversion of EBVs to marker effects and weights. 

Additionally, the application of mixed-model approaches allows for both simple and complex 

analyses that involve multiple traits and confounding factors, such as environmental, epigenetic, 

or maternal environmental effects. Efficiency of the method was examined using simulations 

with 15,800 subjects of which 1500 were genotyped. Thirty QTLs were simulated across genome 

and assumed heritability was 0.5. Comparisons included ssGBLUP applied directly to 

phenotypes, BayesB and classical GWAS (CGWAS) with deregressed proofs. An average 

accuracy of prediction 0.89 was obtained by ssGBLUP after one iteration, which was 0.01 higher 

than by BayesB. Power and precision for GWAS applications were evaluated by the correlation 

between true QTL effects and the sum of m adjacent SNP effects. The highest correlations were 

0.82 and 0.74 for ssGBLUP and CGWAS with m = 8, and 0.83 for BayesB with m = 16. 

Standard deviations of the correlations across replicates were several times higher in BayesB 

than in ssGBLUP. The ssGBLUP method with marker weights is faster, more accurate, and 

easier to implement for GWAS applications without computing pseudo-data.   

Key words: genomic evaluation, genome-wide association mapping, QTL, simulation, single 

step procedure 
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INTRODUCTION 

As a result of commercial availability of highly dense SNP chips in humans, genome-

wide association analysis (GWAS) has proven to be a powerful tool to identify genes for 

common diseases and complex traits (Hirschhorn & Daly, 2005; Visscher et al., 2007). 

Similarly, GWAS has been applied to animals for the discovery of genes that are associated with 

disease and production traits (Bennett et al. 2010; Bolormaa et al. 2010; Karlsson et al. 2007; 

Orr et al. 2010; Pryce et al. 2010). In animal breeding, a closely related procedure that makes use 

of the same SNP chips, but for an entirely different purpose, is the estimation of breeding values 

(GEBVs) for genomic selection (GWMAS), a form of marker assisted selection. GWMAS is 

often performed with procedures called BayesA or BayesB that consider all genetic associations 

derived from markers (Meuwissen et al., 2001).  Moreover, BayesA and BayesB solutions 

provide SNP effects; thus, these methods can be applied to GWAS (Goddard & Hayes, 2009; 

Sun et al., 2011) with the additional advantage of accounting for population stratification and 

cryptic relatedness (Sillanpaa, 2011). The classical analysis of GWAS (CGWAS) is based on a 

test of a single marker, which treats each SNP marker as a covariate in the model (Hirschhorn & 

Daly, 2005). The main advantage of CGWAS is the ease of significance testing; however, it is 

likely to result in reduced fit to the data compared to methods where all SNP are jointly 

considered. Additionally, neither Bayesian methods nor single-marker analysis can directly 

include genetic association found in the pedigree of animals that have not been genotyped. 

Although such information can be considered indirectly in multiple-step procedures in which 

phenotypic data from relatives are summarized to create pseudo-data for genotyped individuals 

(VanRaden et al., 2009), new problems can arise, such as information loss, heterogeneity caused 

by different amounts of information in the original data set, and bias (Vitezica et al., 2011). 
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Thus, multiple-step methods for computing genomic predictions are not only complicated but 

likely suboptimal for GWAS. This is particularly true in livestock species, where pedigrees are 

complex, and nuclear families are the exception rather than the rule. In contrast Misztal et al. 

(2009) and Christensen and Lund (2010) proposed a single step approach (ssGBLUP) that 

integrates phenotypes, genotypes and pedigree information.  Such information can be combined 

with genomic data for greater detection power and estimation precision through a properly scaled 

and augmented relationship matrix (Legarra et al., 2009; Misztal et al., 2009).  The ssGBLUP 

method has been shown to provide more consistent solutions and better accuracy than the 

multiple-step approach (Aguilar et al., 2010; Chen et al., 2011; Forni et al., 2011).  

A limitation of the ssGBLUP methodology is that it is based on an infinitesimal model, 

which assumes equal variance for all SNP marker-QTL associated effects. An advantage of the 

infinitesimal model is that the resulting genomic relationship matrix is identical for all traits 

within a population (Aguilar et al., 2010).  In contrast, although BayesA or BayesB is limited in 

that neither can include phenotypic information from non-genotyped individuals, they remove 

the assumption of equal variance for all SNP marker-QTL associated effects, which appears to 

be a more realistic situation. Unfortunately, relaxing this assumption comes at a cost of orders of 

magnitude more computing time in a Bayesian framework. Combining the strengths of both 

methods (i.e. allowing for unequal variances in a ssGBLUP context) could improve the accuracy 

of the estimation of GEBVs for breeding and selection applications, and precision for the 

estimation of SNP effects for GWAS applications.  

Estimation of weights for SNP variances can be achieved without sampling. Zhang et al. 

(2010) derived SNP weights as functions of squares of SNP effects and incorporated those 

variances as weights in GBLUP. Sun et al. (2011) developed an iterative procedure for GBLUP, 
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in which GEBVs were converted to SNP effects and weights were obtained similar to those in 

Zhang et al. (2010). However, neither studies could directly utilize phenotypes of ungenotyped 

animals. 

The objectives of this research were to investigate the optimal weights on marker 

variances for improving accuracy and precision in GWAS and GEBVs by ssGBLUP, and to 

compare results from ssGBLUP, CGWAS and the BayesB methods as described by Meuwissen 

et al. (2001). 

 

MATERIALS AND METHODS 

Data simulation 

Data were simulated using QMSim (Sargolzaei & Schenkel, 2009) for an additive trait 

with a mean of 5.0, phenotypic variance 1.0, and heritability 0.5. Two 100 cM chromosomes 

were simulated, and each chromosome contained 15 uniformly distributed QTLs. For 

chromosome 1 and chromosome 2, on average 1552 and 1448 SNP markers respectively were 

evenly distributed. Both SNP markers and QTLs were assumed to be bi-allelic, and no marker 

loci overlapped with the QTLs. Minor allele frequencies were > 0.05.  Effects of QTLs were 

randomly sampled from a Gamma distribution with a shape factor of 0.4 and a scale factor of 

1.36. All additive genetic variance resulted from the QTLs. A simulated population started at 

generation -1001 (i.e. base population) and consisted of 100 individuals. For generations -1001 

to -1, mutation rate of 0.000025 was simulated for each locus of both QTLs and SNPs per 

generation, and non-overlapping generations were simulated with population size per generation 

increasing gradually from 100 to 2800. In generations 0 to 4, 80 randomly chosen males and 520 

randomly chosen females were genotyped and produced 2600 progenies by random mating. The 
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phenotypic information was recorded for all animals in generations 0-5. Genotypes were 

recorded for all parents in generations 3 and 4, and 300 random individuals in generation 5. For 

recent generations 0-5, the complete data sets contained 15,800 individuals in pedigree with 

records, of which 1500 individuals were genotyped. The simulation was replicated 10 times. 

Some statistics of the simulated data set are shown in Table 3.1.  

Model and Methodology 

The single-trait model for ssGBLUP was: 

    (1) 

where y is a vector of simulated observations (phenotypes); 1 is a vector of all ones; µ is the 

overall mean of phenotypic records; Za is an incidence matrix that relates individuals to 

phenotypes; a is a vector of individual animal effects; e is a vector of residuals. The variances of 

a and e are:  

  (2)   

where  and  are total genetic additive and residual variances respectively, and H is a matrix 

that combines pedigree and genomic relationships as in Aguilar et al. (2010), and its inverse is: 

  (3) 

where A is a numerator (pedigree) relationship matrix for all animals; A22 is a numerator 

relationship matrix for genotyped animals; and G is a genomic relationship matrix. Matrix G was 

constructed based on VanRaden et al. (2008) that assumed allele frequencies of the current 

population and adjusted for compatibility with A22, which was applied in “GC” and “BLUPα” in 

Chen et al. (2011) and Vitezica et al. (2011).  
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(iii) Derivation of SNP effects from breeding values 

Let the animal effects be decomposed into those for genotyped (ag) and ungenotyped (an) 

animals. The animal effects of genotyped animals are a function of SNP effects:  

 (4) 

where Z is a matrix relating genotypes of each locus, and u is a vector of SNP marker effects.  

Thus, the variance of the animal effects is: 

  (5) 

where D is a diagonal matrix of weights for variances of SNPs (D = I for GBLUP);  is the 

genetic additive variance captured by each SNP marker when no weights are present; and G
*
 is 

the weighted genomic relationship matrix. 

The joint (co)variance of animal effects (ag) and SNP effects (u) is: 

  (6) 

Subsequently: 

  (7) 

where λ is a variance ratio or a normalizing constant. According to VanRaden et al. (2008), 

, where  is the number of SNPs and  is allele frequency of the 

second allele of the i-th marker. Following Stranden and Garrick (2009) one can derive: 

 (8) 
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Therefore, the equation for predicting SNP effects that uses weighted genomic relationship 

matrix  becomes: 

 (9) 

This is the best predictor of SNP effects given animal effects (Henderson, 1973). Estimates of 

SNP effects can be used to estimate individual variance of each SNP effect (Zhang et al.,  2010):  

 (10) 

  Computing algorithm 

The above formulas can be used to create an algorithm for estimation of D from ssGBLUP. 

Denote t as an iteration number and i as the i-th SNP. The algorithm proceeds as follows: 

1. t = 0, ;  

2. Compute  by ssGBLUP 

3. Calculate  

4. Calculate  for all i as in Zhang et al. (2010) 

5. Normalize  

6. Calculate   

7.   

8. Exit, or loop to step 2 or 3.  

In looping to step 3 (scenario S1), one applies the revised G
*
 only for the prediction of SNP 

effects while calculating the animal effects only once, thus  does not change during iterations. 
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scenario S1 is sufficient as opposed to scenario S2 and how many iterations are necessary is not 

clear and needs to be determined experimentally. In particular, scenario S1 is applicable to 

multiple-trait models where the relationship matrix needs to be identical for all traits.  

(v) Computations 

Computations with ssGBLUP involved program BLUPF90 (Misztal et al., 2002) 

modified for genomic analyses (Aguilar et al., 2010), and used simulated parameters. 

Comparisons involved BayesB procedure as implemented in the GenSel package (Habier et al., 

2010). These procedures used the model: 

 (11) 

where  is a dependent variable (DV) for genotyped animals, with options being non-weighted 

deregressed proofs (DP) or weighted DP (Stranden & Garrick, 2009). For non-weighted DP, all 

weights were assumed equal to each other being 1; for weighted DP, the weight for i-th 

individual was calculated as  based on equation (10) in Garrick et al. 

(2009), where c is fraction of the genetic variance not accounted for by SNPs, and was assumed 

to be 0.1 (Ostersen et al., 2011); h
2
 is the heritability, and 
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reliability of DP for the i-th 

individual. Moreover, 1 is a vector of all ones; µ is the overall mean; Zu is a matrix relating SNP 

marker effects to phenotypic information; u is a vector of SNP marker effects; e is a vector of 

residuals distributed as , where Db is a vector of weights as in Stranden & Garrick 

(2009). For BayesB, marker effects were assumed to be distributed as , where  

is the variance of the j-th SNP, and proportion of SNPs with no effects ( ) was set to 90%. 
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of 0.5. Priors for variances of SNP effects and residuals followed a scaled inverse Chi-square 

distribution with degrees of freedom 4 and 10, respectively. The Monte Carlo Markov Chain was 

run for 100,000 iterations (first 10,000 rounds were discarded as burn-in) with Gibbs sampling, 

with 100 of Metropolis-Hastings sampling within each Gibbs sampling cycle. Estimates of 

GEBVs and SNP effects were based on the posterior means according to the remaining 90,000 

iterations. Accuracies of genotyped animals were defined as correlations between true breeding 

values (TBVs) and GEBVs. Accuracy of GWAS was determined by correlations of QTL effects 

with the sum of m SNP solutions adjacent to each QTL, where m varied from 1 to 40. We did not 

attempt to declare detection thresholds, or p-values, because they are difficult to define and 

compare to classical frequentist test of hypothesis, in the context of shrunken or Bayesian 

estimators, as is the case here (Servin & Stephens, 2007; Wakefield, 2009).  

For comparisons, SNP solutions were also estimated by CGWAS using a “Snappy” 

approach implemented in WOMBAT (Meyer & Tier, 2012). When CGWAS analyses are 

repeated for a large number of SNPs, the computing time can be large, especially for large SNP 

panels. In “Snappy”, matrices common to all SNPs are precomputed, greatly reducing the 

computation time for the complete scan.  

 

RESULTS AND DISCUSSION 

Accuracy of estimated breeding values  

Estimated breeding values had been obtained through regular BLUP, ssGBLUP and 

Bayesian methods (BayesB using non- or weighted DP), respectively. Accuracies of genotyped 

animals are shown in Table 3.2, and defined as correlations between TBVs and estimated 

breeding values: EBVs for regular BLUP, and GEBVs for other approaches. Accuracies of 
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ssGBLUP ranged from 0.87 (0.02) to 0.89 (0.01) depending on iterations, and they were always 

higher than EBVs for BLUP. For S1, accuracies of GEBVs remained 0.87 (0.01). This result 

occurred because GEBVs were not recomputed (only SNP effects). For S2, however, the 

accuracy increased to 0.89 (0.01) by the second round, then dropped to 0.88 (0.01 or 0.02) until 

the sixth round, and then dropped to 0.87 (0.02). The slight decrease of accuracy in the later 

rounds could be due to excessive weights given to SNPs associated with few QTLs with larger 

effects, and reduced weights for numerous QTLs with smaller effects.  

For BayesB methods, the accuracies of non-weighted DP were 0.88 (0.02) and were the 

same as result of weighted DP (c = 0.1). As using DP as DV yields more reliable breeding value 

solutions than using EBVs in genetic evaluation (Ostersen et al., 2011), other types of DV (e.g. 

phenotypic records and EBVs) were not considered in this study. For both scenarios of using 

non- and weighted DP as DV, accuracies from BayesB methods were similar to ssGBLUP with 

slightly larger standard deviations (SDs) across replications. While the Bayesian methods lose 

accuracies when pseudo-data are used (Vitezica et al., 2011), that loss of accuracy seems to be 

similar to the loss of accuracy in ssGBLUP by assuming variances of all SNPs are equal. In the 

work of Vitezica et al. (2011), genotyped animals do not have observations of their own, 

whereas here genotyped animals do have associated phenotypes. Therefore information from 

related animals added little to EBV accuracies. 

Accuracy of QTL estimates 

  Table 3.3 presents accuracies of ssGBLUP for QTLs defined as correlations between 

QTL effects and the sum of m adjacent SNP marker effects, where m varied from 1 to 40. SNP 

effects under scenarios of S1 and S2 were updated iteratively resulting in similar results. For 

both S1 and S2, and all iterations, accuracies of QTLs increased up from m = 1 to m = 8, and 
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decreased sharply for m = 40. Iterations improved the accuracy of the S1 and S2 options but only 

for m = 8 and m = 16. With iteration and subsequent recomputation of SNP weights, small SNP 

effects were reduced every round while the large effects became even larger. Iteration for new 

GEBVs (S2) allowed corrections to SNP with small effects. The highest correlation at m = 1, , 

and was after the first iteration. The highest correlation was 0.82 with m = 8 and the second 

iteration. In both S1 and S2, iteration for GEBVs maximized the accuracy of GEBVs given 

weights. The highest accuracy was achieved by having a combination of weights that minimized 

estimation errors but reflected the reality that SNPs adjacent to a QTL contribute to estimation of 

that QTL. 

The advantage of S2 over S1 is dependent on the number and distribution of QTL effects. 

With many QTL effects and relatively equal distribution, assigning differential weights to SNPs 

does not greatly improve the accuracy of GEBVs, and therefore little is gained by iteration on 

GEBVs. Greater improvements with S2 are expected when differential weights on SNP improve 

accuracy to a greater degree. In a separate study (results not reported), the realized accuracy of 

S2 improved up to the third iteration for some traits, while deteriorating for other traits in 

subsequent round. Further research may establish an optimum number of rounds for each 

particular situation.  

 Relatively lower correlations are not unexpected at low m. Zondervan and Cardon (2004) 

have found that the closest SNP marker is not always the best predictor of its neighboring QTL. 

There should be an “optimal haplotype length” according to the marker density and extent of 

linkage disequilibrium in the population (Villumsen et al., 2009). Density of SNP markers and 

QTLs in the simulated genome were, on average, 0.067 cM and 6.06 cM, respectively. With each 

QTL distributed approximately every 90 SNP markers, the QTL effects could be best 

2

4
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approximated by the sum of the adjacent 90 SNP effects. However, due to recombination and 

mutation for 1000 generations, the best haplotype length can be much shorter than expected. In 

this study, approximations with 8 SNPs were the most accurate, while those with close to 40 or 

more were not. Decreases of accuracies in later iterations can be explained by excessive weights 

on larger SNPs in later iterations. A different algorithm to calculate weights of SNP effects, e.g. 

with a lower bound similar to Sun et al. (2011), may improve accuracies in later rounds. The 

form of constructing weights used here is indeed suboptimal, because it considers that the 

estimate of the j-th SNP effect  is the true value, whereas in fact it is a regressed value. An 

optimal procedure would consider the uncertainty in the estimation of SNP effects by 

expectation-maximization (EM) or by Bayesian procedures (Legarra et al., 2011; Xu, 2010).   

 Table 3.4 shows the correlation between QTL effects and the sum of m adjacent SNP 

solutions for BayesB using non- or weighted DP, and for CGWAS using non-weighted 

DP. When BayesB was applied, weighting DP had little effect on the correlations, which most 

likely was due to the simple population structure in our simulated study and subsequently similar 

weights for most genotyped animals. Compared to ssGBLUP and iteration 1, the 

correlations resulting from application of BayesB were smaller for m ≤ 4 and slightly higher for 

m ≥ 16. Although the average correlations using BayesB were the same as, or even slightly 

better, than when ssGBLUP was used, the SDs calculated over 10 replications were much higher 

for BayesB than ssGBLUP. Even in the best situation, the SDs were 0.07 for BayesB with m = 

16, as compared to 0.02 (or 0.03) for ssGBLUP/S1 (or S2) with m = 8. For other m, SDs ranged 

from 0.08 to 0.27 for BayesB, and from 0.02 to 0.09 for ssGBLUP. Larger SDs with BayesB 

could be due to its sampling structure (Gianola et al., 2009), which also made BayesB less robust 

than ssGBLUP. With CGWAS, the correlations were higher than any other methods with m = 1, 

jû
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matched ssGBLUP in iteration 1 with m = 2, and were lower than the other methods with m ≥ 

4. Due to fitting a single SNP as a fixed effect, CGWAS is best for identifying a single causative 

SNP, but seems less efficient in identifying regions containing the QTLs. In general, SDs with 

CGWAS were lower than with BayesB, but higher than with ssGBLUP.  

Graphs of SNP solutions and their moving averages 

Figure 3.1-3.4 present SNP solutions or their 4-point moving averages for several 

methods. The graphs of SNP solutions are the least noisy for BayesB, and the most noisy for 

CGWAS, with ssGBLUP in between.  While most SNP solutions in BayesB are set to 0, lack of 

shrinkage in CGWAS results in solutions with more noise. Solutions from the third iteration of 

ssGBLUP/S1 were more similar to those of BayesB, as each round of ssGBLUP shrinks smaller 

solutions. With averaging, graphs from all the methods were more similar, with closest similarity 

between BayesB and ssGBLUP/S1 in iteration 3, and CGWAS and ssGBLUP in iteration 1. The 

similarities confirm that for this particular data set, most QTLs cannot be located with a single 

SNP accurately; however, all of the methods are similar in identifying regions containing large 

QTLs.  

Computing considerations 

In terms of computing time, one round of ssGBLUP required about 2 min, a run of 

BayesB required about 5 h, and a run of WOMBAT only required 13 s. Long running time in 

BayesB is due to long sampling.  The extraordinarily fast run in WOMBAT is due to an 

ingenious algorithm; in testing, WOMBAT was over 100 times faster than previous CGWAS 

approaches. However, the timing analyses were not fully comparable. Both BayesB and 

ssGBLUP are useful for creating prediction equations based on computed SNP effects while 

CGWAS is only useful for GWAS. Comparisons based on computing times are not complete, as 
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BayesB and CGWAS require a BLUP run to create DP, but no such step is required with 

ssGBLUP.  

 When implemented efficiently, the cost of BayesB is linear for the number of SNPs and 

the number of subjects (Legarra & Misztal, 2008). As currently implemented, the creation of  G
-1

 

in ssGBLUP is linear with respect the number of SNPs and cubic with respect to the number of 

subjects (Aguilar et al., 2011). With efficient implementation, the time to create G
-1

 is about 1 

min for 7k genotypes and 1 h for 30k genotypes (Aguilar et al., 2011). The ssGBLUP method 

has a potential of smaller than cubic cost with respect to the number of genotypes with 

nonsymmetric mixed model equations and PCG iteration (Misztal et al., 2009; Legarra and 

Ducrocq, 2012). 

Additional considerations 

In practice, GWAS (as practiced in humans') seeks to find loci strongly associated across 

"unrelated" individuals. Genomic selection works with closely related populations, and this 

relation generates strong linkage (disequilibrium) within the sample that cannot be ignored. 

Because results from the three methods are similar, none of the methods do a particularly good 

job of distinguishing associations from that due to linkage disequilibrium. Additional analyses 

are required to determine whether markers with large effects are due to associated loci or to 

linkage disequilibrium.  

For the data sets in this study, in the best-case, ssGBLUP delivered more accurate 

GEBVs than the best-case BayesB. All the methods delivered similar predictions of QTL effects 

based on sum of 2-SNP effects. The ssGBLUP/S1 method is still relatively new and can benefit 

from further refinements. In particular, the refinements would involve more accurate sampling of 

SNP variances as discussed before, and a determination of the optimum number of rounds in 
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ssGBLUP/S2 for maximum accuracy of GEBVs and GWAS. Another needed refinement for 

ssGBLUP is methodology for significance testing. Without such testing, the use of ssGBLUP for 

GWAS is limited to identifying SNPs or regions of SNPs with very large effects.  

In general, ssGBLUP/S1 seems to provide more consistent estimates than either BayesB 

or CGWAS using DP. The ssGBLUP/S1 method is also much simpler and therefore more robust 

to run as: 1) no pseudo-data are required, and 2) no sampling is used. Mrode et al. (2010) found 

large differences regarding results and computing time among various implementations of 

BayesB.  

Models used in this study were very simple with a relatively balanced population 

structure. For complicated models, such as a multi-trait, maternal effect, random regression or 

reaction norm models, DP are hard or near impossible to create. Even if they can be created, 

approximations of DP (Vitezica et al., 2011) would reduce accuracy. The performance of 

ssGBLUP is likely to improve with field data and more complex models with additional 

refinements.  

 

CONCLUSIONS 

The ssGBLUP method can be modified to compute SNP effects and estimate variances of 

SNP effects. Such modifications allow for increased accuracy of GEBVs and enable GWAS. The 

main advantage of ssGBLUP for GWAS is the ability to incorporate phenotypes of ungenotyped 

animals directly in a BLUP-like approach, without computing pseudo-data. Modified ssGBLUP 

may become the method of choice for GWAS in the case where merely a fraction of the 

population with phenotypes is genotyped. In which case, the model for analysis is too complex 

for use of other methods, and pseudo-data, such as deregressed proofs, for use with method 
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BayesB and CGWAS, cannot be obtained with sufficient accuracy. In addition, ssGBLUP has 

the advantages of fast computing, robust estimates, and simplicity.  
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Table 3.1.  Description of genomic data from simulation 

Means (SDs
1
) Chr1

2
 Chr2 Total 

SNPs Number 1552 (22) 1448 (22) 3000 

AvgMAF
3
 0.28 (0.004) 0.28 (0.005) 0. 28 (0.005) 

QTLs Number 16 (2) 14 (2) 30 

AgvEffect
4
 0.15 (0.04) 0.16 (0.04) 0.16 (0.04) 

1
 SDs: standard deviations.

 
 

2
 Chr1 and Chr2: chromosome 1 and chromosome 2. 

3
 Average minor allele frequencies of SNPs. 

4
 Average effects of QTLs. 
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Table 3.2.  Correlation between true breeding values from simulation with estimated breeding 

values (EBVs) and deregressed proofs (DP) from regular BLUP, genomic breeding values 

(GEBVs) from ssGBLUP and from BayesA and BayesB with different types of dependent 

variables (DV) 

BLUP EBVs DP             

 
0.81 

(0.01) 

0.77 

(0.01)       

ssGBLUP it1
1
 it2 it3 it4 it5 it6 it7 it8 

 
0.87 

(0.01) 

0.89 

(0.01) 

0.88 

(0.01) 

0.88 

(0.02) 

0.88 

(0.02) 

0.87 

(0.02) 

0.87 

(0.02) 

0.87 

(0.02) 

BayesB_DP NW
2
 c=0.1       

 
0.88 

(0.02) 

0.88 

(0.02) 
            

1
 GEBV solutions using ssGBLUP from iteration 1 (it1) to iteration 8 (it8).

 

2
 Non-weighted deregressed proofs, and weighted deregressed proofs with c = 0.1. 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

52 

 

Table 3.3. Average correlations (standard deviations) between QTL effects and sum of cluster of   

SNP effects using ssGBLUP 

S1
1
  1

2
 2 4 8 16 40 

it1  0.53 (0.07) 0.68 (0.05) 0.79 (0.03) 0.81 (0.02) 0.80 (0.03) 0.62 (0.08) 

it2  0.46 (0.07) 0.66 (0.05) 0.78 (0.02) 0.82 (0.02) 0.81 (0.02) 0.63 (0.08) 

it3  0.43 (0.07) 0.64 (0.05) 0.77 (0.02) 0.81 (0.02) 0.80 (0.02) 0.62 (0.08) 

it4  0.42 (0.07) 0.63 (0.05) 0.77 (0.02) 0.81 (0.02) 0.80 (0.02) 0.62 (0.08) 

it5  0.41 (0.07) 0.63 (0.05) 0.76 (0.02) 0.80 (0.02) 0.79 (0.02) 0.61 (0.08) 

it6  0.41 (0.07) 0.62 (0.05) 0.75 (0.02) 0.80 (0.02) 0.79 (0.02) 0.61 (0.07) 

it7  0.41 (0.07) 0.62 (0.05) 0.75 (0.02) 0.80 (0.02) 0.79 (0.02) 0.61 (0.07) 

it8  0.41 (0.07) 0.62 (0.05) 0.75 (0.02) 0.80 (0.02) 0.79 (0.02) 0.60 (0.07) 

S2  1 2 4 8 16 40 

it1  0.53 (0.07) 0.68 (0.05) 0.79 (0.03) 0.81 (0.02) 0.80 (0.03) 0.62 (0.08) 

it2  0.44 (0.09) 0.65 (0.06) 0.77 (0.03) 0.82 (0.03) 0.81 (0.02) 0.63 (0.06) 

it3  0.41 (0.08) 0.62 (0.05) 0.75 (0.03) 0.79 (0.03) 0.79 (0.03) 0.65 (0.06) 

it4  0.40 (0.07) 0.61 (0.05) 0.73 (0.03) 0.77 (0.03) 0.78 (0.03) 0.64 (0.06) 

it5  0.40 (0.07) 0.60 (0.05) 0.72 (0.04) 0.76 (0.04) 0.77 (0.04) 0.64 (0.06) 

it6  0.40 (0.07) 0.60 (0.05) 0.72 (0.04) 0.75 (0.04) 0.76 (0.04) 0.63 (0.06) 

it7  0.40 (0.07) 0.60 (0.05) 0.72 (0.04) 0.75 (0.04) 0.76 (0.04) 0.63 (0.06) 

it8  0.40 (0.07) 0.60 (0.05) 0.71 (0.04) 0.75 (0.04) 0.76 (0.04) 0.63 (0.06) 
1
 S1: update weights for SNP effects but not for GEBVs; S2: update weights for both GEBVs 

and SNP effects in each iteration. 
2
 Number of SNPs (i.e. m ranges from 1 to 40) in each cluster. 
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Table 3.4. Average correlations (standard deviations) between QTL effects and sum of cluster of 

m SNP effects using BayesB and WOMBAT 

Item
1
 

  BayesB   WOMBAT 

 
NW

2
 

 
c = 0.1 

 
NW 

1
3
 

 
0.48 (0.27) 

 
0.47 (0.25) 

 
0.57 (0.14) 

2 
 

0.65 (0.16) 
 

0.64 (0.16) 
 

0.68 (0.11) 

4 
 

0.78 (0.11) 
 

0.78 (0.10) 
 

0.73 (0.08) 

8 
 

0.82 (0.08) 
 

0.82 (0.08) 
 

0.74 (0.07) 

16 
 

0.82 (0.07) 
 

0.83 (0.07) 
 

0.73 (0.05) 

40   0.66 (0.21)   0.67 (0.21)   0.63 (0.09) 
1
 Deregress proofs (DP) used as dependent variables (DV) in BayesB and classical GWAS using 

WOMBAT. 
2
 Non-weighted DP and weighted DP with c = 0.1. 

3
 Number of SNPs (i.e. m ranges from 1 to 40) in each cluster. 
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Figure 3.1. SNP solutions and their 4-point moving averages from ssGBLUP/S1 and 

ssGBLUP/S2 in the first iteration, (a) SNP solutions, and (b) 4-point moving average.
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Figure 3.2. SNP solutions and their 4-point moving averages from ssGBLUP/S1 in the third 

iteration, (a)  SNP solutions, and (b) 4-point moving average.  
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Figure 3.3. SNP solutions and their 4-point moving averages from BayesB with weighted 

deregressed proofs (c = 0.1) as the dependent variable (DV), (a) SNP solutions, and (b) 4-point 

moving average. 
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Figure 3.4. SNP solutions and their 4-point moving averages from WOMBAT with non-

weighted deregressed proofs as the dependent variable (DV), (a) SNP solutions, and (b) 4-point 

moving average. 
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CHAPTER 4 

GENOME-WIDE ASSOCIATION MAPPING INCLUDING PHENOTYPES FROM 

RELATIVES WITHOUT GENOTYPES FOR 6-WEEK BODY WEIGHT IN BROILER 

CHICKENS
1
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 H. Wang, I. Misztal, W. M. Muir, I. Aguilar, A. Legarra, R. L. Fernando, R. Okimoto, T. Wing, 

R. Hawken. To be submitted to Journal of Animal Science. 
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ABSTRACT 

 The purpose of this study was to extend single-step genomic BLUP (ssGBLUP) to 

genome wide association studies (GWAS) on a production trait in broiler chichens. The 

ssGBLUP is a procedure that calculates genomic breeding values (GEBVs) based on combined 

pedigree, genomic and phenotypic information. The procedure achieves these goals by blending 

traditional pedigree relationships with those derived from genetic markers. In this study, GEBVs 

were converted to SNP marker effects. Unequal variances for markers were incorporated by 

deriving weights from SNP solutions, and integrating the calculated weights into a new genomic 

relationship matrix. Improvements on the SNP weights were obtained iteratively either by only 

recomputing the SNP effects (S1), or both the SNP effects and GEBVs (S2). Data set included 

BW at 6 wk (BW6) of 274,776 broiler chickens, of which 4553 were genotyped using a SNP60k 

chip. After quality control, 40,615 SNP were remained in the analysis. Methods used in the study 

included S1 and S2 implemented iteratively by ssGBLUP, single marker model implemented by 

WOMBAT, and BayesB implemented by GenSel. While S1 and S2 of ssGBLUP applied 

phenotypes directly, the other two methods used deregressed proofs as response variables. The 

accuracy of prediction for young animals in the latest generation was 0.34 for EBV from BLUP, 

and 0.44 to 0.52 for GEBVs from S2 according to different iterations. Manhattan plots were 

carried out by proportion of genetic variances of 20 consecutive SNPs, with similar patterns for 

all methods. For ssGBLUP, S1 and S2 were thinning with iterations, faster for S2 than for S1. 

The Manhattan plot for S1 of the third iteration (S1/3) was similar to WOMBAT with 4 out of 

top 10 regions in common, which explained 3.1% and 2.5% of total genetic variance 

respectively. For BayesB, the plot was dominated by a single large region explaining 23.1% of 

the genetic variance, which ranked the same in S1 and ranked sixth in WOMBAT with much 
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smaller magnitudes. Computing time for S1 and S2 took about 15 min per iteration, while 

BayesB required about 17 h for 51,000 iterations. The main advantages of ssGBLUP, in addition 

to computing time, is the ability to include phenotypes from non-genotyped animals, thereby 

increasing the number of biological samples. More importantly, the method allows GWAS for 

traits that can only be analyzed using complex models including multi-trait, maternal effects, 

indirect genetic effects, and random regression.  

Key words: body weight, broiler chicken, genome-wide association  

 

INTRODUCTION 

To date, GWAS has become a powerful and efficient way to discovery QTL associated 

with phenotypes and underlying genetic architecture of quantitative traits for broiler chickens 

(Zhang et al., 2012). Most number of QTL reported in chicken QTLdb were for growth traits (Hu 

et al., 2013), and pure lines were required for identifying the QTL segregating within breeds 

(Soller et al., 2006; Fulton 2012). Methods implemented in QTL mapping either fit a single or 

few SNPs as fixed effect in model (Xie et al., 2012), or analyze all markers simultaneously on 

whole genome using Bayesian inference (Abasht et al., 2009). An alternative approach explored 

by Wang et al. (2012) examined GWAS using a method termed ssGBLUP, which increases both 

power and precision without increasing genotyping costs by taking advantage of phenotypes 

from both genotyped and ungenotyped subjects. The procedure achieves these goals by blending 

traditional pedigree relationships with those derived from genetic markers, and by conversion of 

estimated breeding values (GEBVs) to marker effects and weights.  

The application of mixed model approaches allow for both simple and complex analyses 

that involve multiple traits and partially confounding factors, such as common environment, 
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epigenetic or maternal environmental effects. Efficiency of the method was examined using 

simulations and comparisons included ssGBLUP applied directly to phenotypes, BayesB (Habier 

et al., 2011) and classical GWAS (CGWAS) with deregressed proofs (Meyer and Tier, 2012). 

The ssGBLUP achieved the highest accuracy for prediction and the highest correlation between 

simulated QTL and the sum of 8 adjacent SNP effects. It was also faster and simpler to apply 

than the other methods.  

The objectives of this study are to evaluate ssGBLUP for GWAS in BW6 of broiler 

chickens, and to compare ssGBLUP with other methods regularly used in GWAS. 

 

MATERIAL AND METHOD 

Data 

 Data of broiler chickens were provided by Cobb-Vantress Inc. (Siloam Springs, AR) with 

BW6 for a dam line across 5 generations (G1, G2 G3, G4, and G5). A brief summary of 

phenotypic data is presented in Table 4.1. Complete pedigrees were available for all individuals. 

For generations G1 to G5, 4732 broilers were genotyped with 57,636 SNP markers on a SNP 

panel across whole genome developed by Groenen et al. (2009), including 8 SNPs from 

mitochondria. The description of the first 4 generations of the same data set is in Chen et al. 

(2011). 

Quality control (QC) procedures were applied to remove genotyped individuals with 

pedigree errors and SNP genotypes that were either monomorphic, or displaced segregation 

distortion (Table 4.2) according to Wiggans et al. (2010) with methodology by Aguilar et al. 

(2011). After QC, 4553 birds (2205 in G1, 737 in G2, 818 in G3, 793 in G4, and 0 in G5) with 

40,615 autosomal SNPs remained, and missing genotypes decreased from 29.8% to 0.32%. 
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The data set were split into training and validation data sets to estimate accuracy of 

genetic predictions. The training data set contained 270,661 records for BW6 from G1 to G4, and 

the validation data set contained 4115 phenotypic records for BW6 in G5, of which none were 

genotyped. Therefore, the accuracies were not available for CGWAS or BayesB as no genotyped 

individuals in G5. 

Models and computation 

The following single-trait model was used for analyses by BLUP and ssGBLUP to 

determine the increase in accuracy while including SNP information: 

 

where y is a vector of BW6; b is a vector of fixed effects including contemporary group (CG) 

and sex; pe and a are random effects for maternal permanent environmental effect and additive 

genetic effect; e is a vector of residual effects; W and Z are corresponding incidence matrices for 

effects of pe and a, respectively. There were 651 levels for CG and 7929 levels for pe. 

The distribution of random effects for BLUP was:  

 

where A is a numerator relationship matrix based on pedigree for all individuals, Im and In are 

identity matrices with appropriate dimensions. For ssGBLUP, the A
-1

 matrix was replaced by H
-1

 

according to Aguilar et al. (2010): 
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where A22 is a numerator relationship matrix for genotyped animals and G is a genomic 

relationship matrix constructed as in VanRaden (2008) and scaled for compatibility with A22 as 

in Chen et al. (2011). 

Variance components were estimated using REMLF90 (Misztal et al., 2002) and based 

on all individuals in the pedigree across 5 generations excluding genomic information. 

Heritability was calculated as the ratio of estimated genetic variance and total variance, and it 

was used to estimate the accuracy for both BLUP and S2 of ssGBLUP. Solutions of genetic 

evaluations for both BLUP and ssGBLUP were obtained using modified BLUP90IOD (Tsuruta 

et al., 2001; Misztal et al., 2002; Aguilar et al., 2010) based on data through G1 to G4.  

For GWAS, SNP effects were obtained from GEBVs of genotyped individuals under two 

scenarios (S1 and S2) with methodology and algorithm according to Wang et al. (2012). The first 

scenario S1 involved two steps. In step 1, GEBVs of genotyped animals from ssGBLUP were 

converted to SNP effects using Equation (9) in Wang et al. (2012), and weight matrix (D) was 

updated iteratively; in step 2, updated variances of SNP effects were estimated using Equation 

(10) in Wang et al. (2012) based on squared SNP solutions and allele frequencies. The updated 

variances were then applied to step 1 and repeated for up to 5 iterations. In the second scenario 

(S2), an additional step was added preceding step 1 in which the variances were also used to 

update the genomic relationship matrix (G) in Equation (9) of Wang et al. (2012), and 

subsequently GEBVs. Note that GEBVs were only updated iteratively in S2, and they were kept 

the same for all iterations in S1.  

Weighted deregressed proofs (DP) were derived from EBV by regular BLUP according 

to Garrick et al. (2009), where weight for each individual was a function of heritability, accuracy 

of EBV and fraction of the genetic variance not accounted by SNPs (assumed 0.1) (Ostersen et 
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al., 2011). The DP were applied to CGWAS using WOMBAT (Meyer and Tier, 2012) and 

BayesB using GenSel (Habier et al., 2011) based on the following model:  

 

where y
*
 is a vector of DP for genotyped individuals; 1 is a vector of ones; μ is over all mean; u 

is a fix marker effect for a specific locus (CGWAS), or a vector of all markers (BayesB) where 

proportion of SNPs with no effect was assumed to be 0.9 (i.e. π = 0.9); a
*
 is background 

polygenic effect for CGWAS based on pedigree of genotyped individuals, which is not 

considered in BayesB; e is a vector of residual effects; Za is an incidence matrix for effect a
*
; 

and Zu is a vector of SNP covariates of each locus for CGWAS, or a matrix of SNP covariates 

for BayesB. Estimates of genotypic and residual variances from BLUP were used as priors in 

BayesB, which followed a scaled inverse  with default parameters in GenSel. The use of 

default parameter π = 0.9 was due to failure to coverage in BayesCπ (Habier et al., 2011) after 

100,000 iterations. Monte Carlo Markov Chain was run for 51,000 rounds with Gibbs samples, 

of which first 1000 rounds were discarded as burn-in. Within each Gibbs sample cycle, 

Metropolis-Hastings samples were run for 10 iterations. As WOMBAT and GenSel were not 

capable to handle missing genotypes, missing codes in SNP file had been replaced by average 

values. 

 Manhattan plots based on single-SNP were noisy because of high ratio of the number of 

SNPs to the number of genotyped individuals. Subsequent Manhattan plots were based on 

proportion of total variance of GEBVs explained by each non-overlapping window consisting of 

20 SNPs. Ranks of top 10 windows that were able to represent most genetic variance were 

compared among different approaches. 

eaZuZy *
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Additionally, prediction accuracies of G5 were compared for EBV from BLUP and 

GEBVs from ssGBLUP, which were computed by ratio of predictive ability and square root of 

heritability according to Chen et al. (2010) and Legarra et al. (2008). For CGWAS or BayesB, 

GEBVs were calculated and defined as the sum of estimated SNP effects for each geneotyped 

individual through G1 to G4. Accuracies were not available for young animals as no individuals 

were genotyped in G5. 

 

RESULTS AND DISCUSSION 

Genetic evaluation 

Variance components of , and  were calculated from 

regular BLUP based on all individuals in data set, with heritability estimate of 0.22. Solutions of 

GEBVs for the first iteration obtained from S1 and S2 of ssGBLUP (S1/1 and S2/1) were 

equivalent to each other. Table 4.3 presents correlations of (G)EBVs for genotyped individuals. 

The highest correlations (0.96) between BayesB and ssGBLUP are in S1 (S2/1) and S2/2, where 

both methods estimated SNP effects on whole genome simultaneously. The correlations between 

SNP solutions from CGWAS and other methods are lower, which are smaller than 0.80. As SNP 

effects are calculated in CGWAS individually, estimates for strongly linked SNP are similar, 

which is likely to cause problem of double counting. Correlations between BayesB and 

ssGBLUP declined after 2 iterations, implying lower accuracy of GEBVs in later iterations due 

to over-weighting. This is also confirmed in Table 4.4, which presents accuracy of GEBVs from 

ssGBLUP as a function of iteration number. The highest accuracy is in S2/2 and S2/3, with 

declines for later iterations. As genotypes of the latest generation G5 were not available, 

accuracies were not available for CGWAS nor BayesB. The results is consistent with Wang et al. 

20.0ˆ 2 pe 14.1ˆ 2 a 88.3ˆ 2 e
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(2012), in which they found the highest accuracy in S2/2 based on a simulated data set. 

Moreover, Sun et al. (2012) added a constant in the equation to calculate SNP variance, 

mimicking the structure of such formulas in REML. In our studies involving a constant (results 

not shown), the accuracy did not decline nor higher than the result of S2/2 from original formula 

after several iterations. However, adding a constant made identification of top QTL more 

difficult (Sun et al., 2011).  

QTL mapping 

Figure 4.1-4.4 show plots of window variances based on different methods. 

Chromosomes were differentiated by different shades. Windows were neither overlapping nor 

repetitive, including 20 contiguous SNPs on chromosome. In total, there were 2031 regions, and 

average length of each region was 0.45 Mbp.  

Figure 4.1 shows plots by S1/1, S1/3 and S1/5 from ssGBLUP, which derives weights 

and solely iterates on SNPs. On one hand, as the iterating progress, plots are less noisy, and 

peaks indicating largest regions become more distinct. On the other hand, reranking of top few 

segments arises during such iterationg procedure. In the study by Sun et al. (2011), the number 

of iteration similar to S1 provided the best identification of top QTL.  

Figure 4.2 shows plots by S2/1, S2/3 and S2/5 from ssGBLUP iterating on both SNPs 

and GEBVs. Please note that the plots for S1/1 and S2/1 are identical. Compared with S1, 

“thinning” in S2 is more rapid. The plot of S2/3 clearly points to many distinct regions, while the 

plot in S1/3 seems less so. Since the accuracy of GEBVs peaks at S2/2 to S2/3 and declines 

afterwards, possibly only the plots of S2/2 and S2/3 are of interest.  

Table 4.5 shows the change of ranking of top 10 regions during iterations within 

ssGBLUP, which is based on S1 (S2/1). Among iterations, the change of rank is minimal within 
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S1. Even in the fifth iteration, the 36th region ranks originally as forth in S1/1. This could be still 

considered as small reranking as the total number of regions is 2031. For S2, however, the 

reranking is minimal at the second iteration (not shown) based on S2/1, but is much stronger in 

later iterations. 

Figure 4.3 shows the plot from CGWAS, where more peaks are found than from 

ssGBLUP. However, the two largest regions are the same as in S1 through the first to fifth 

iteration . The presence of many more peaks in CGWAS than other methods is most likely due to 

lack of removal of strongly linked regions that are false positive (Shen et al., 2013). 

Figure 4.4 shows the graph of regions using BayesB. The plot is dominated by a very 

large region, with all the other regions representing much smaller variances ≤ 2.5%. Methods 

like BayesB are strongly influenced by priors (van Hulzen et al., 2012), and particular by the 

percentage of SNPs assumed to have null effect (π). Studies on the number of genes influencing 

a quantitative effect quote the number of < 500 (Otto et al., 2000; Hayes and Goddard, 2001). 

Here, we assume that 10% of all SNPs (> 4000) have effects. However, each SNP effect partially 

accounts for the effect of a single QTL. This was mentioned in (Vinkhuyzen et al., 2012) and 

indirectly confirmed by Daetwyler et al. (2012), where fitting single chromosome in genomic 

evaluation brought 86% of all gains from using SNPs on all 26 chromosomes.  

Table 4.6 shows chromosomal positions and fraction of variances explained by top 10 

regions of the 4 methods: CGWAS, BayesB, S1 and S2 of ssGBLUP. For S1/3 and BayesB, 

regions that represented the largest genetic variance (2.5% and 23. 1%, respectively) were 

identical on chromosome 27. Extending to top 10 regions in S1/3, there were 2, 4 and 6 common 

regions with S2/3, CGWAS, and BayesB. However for top 10 regions in BayesB, there were still 

6 remained in S1/3, 3 in CGWAS, and only 1 in CGWAS. For CGWAS, the first regions was on 
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chromosome 6 explaining 3.1% of total additive variance. Of these top 10 regions, there were 4 

in common with S1/ 3, 3 with BayesB, and only 2 with S2/3. 

In general, the rankings of top 10 regions were similar between ssGBLUP (S1 and S2) 

and BayesB, with the largest reranking < 107 regions. The reranking in CGWAS was larger 

compared with the other methods. Additionally, the fraction of explained variance varied greatly 

among methods. For example, the top region on chromosome 27 that explained 23.1% of the 

variance in BayesB, 2.5% in S1/3, 5.6% in S2/3, and only 0.8% in CGWAS. There may be 

several reasons for these differences. First, as mentioned earlier, CGWAS estimates each SNP 

effect individually, allowing for multiple overlap of several strongly linked regions. Also, 

CGWAS as implemented by WOMBAT does not take into account relationships among all 

subjects but only for genotyped individuals, which might lead to detection of spurious 

associations due to incompleteness (Kang et al., 2009). BayesB is dependent on the choice of 

parameters and accuracy of dregeression (Garrick et al., 2009; van Hulzen et al., 2012). While S1 

or S2 include all available relationships and procedure of deregression is not necessary, the 

number of rounds is dictated by heuristics at this time. Zeng et al. (2011) and Wang et al. (2012) 

showed a few methods for GWAS using simulated data sets, and both indicated that all methods 

were able to identify the same top few regions.  

 Considerations 

 Windows were defined with fixed numbers of SNPs (i.e. 20), which might not match 

every pattern of haplotype blocks. Thus over- or under-estimation of window variances were 

possible. Moreoer, window variances were calculated based on effect of SNP on each locus, 

which probably contains error part for estimation, and also brought more variation in results (e.g. 
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S2 of ssGBLUP). To reduce the noise in estimation process, sliding average values for SNP 

windows instead of point estimation could be applied.  

 From simulation with known QTL, very similar results were obtained using all methods 

(Wang et al., 2012). Due to more complicated data structure in pedigree and genome, similarity 

decreased for field data, especially for CGWAS with other methods. For BayesB method, 

different priors affect results greatly (van Hulzen et al., 2012). In this research, π = 0.9 was 

applied, as estimation of π did not converge within 100,000 iterations through BayesCπ, which 

might impact on the accuracy of locating QTL as the appropriate parameter was unobtainable. 

 It seems that every methodology for GWAS has a weakness. The S1 method of 

ssGBLUP seems a more useful methodology compared with CGWAS and BayesB when large 

number of phenotyped subjects are not genotyped, and obtaining deregressed proofs is difficult 

or impossible. A special weakness of S1 is inability at this time to determine the significance 

level. Common thoughts are a permutation test (Churchill and Doerge, 1994), or normalizing 

each SNP solution to a t-like statistic (McClure et al., 2012), which could be difficult to apply to 

a region including multiple SNPs. However, if the goal of GWAS is identification of most 

important regions, the significance level for each SNP may not be important, especially given 

that they are very like to have strongly biases in CGWAS. Future research may determine the 

level of significance in S1 or S2, e.g., following ideas by Garcia-Cortes and Sorensen (2001).  

Computing time 

In this study, BayesB and CGWAS required running a regular BLUP, computing 

accuracies, and creating deregressed proofs. Omitting those procedures, GenSel took 17 h 13 min 

and WOMBAT took  ~6 min. The CGWAS using methods other than WOMBAT would be 

much slower. The ssGBLUP could be applied directly, and took about 15 min per iteration.  
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CONCLUSION 

 This study compares genomic evaluation and association results between different 

methods: ssGBLUP, CGWAS, and BayesB. There is no evidence for superiority of method 

choice, but similarity between BayesB and S1 had been shown in various aspects. Advantages of 

using ssGBLUP includes: 1) no pseudo values are required, 2) complex modeling and multiple-

traits are possible, and 3) computing is fast and implementation is simple.   
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Table 4.1. Descriptive statistics of phenotypic records for BW6
1
 in broiler chickens. 

Items 
BW6, 100g 

 
Male Female 

 
n 132,292 142,484 

 
Mean±SD 25.79 ± 3.22 22.28 ± 2.43 

 
Total n 274,776 

 
Mean±SD 23.97 ± 3.33 

 
   1

BW6 = body weight at 6 wk, 100g 
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Table 4.2. Number of genotyped animals and SNPs by reason for removal after quality control. 

Category  Number 
              Reason 

Animals 

22 Call rate of < 0.9 

157 Parent–progeny conflict rate of  > 2% 

SNPs 

1799 Call rate of < 0.9 

10,894 Minor allele frequency of < 0.05 

6 Parent–progeny conflict rate of > 10% 

4322 genotypes from mitochondrial genome, unknown 

chromosomes, or sex chromosomes 
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Table 4.3. Correlations of EBV obtained from regular BLUP and GEBVs
1
 obtained from 3 

approaches
2
 for genotyped individuals. 

Correlation S2/1
3
 S2/2 S2/3 S2/4 S2/5 BayesB

4
 CGWAS 

EBV 0.91 0.90 0.88 0.87 0.85 0.90 0.71 

S2/1 
 

0.98 0.96 0.93 0.92 0.96 0.78 

S2/2 
  

0.99 0.97 0.96 0.96 0.75 

S2/3 
   

0.99 0.98 0.93 0.72 

S2/4 
    

1.00 0.91 0.71 

S2/5 
     

0.90 0.70 

BayesB 
      

0.79 

1
GEBVs = genomic breeding values 

2
Single-step genomic BLUP (ssGBLUP), BayesB, and classical genome wide association 

(CGWAS) 
3
S2/1 = the first iteration of Scenario 2 (S2) in ssGBLUP, which is equivalent to S1 

4
BayesB with π = 0.9 
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Table 4.4. Comparison of accuracies of EBV obtained from regular BLUP and GEBVs
1
 from 

ssGBLUP
2
 with 5 iterations. 

Methods Accuracy 

EBV 0.34 

S2/1
3
 0.44 

S2/2 0.52 

S2/3 0.52 

S2/4 0.51 

S2/5 0.50 

1
GEBVs = genomic breeding values 

2
ssGBLUP = single-step genomic BLUP 

3
S2/1 = the first iteration of Scenario 2 (S2) in ssGBLUP, which is equivalent to S1 
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Table 4.5. Rankings of top 10 regions
1
 for 5 iterations in ssGBLUP

2
. 

S1/1(S2/1)
3
 S1/2 S1/3 S1/4 S1/5 S2/2 S2/3 S2/4 S2/5 

1 1 1 1 1 1 1 1 1 

2 3 3 3 2 9 110 351 479 

3 2 2 2 4 6 62 256 472 

4 12 21 32 36 2 29 72 100 

5 4 4 4 3 16 8 3 2 

6 9 11 14 14 20 233 575 766 

7 7 7 10 19 19 57 126 179 

8 10 15 21 18 8 31 58 86 

9 5 8 9 10 7 21 22 25 

10 6 6 6 6 5 16 35 50 

1
Each region consists of 20 SNPs, and in totally there are 2031 regions on whole genome

 

2
ssGBLUP = single-step genomic BLUP 

3
S1/1 = the first iteration of Scenario 1 (S1) in ssGBLUP, which is equivalent to S2/1 
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 Table 4.6. Rankings top 10 regions among different methods
1
. 

CGWAS chr2  gVar (%)3 S1/3 gVar (%) S2/3 gVar (%) BayesB gVar (%) 

14 6 3.07 2 1.29 62 0.38 2 2.35 

2 6 2.9 3 0.91 110 0.26 3 1.89 

3 6 1.3 4 0.78 8 0.84 40 0.25 

4 6 0.98 360 0.09 810 0.01 322 0.06 

5 6 0.79 278 0.11 565 0.02 27 0.32 

6 27 0.79 1 2.53 1 5.65 1 23.06 

7 6 0.6 668 0.04 1216 <0.01 1646 0 

8 7 0.48 314 0.1 927 <0.01 99 0.14 

9 12 0.48 855 0.03 925 <0.01 387 0.05 

10 4 0.45 274 0.11 903 <0.01 173 0.09 

total5   11.84   5.99   7.16   28.21 

BayesB chr  gVar (%) S1/3 gVar (%) S2/3 gVar (%) CGWAS gVar (%) 

1 27 23.06 1 2.53 1 5.65 6 0.79 

2 6 2.35 2 1.29 62 0.38 1 3.07 

3 6 1.89 3 0.91 110 0.26 2 2.9 

4 11 1.39 15 0.43 31 0.55 279 0.08 

5 2 1.03 42 0.28 63 0.38 656 0.04 

6 3 1 144 0.16 166 0.18 11 0.43 

7 4 0.73 9 0.53 105 0.27 450 0.06 

8 5 0.68 6 0.59 16 0.72 423 0.06 

9 2 0.59 7 0.56 57 0.39 32 0.29 

10 2 0.54 264 0.11 119 0.24 53 0.22 

total   33.26   7.39   9.02   794 

S1/3 chr  gVar (%) S2/3 gVar (%) CGWAS gVar (%) BayesB gVar (%) 

1 27 2.53 1 5.65 6 0.79 1 23.06 

2 6 1.29 62 0.38 1 3.07 2 2.35 

3 6 0.91 110 0.26 2 2.9 3 1.89 

4 6 0.78 8 0.84 3 1.3 40 0.25 

5 10 0.72 54 0.41 59 0.22 93 0.15 

6 5 0.59 16 0.72 423 0.06 8 0.68 

7 2 0.56 57 0.39 32 0.29 9 0.59 

8 1 0.54 21 0.67 76 0.19 23 0.35 

9 4 0.53 105 0.27 450 0.06 7 0.73 

10 12 0.5 13 0.77 357 0.07 31 0.27 

total   8.95   10.36   8.95   30.32 

S2/3 chr  gVar (%) S1/3 gVar (%) CGWAS gVar (%) BayesB gVar (%) 

1 27 5.65 1 2.53 6 0.79 1 23.06 

2 6 2.06 16 0.43 98 0.16 56 0.2 

3 2 1.23 20 0.39 125 0.14 29 0.31 

4 3 1.02 19 0.4 26 0.32 11 0.54 

5 10 0.95 365 0.08 1063 0.02 77 0.17 

6 2 0.92 370 0.08 573 0.05 155 0.1 

7 14 0.85 82 0.21 606 0.05 41 0.25 

8 6 0.84 4 0.78 3 1.3 40 0.25 

9 2 0.83 13 0.45 123 0.14 14 0.41 

10 12 0.83 152 0.15 555 0.05 118 0.13 

total   15.18   5.50   3.02   25.42 
1The third iteration of both scenarios (S1/3 and S2/3) in single-step genomic BLUP (ssGBLUP), BayesB, and classical genome wide association 
studies (CGWAS) 
2chr = chromosome number 
3gVar(%) = proportion of genetic variance each region consisting of 20 SNPs represents 
4Rankings of each region 
5Total = sum of gVar(%) of 10 regions of each method 
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Figure 4.1. Proportion of genetic variance of 20-SNP region under the Senarios 1 (S1) of extend 

single-step genomic BLUP (ssGBLUP): A. the first iteration (S1/1); B. the third iteration (S1/3); 

C. the fifth iteration (S1/5). The x-axis represents region location of 20 SNPs. The y-axis 

represents the proportion of genetic variance of each region.
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Figure 4.2. Proportion of genetic variance of 20-SNP region under the Senarios 2 (S2) of extend 

single-step genomic BLUP (ssGBLUP): A. the first iteration (S2/1); B. the third iteration (S2/3); 

C. the fifth iteration (S2/5). The x-axis represents region location of 20 SNPs. The y-axis 

represents the proportion of genetic variance of each region.



 

83 

 

 
Figure 4.3. Proportion of genetic variance of 20-SNP region using classical genome wide 

association studies (CGWAS) implemented by WOMBAT: The x-axis represents region location 

of 20 SNPs. The y-axis represents the proportion of genetic variance of each region.  
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Figure 4.4. Proportion of genetic variance of 20-SNP region using BayesB with π = 0.9 

implemented by GenSel: The x-axis represents region location of 20 SNPs. The y-axis represents 

the proportion of genetic variance of each region. 
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CHAPTER 5 

GENOME-WIDE ASSOCIATION MAPPING INCLUDING PHENOTYPES FROM 

RELATIVES WITHOUT GENOTYPES FOR MULTIPLE TRAITS IN BROILER CHICKENS
1
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                 
1
H. Wang, I. Misztal, W. M. Muir, I. Aguilar, A. Legarra, R. L. Fernando, R. Hawken. To be 

submitted to Journal of Animal Science. 
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ABSTRACT 

The purpose of this study is to extend genome-wide association studies (GWAS) using a 

single-step method (ssGBLUP) for a multi-trait model in two lines of broiler chickens. Dataset 

consisted of 2 pure lines (L1 and L2) across 5 generations for 3 traits: body weight at 6 wk 

(BW6), ultrasound measurement of breast meat (BM), and leg score (LS) coded 1 = no and 2 = 

yes for leg defect. In total, there were 294,632 and 274,776 individuals in pedigree for L1 and 

L2, of which 4667 and 4553 were genotyped using a SNP60k panel. After standard quality 

control, 40,615 SNP markers remained for analyses. For BM, there were ~74% missing 

phenotypes in both lines. Pedigree, phenotypic and genomic information were combined, and a 

multi-trait linear model was used through ssGBLUP. Genomic breeding values were calculated 

for all individuals in pedigree and converted to SNP effects. Variances of markers were 

calculated from SNP solutions and included as weights in a new genomic relationship matrix. 

The last step was repeated 5 times. Manhattan plots were constructed as proportion of genetic 

variance explained by each region consisting of 20 consecutive SNP markers. Several peaks 

explaining > 1% of the genetic variation were found for BW6, however, peaks for L1 and L2 are 

on different chromosomes. No strong peaks have been observed for BM and LS, and each region 

for these traits explained < 1% of total genetic variance. BM and LS seem to follow the 

infinitesimal model. Different peaks for the two lines for BW6 suggest different selection goals. 

The ssGBLUP approach allows for simple GWAS with complex models and easy 

accommodation of information from genotyped animals.  

Key words: body weight, breast meat, chicken, GWAS, leg score, ssGBLUP  
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INTRODUCTION 

GWAS enables to map the QTL associated with phenotypes of farm animals and to 

discover the underlying genetic architecture of quantitative traits of interest (Zhang et al., 2012). 

For example, over 3400 QTL representing 280 traits have been identified in chicken genome 

database (Hu et al., 2013). However, most studies for QTL mapping were mostly based on 

crosses and seldom on pure lines (Abasht et al., 2006). Knowledge of QTLs for traits of interest 

can be useful for genetic selection for many traits across lines and breeds. QTL effects estimated 

from crosses may be very different from those on purebreds (Fulton, 2012). Commercial 

companies usually select a few lines or breeds simultaneously. GWAS could be more useful for 

selection if QTL for important traits have similar effects across breeds, or at least across lines.  

Current methodologies for GWAS include the classical one where each SNP is fit 

sequentially possibly with pedigree or genomic relationships considered to account for 

relatedness among subjects (e.g. Meyer and Tier, 2012), and the Bayesian where all SNP are fit 

simultaneously (e.g. Fernando and Garrick, 2009).  Both methodologies analyze one trait at a 

time. However, breeding objectives for commercial lines are usually multi-trait (Quinton, 2003 

and the accuracy of genetic selection increases with a multi-trait model (Jia and Jannink, 2012). 

As models for GWAS and genetic selection can be treated as equivalent (Goddard et al., 2009; 

Stranden and Garrick, 2009), a multi-trait GWAS can possibly improve the power and precision 

of QTL discovery, and help reveal the complexity of the genetic archiecture (Shriner, 2012).  

The current methodologies are directly applicable for phenotypes of genotyped subjects. 

Phenotypes of ungenotyped animals can be utilized indirectly by the use of pseudo-observations 

for genotyped animals (Garrick et al., 2009). Use of pseudo-information can lead to losses of 

accuracy and is not applicable to complicated models (Vitezica et al., 2011). Aguilar et al. (2010) 
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presented a procedure called single-step GBLUP (ssGBLUP) that considers all phenotypic, 

pedigree and genomic information simultaneously. Wang et al. (2012) extended ssGBLUP to 

GWAS (ssGWAS). In simulated data, their procedure was as or more accurate than the other 

procedures while being fast and easy to apply. In analyses of body weight in chicken, estimates 

of variance for top 20-SNP segments were similar to those by classical GWAS while the same 

estimates by BayesB were up to 10 times larger. GWAS estimates by the Bayesian methods 

greatly depend on priors (van Hulzen et al., 2012).  ssGWAS allows for GWAS with any model 

that can be implemented in BLUP. 

The first objective of this study was to perform GWAS for 3 traits in 2 lines of broiler 

chicken by ssGWAS using a multi-trait model. The second objective was to determine whether 

the most important regions of genome for these traits were overlapping across lines.  

 

MATERIAL AND METHOD 

Data 

 Data of broiler chickens were provided by Cobb-Vantress Inc. (Siloam Springs, AR) with 

traits of BW at 6 wk (BW6, 100g), breast meat measure based on ultrasound (BM, cm
2
), and leg 

angle (leg score, LS) coded as 1 for acceptable and 2 for not acceptable for a sire line (L1) and 

dam line (L2) across 5 generations (G1, G2 G3, G4, and G5). A brief summary of phenotypic 

records has been presented in Table 5.1. Completed pedigrees were available for all individuals. 

Through G1 to G5, 4940 and 4732 broiler chickens were genotyped with 57,636 SNP markers on 

a SNP panel across whole genome developed by Groenen et al. (2009) for L1 and L2 

respectively, including 8 SNPs from mitochondria. The description of the first 4 generations of 

the same data set is in Chen et al. (2011b). 
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Quality control (QC) procedure was applied on both genotyped individuals and SNP 

genotypes according to Wiggans et al. (2010) with methodology by Aguilar et al. (2011). 

Genotypes of individuals were removed with call rate < 90% or with parent-progeny conflict for 

> 2% of SNP. SNP markers would be removed with call rate of < 90%, when caused parent-

progeny conflict for > 10% animals, with minor allele frequency of < 5%, or if located on 

mitochondrial genome, unknown and sex chromosomes. After QC, 4667 and 4553 birds with 

42,417 and 40,615 autosomal SNPs remained for 2 Lines. 

Model 

 Multi-trait model was used similar to Chen et al. (2011a) within each line: 

                       , 

where i is 1 for BW6, 2 for BM, and 3 for LS; y is the vector of phenotypic records for traits; b is 

the vector of fixed effects, consisting of contemporary group (house-hatch) and sex; u is the 

vector of random additive genetic effects, which combines polygenic and genomic values; mp is 

the vector of random permanent environmental effects, and only available when i = 1 or 2; X, Z, 

and W are incidence matrices for effects of b, u , and mp; and e is the vector of residuals. For 

both L1 and L2, about 74% of phenotypic records were missing for BM, and no data were 

missing for the remaining 2 traits. The (co)variance matrix was assumed as follows within each 

line:  

   [
 

  
 

]  [
     

     
     

] , 

where A is a numerator relationship matrix based pedigree; P, Q, R are covariances matrices for 

effects of u, mp, and e; and I is identity matrix. In the mixed model, inverse of A (A
-1

) was 
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replaced by H
-1

 that incorporated pedigree information with genomic information (Aguilar et al., 

2010): 

        [
  
        

  ] , 

where H is a combined relationships matrix; A22 is the fraction of numerator relationship matrix 

for genotyped individuals; and G is the realized genomic relationship matrix which was scaled to 

be compatible with A22, and constructed as in Wang et al. (2012): 

  
    

 ∑        
 , 

where M is an matrix of covariates for SNP genotypes (0, 1, and 2); pj is the allele frequency for 

j-th SNP; and D is a diagonal weight matrix with j-th element calculated as              
  

of which   
  is squared effect of i-th SNP, which is also similar to the way to calculate “trait-

specific marker-derived relationship matrix” in Zhang et al. (2010).  

 

RESULTS AND DISCUSSION 

Estimates of the variance components and heritability were obtained through multi-trait 

model based on all available phenotype and pedigree information using average information 

REML (Table 5.2). Traits of BW6 and BM were genetically correlated in both L1 (0.85) and L2 

(0.88), which was similar to the result (0.77) from Le Bihan-Duval et al. (1999). Trait of LS, 

however, was not genetically correlated with BW6 or BM. The poor correlation between growth 

and leg disorder traits in poultry had been mentioned in several studies (Kuhlers and McDaniel, 

1996; Le Bihan-Duval et al., 1999; Wong-Valle et al., 1993; Zhang et al., 1995).  

 Manhattan plots involving single SNP were noisy. Therefore, Manhattan plots presented 

in this study were proportion of genetic variance (%) in windows of 20 consecutive SNP. Figure 
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5.1-5.2 presents such plots for BW6, BM and LS of L1 and L2. In total, there were 2121 

windows for L1 and 2031 windows for L2. As a multi-trait model was used, only “S1” scenario 

from Wang et al. (2012) was applicable in which results from iteration 3 were shown. Figures 1 

presented Manhattan plots for BW6, BM and LS in L1, which have shown very different 

patterns. For BW6 across iterations, several top peaks were remained while the region explained 

the largest genetic variance was < 2%. For BM and LS in L1, the top region explained very little 

(< 1%) proportion of variance of breeding values, and distributions were indistinct and random 

across iterations. This implies that there might be few medium QTL on genome associated BW6, 

but the distributions of genes linked with BM and LS in L1 were favoring the infinitesimal 

model as no large regions were dominating the traits. For genetic architecture, no pleiotropy was 

found across those 3 traits in L1 according to random peaks in plots. Results of BW6 and BM in 

L2 were generally similar with L1, except more genetic variances were explained, and regions 

possible to linked with phenotypes were on different chromosomes. LS in L2 had shown an 

apparent peak indicating possible QTL. The difference in loci of possible QTL between L1 and 

L2 indicating divergence of selection goals might affect configurations of the population 

structure along with linkage disequilibrium and markers segregating within families/lines. This 

was confirmed before to emphasize limitations in application of QTL across populations (Price 

et al., 2002; Vikram et al., 2011). Goddard and Hayes (2009) proposed that LD pattern and 

functional mutations in genes could be population/family specific. Gregersen et al. (2012) found 

that association between genotypes and phenotypes across 3 Danish pig breeds were rarely 

overlapping. Similarly, for a research of GWAS on 2 different populations of rice, most 

significant loci identified were subpopulation-specific (Famoso et al., 2011). This indicated that 

phenotypes of such trait were controlled by unique alleles within subpopulation. 
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Moreover, although the magnitudes of genetic variance for all traits and lines were small 

(< 3%), this was probably due to the extent of shrinkage by using ssGBLUP. For example, when 

BW6 was analyzed using a single-trait model with BayesB through GenSel, and ssGBLUP, the 

top region in BayesB explained over 23% of genetic variance, whereas the same region in 

ssGBLUP also explained the most proportion of variance but only ~2.5% (results not shown).  

 Table 5.3 showed the proportion of genetic variance and ranks for 3 traits within each 

line based on top 10 regions in the third iteration, which showed the best prediction and 

Manhattan plots empirically. For BW6 and LS, top region in L2 explained twice the genetic 

variance than in L1. All top 10 regions were different across traits and lines, even though BW6 

and BM were highly genetically correlated. BM explained very small genetic variation which 

was < 0.7%, which implied no major QTL associated with breast meat production in these 

populations, and the inheritance pattern could be highly polygenic. 

 

CONCLUSION 

 GWAS for large population by a multitrait model is feasible using ssGBLUP. Manhattan 

plots for windows of 20 SNP indicate several distinct regions for BW6, each explaining < 3% of 

the total variance. The plots were less distinct for BM and LS where no region explained > 1% of 

the total variance. The largest regions showed no overlap across traits and lines. for  is applicable 

for GWAS based on multi-trait model and field dataset. Estimates of SNP effects from one line 

are unlikely to be useful for predicting the performance in the other line.  
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Table 5.1. Statistical summary of phenotypic data for 2 lines  

Item
1
 

L1
2
   L2 

Male Female Total 
 

Male Female Total 

BW6, 100g 
       

No. of records 143,051 151,581 294,632 
 

132,292 142,484 274,776 

Mean 99.18 86.51 92.66 
 

90.97 78.62 84.56 

SD 17.71 14.20 17.21 
 

11.37 8.57 11.76 

BM, cm
2
       

 
      

No. of records 16,386 58,991 75,377 
 

14,436 56,617 71,053 

Mean 48.89 44.79 45.68 
 

46.42 41.18 42.25 

SD 7.22 6.97 7.22 
 

5.66 4.82 5.43 

LS, 1 and 2       
 

      

No. of records 143,051 151,581 294,632 
 

132,292 142,484 274,776 

Mean 1.23 1.12 1.17 
 

1.24 1.10 1.17 

SD 0.42 0.33 0.37 
 

0.42 0.30 0.37 

Animals in pedigree 297,012   277,044 

QC
3
 before after 

  
before after 

 
No. of genotyped animals 4940 4667 

  
4732 4553 

 
No. of SNPs 57,636 42,417 

  
57,636 40,615 

 
No. of chromosomes 34 28     34 28   

1
BW6 = BW at 6 wk; BM = breast meat measurement using ultrasound; LS = leg score 

2
L1 = line 1, and L2 = line 2 

3
QC = quality control 
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Table 5.2. Genetic (above diagonal) and phenotypic (below diagonal) correlations among traits 

and estimates of heritability (h
2
, bold on diagonal) with each line

1
 

L1
2
 BW6 BM LS 

BW6
3
 0.24 0.85 0 

BM 0.80 0.25 0 

LS 0.08 0.10 0.12 

L2 BW6 BM LS 

BW6 0.22 0.88 0 

BM 0.72 0.27 0 

LS 0.10 0.12 0.11 
1
Estimates of genetic correlations and h

2
 were based on multi-trait BLUP for all data through 5 

generations 
2
L1 = line 1, and L2 = line 2 

3
BW6 = BW at 6 wk; BM = breast meat measurement using ultrasound; LS = leg score 
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Table 5.3. Proportion of genetic variances and rankings in the third iteration of 3 traits in 2 lines 

(L1 and L2) 

Trait 
L1   L2 

Region_ID chr gVAR 
 

Region_ID chr gVAR 

BW6 

1640 14 1.61% 
 

2000 27 2.80% 

61 1 0.76% 
 

1087 6 1.28% 

1319 8 0.64% 
 

1086 6 1.16% 

151 1 0.63% 
 

1084 6 0.70% 

1726 16 0.63% 
 

1365 10 0.67% 

1049 5 0.62% 
 

394 2 0.60% 

63 1 0.51% 
 

846 4 0.59% 

1318 8 0.49% 
 

969 5 0.59% 

984 5 0.47% 
 

329 1 0.58% 

1109 6 0.47% 
 

347 2 0.51% 

BM 

1055 5 0.66% 
 

438 2 0.69% 

3 1 0.62% 
 

1490 12 0.57% 

888 4 0.59% 
 

639 3 0.57% 

854 4 0.53% 
 

1389 10 0.54% 

1237 7 0.53% 
 

1662 17 0.54% 

796 3 0.47% 
 

296 1 0.52% 

73 1 0.47% 
 

66 1 0.52% 

1040 5 0.46% 
 

304 1 0.52% 

1422 10 0.45% 
 

966 5 0.51% 

1252 7 0.45% 
 

1104 6 0.50% 

LS 

1127 6 0.83% 
 

1353 10 1.72% 

1469 11 0.65% 
 

119 1 0.89% 

543 2 0.59% 
 

1494 12 0.88% 

613 3 0.56% 
 

1558 13 0.80% 

1800 18 0.55% 
 

435 2 0.62% 

855 4 0.54% 
 

875 4 0.60% 

1096 6 0.54% 
 

1876 22 0.58% 

1204 7 0.52% 
 

1977 26 0.50% 

775 3 0.48% 
 

1691 17 0.48% 

557 2 0.47%   639 3 0.47% 
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Figure 5.1. Proportion of genetic variance (%) explained by each window of the third iteration 

for 3 traits in line 1 (L1). A. body weight (BW6); B. breast meat (BM); and C. leg score (LS). X-

axis is the window number and chromosomes were differentiated by colors, and y-axis is the 

proportion of genetic variance (%) each window explains. 
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Figure 5.2. Proportion of genetic variance (%) explained by each window of the third iteration 

for 3 traits in line 2 (L2). A. body weight (BW6); B. breast meat (BM); and C. leg score (LS). X-

axis is the window number and chromosomes were differentiated by colors, and y-axis is the 

proportion of genetic variance (%) each window explains. 
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CHAPTER 6 

DIFFERENCE BETWEEN PEDIGREE- AND GENOMIC-BASED RELATIONSHIPS IN 

CHICKENS
1
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                 
1H. Wang, I. Misztal. To be submitted to Journal of Animal Science. 
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ABSTRACT 

As realized relationships would be indicated through SNP genotypes, differences 

between coefficients of relationships based on genomic and pedigree information should 

centered at 0 with small variation. This study explored the magnitude and variation of such 

discrepancy under different levels quality control (QC) and several scenarios of relationship 

distance for a chicken data. The results indicated large difference existed even if the genomic 

relationship matrix was scaled, thus QC procedure was required for further tunning. The QC 

affected mean particularly for diagonal elements, and affect SD to different extents under various 

situations for off-diagonal and relationships. It also implied that although the large variation 

could be used as an indicator for pedigree or genotype errors, they were confounding and hardly 

to distinguish. Furthermore, different ranges of relationship distance were investigated to check 

the distribution of discrepancy based on 2 matrices. The standard deviation (SD) was larger if 

two individuals were more closely related, and the degree of correction was directly or indirectly 

through QC. Therefore, large differences between coefficients of 2 matrices could be used as a 

diagnostic tool, and QC had been confirmed to be important and necessary before genomic 

analysese. 

Key words: chicken, comparison, genomic relationship matrix, numerator relationship matrix, 

standard deviation   

 

INTRODUCTION 

The pedigree-based relationships such as calculated in a numerator relationship matrix 

(NRM) are measures of expected relationships (Wright, 1934). The value of such relationships 

depends on the depth and completeness of pedigree (Cassell et al., 2003; Cole and Franke, 2002). 
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For animals not connected by pedigree, such relationships are zero although methods exist that 

assign nonzero relationships based on the unknown parent concept (VanRaden, 2008; Lutaaya , 

1999). The genomic relationship matrix (GRM) is the measure of actual proportion of identical 

by descent (IBD) that is created based on SNP genotypes, and does not depend on the pedigree 

(Hayes et al., 2009; VanRaden, 2008). However, it depends on the algorithm used to create such 

a matrix, particularly on gene frequencies for each SNP (Aguilar et al., 2011; Habier et al., 

2010). Also, the scale of GRM is somewhat arbitrary. Therefore, algorithms to create GRM 

include mechanisms to adjust GRM for compatibility with NRM, which include scaling GRM 

for compatibility with NRM (VanRaden, 2008; Chen et al., 2011; Vitezica et al., 2011), or  using 

appropriate allele frequencies (VanRaden, 2008; Yang et al., 2010). After adjustment procedures, 

animals unrelated in NRM are still likely to be related in GRM. In particular, differences 

between coefficients of the two matrices can be large for animals from disconnected populations, 

where the relationships would be 0 in NRM but could be large in GRM. Values of GRM also 

depend on QC for SNP information (Forni et al., 2011; Nagamine et al., 2012). Standard editing 

with SNP data includes calling rate for each SNP, calling rate for animals, inconsistencies in 

Mendelian sampling, and parent-offspring verification (Wiggans et al., 2010).  

Hill and Weir (2011) looked at differences between expected and actual relationships as a 

consequence of Mendelian sampling and linkage. The differences were relatively small with SD 

generally < 0.05, although these differences were dependent for different types of relationships. 

For example, the SD of G and A are 0.036 and 0.039, with mean of 0.498 and 0.5 respectively. If 

GRM are close to actual relationships, large differences between GRM and NRM would point to 

pedigree or genotyping error (Simeone et al., 2011). One of the best populations to test 

differences between NRM and GRM is purebred commercial chicken, because lines are closed 
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so that differences in gene frequencies among lines are not a factor and  pedigrees are accurately 

recorded for many generations so that the base population can be standardized to the same point 

in time. Therefore, our objectives are to compare coefficients of NRM and GRM under different 

levels of QC based on a chicken dataset, to investigate the distribution of such difference, and to 

compare such distributions to those in Hill and Weir (2011).  

 

MATERIAL AND METHOD 

Data were obtained from Cobb-Vantress Inc. (Siloam Springs, AR) with a SNP panel 

used for analysis was described by Groenen et al. (2011) , including 4940 pureline individuals 

across 5 generations and genotyped for 57,636 SNPs distributing over 34 chromosomes. Three 

difference levels of QC had been applied including noQC, WeakQC and StrongQC, where 

WeakQC and StrongQC were similar except for call rates for SNPs and animals. Summary of 

editing  in Table 6.1 is based on Wiggans et al. (2010). The matrices of NRM and GRM for 

genotyped individuals were obtained according to Aguilar et al. (2011), where GRM was scaled 

by default to compatible with NRM. Under each level of QC, several scenarios have been 

investigated to obtain the magnitude and distribution of difference between GRM and NRM 

(G−A): diagonal and off-diagonal elements, parent-offspring pairs (PO), full-sib pairs (FS), half-

sib pairs (HS), and 3 relationship ranges based on pedigree (i.e. 0.1~0.15, 0.2~0.3, and 

0.45~0.55). 

 

RESULT AND DISCUSSION 

Table 6.2 shows the range, mean and SD of G−A for diagonal, off-diagonal, PO, FS and 

HS under 3 levels of QC. Range of diagonal, off-diagonal, PO decreased while QC was more 
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stringent, particularly for diagonal elements. This had been confirmed and implemented by 

Simeone et al. (2011) where large values of G−A in diagonals could be used to detect pedigree 

error (Figure 1.). Distribution of G−A approximately followed normal distribution, with mean 

was 0 which did not changed significantly according to QC. This was as expected, as the realized 

and average relationship coefficients should be consistent. Moreover, when QC was more 

stringent, SD decreased for diagonal and PO coefficients, but not for off-diagonal, FS and HS. 

This implied that although PO conflicts could be controlled through QC based on Mendelian 

inheritance, other relationships like FS and HS were too complicated to investigate and barely 

detectable through adjustment based on PO. Large discrepancy of NRM and GRM indicated 

possible errors in pedigree or SNP chip, or limited pedigree depth. Another sources of 

differences between A and G is limited pedigree depth. For example, there is no information on 

which animals are FS in the base population in NRM but GRM contains such information.       

  Table 6.3 shows statistics of G−A for 3 different ranges of coefficients based on NRM, 

which indicated 3 levels of distance of relationships among individual pairs in pedigree. When 

the relationship was closer, the magnitude of range was larger, and number of pairs in pedigree 

was less, and the SD was bigger. For example, for noQC, there were about 530k relationship 

pairs in pedigree for 0.1~0.15 (e.g. great grandparent-great grandoffspring, half uncle-nephew, or 

first cousins), the number decreased to less than 200k for 0.2~0.3 (e.g. grandparent-

grandoffspring, HS, or uncle-nephew), and it decreased to about only 32k pairs when range was 

0.45~0.55 (e.g. PO or FS). Again, means was around 0, but always negative, which implied 

some individual pairs indicated no relationships but recorded as PO/FS, HS, first cousins or other 

relationships in pedigree. The factors were still confounding as difficulty to identify the 

resources of errors. The QC showed slight adjustment on all elements of G−A, especially for 
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0.45~0.55 (Figure 2.), as PO was included in this range. Other relationship distances were 

controlled indirectly through call rates or other QC criteria. However, the SD for range of 

0.45~0.55 was much larger than other ranges even PO errors could be corrected to some extent 

through QC, which might be due to sample size of 0.45~0.55 was much smaller than other 

ranges.  

 

CONCLUSION 

 The difference of coefficients in GRM and NRM should follow a normal distribution 

with mean about 0 and SD < 0.05. Large discrepancy indicated mistakes in pedigree or genotype 

information with confounding. More completed pedigree and accurate sequencing procedure 

were required for discover underlying reasons. Conflicts in PO could be detected through 

Mendelian inheritance but hardly directly implemented on other relationships. Therefore, QC 

was necessary and powerful before further genomic analyses.   
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Table 6.1. Number of removed genotypes and individuals due to quality control (QC)
1
 

StrongQC
2
 No.

2
 Reason 

Animals 
67 Call rate of < 0.9 

216 Parent–progeny conflict rate of  > 2% 

SNPs 

6095 Call rate of < 0.9 

12,261 Minor allele frequency of < 0.05 

1 Parent–progeny conflict rate of > 10% 

4322 
Genotypes from mitochondrial genome, unknown chromosomes,  

or sex chromosomes 

   WeakQC No. Reason 

Animals 
5 Call rate of < 0.7 

219 Parent–progeny conflict rate of  > 2% 

SNPs 

1510 Call rate of < 0.7 

12,261 Minor allele frequency of < 0.05 

1 Parent–progeny conflict rate of > 10% 

4322 
Genotypes from mitochondrial genome, unknown chromosomes, 

or sex chromosomes 
1
 noQC, WeakQC and StrongQC; noQC did not remove any animals or SNPs 

 
2
Numbers of animals or SNPs removed according to QC 

 

 

 

 

 

 

 

 

 

 



 

111 

 

Table 6.2. Statistics of difference of coefficients between genomic- and pedigree-based 

relationship matrices (G−A) for genotyped individuals under different levels of quality control
1
 

and degree of relationships
2
 

G−A No.
2
 Min

3
 Max

4
 Mean SD

5
 

NoQC
6
           

Diagonal 4940 -0.527 3.113 1.03E-06 0.083 

Off-Diagonal 12,199,330 -0.579 1.150 4.40E-06 0.036 

PO 6115 -0.579 0.155 -0.040 0.094 

FS 9970 -0.189 0.184 -0.016 0.050 

HS 69,154 -0.177 0.164   -0.014 0.041 

WeakQC       

 

  

Diagonal 4727 -0.520 0.876 1.02E-06 0.062 

Off-Diagonal 11,169,901 -0.566 1.028 4.43E-06 0.036 

PO 5377 -0.323 0.166 -0.016 0.044 

FS 9130 -0.185 0.184 -0.017 0.050 

HS 59,930 -0.177 0.164 -0.015 0.040 

StrongQC 

    

  

Diagonal 4667 -0.180 0.840 8.79E-07 0.048 

Off-Diagonal 10,888,111 -0.565 1.021 4.44E-06 0.037 

PO 5259 -0.158 0.170 -0.011 0.034 

FS 9126 -0.185 0.184 -0.017 0.050 

HS 59,870 -0.177 0.164 -0.015 0.040 
1
QC: noQC, WeakQC and StrongQC 

2
Parent offspring pairs (PO), full sib pairs (FS), and half sib pairs (HS) 

3
Numbers of animals or SNPs removed according to QC 

4
Minimum value 

5
Maximum value 

6
Standard deviation 
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Table 6.3. Statistics of difference of coefficients between genomic- and pedigree-based 

relationship matrices (G−A) for genotyped individuals under different levels of quality control
1
 

for 3 ranges of relationship coefficients
2
 

G−A No.
3
 Min

4
 Max

5
 Mean SD

6
 

noQC      

0.1~0.15 522,976 -0.238 0.430 -0.020 0.048 

0.2~0.3 199,372 -0.330 0.365 -0.024 0.068 

0.45~0.55 32,654 -0.557 0.205 -0.045 0.108 

WeakQC      

0.1~0.15 472,212 -0.231 0.376 -0.019 0.047 

0.2~0.3 182,392 -0.329 0.355 -0.024 0.064 

0.45~0.55 30,320 -0.566 0.204 -0.034 0.095 

StrongQC      

0.1~0.15 457,836 -0.235 0.372 -0.019 0.048 

0.2~0.3 176,298 -0.329 0.357 -0.022 0.063 

0.45~0.55 29,528 -0.565 0.208 -0.030 0.092 
1
 QC: noQC, WeakQC and StrongQC 

2
Ranges: 0.1~0.15, .0.2~0.3, and 0.45~0.55 

3
Numbers of animals or SNPs removed according to QC 

4
Minimum value 

5
Maximum value 

6
Standard deviation 
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Figure 6.1. Distribution of difference (G−A) in diagonal coefficients  between genomic (GRM) 

and numerator (NRM) relationship matrices under different levels of quality control (QC). A. no 

any QC, B. weak QC with call rate threshold is 0.7, and C. strong QC with call rate threshold is 

0.9. X-axis represents the values of G−A, and y-axis represents frequencies. 
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Figure 6.2. Distribution of difference in coefficients (G−A) between genomic (GRM) and 

numerator (NRM) matrices under different levels of quality control (QC), where all coefficients 

in NRM are between  0.45 and 0.55. A. no any QC, B. weak QC with call rate threshold is 0.7, 

and C. strong QC with call rate threshold is 0.9. X-axis represents the values of G−A, and y-axis 

represents frequencies. 
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CHAPTER 7 

CONCLUSIONS 

  Genome-wide association study based on ssGBLUP is more powerful and robust 

than multiple-step approaches. The accuracies of prediction and SNP effects are at least equal to 

BayesB method, and much better than single-marker analysis for simulation data set. For filed 

data, as the real QTLs are unkown, there is no evidence for superiority of method choice, but 

similarity between BayesB and ssGBLUP had been shown in various aspects. BayesB has shown 

fewer peak(s) referring to regions of large genetic variance, as the use of a shrinkage parameter 

(i.e. π). The ranks of top 10 regions (consisting of 20 consecutive SNPs) that were able to 

represent most genetic variance were compared among the methods for body weight at 6 weeks 

for broiler chickens. Re-ranking occurred during within iterations of ssGBLUP and between 

different approaches, where several top regions are common between ssGBLUP and BayesB. 

The ssGBLUP is able to apply for complex models, like multi-trait model with maternal 

environmental effects. The patterns of the Manhattan plots from ssGBLUP across traits implied 

QTLs distribution, and across lines implied selection goals. According to our results, trait of 

body weight of broiler chickens has several medium QTLs associated with phenotypes, but traits 

of leg problem and breast meat more likely follow infinitesimal model with no apparent genes. 

Two pure lines may have different selection goals, as the peaks in plots were rarely overlapped. 

Finally, the advantages of using ssGBLUP includes: 1) no pseudo values are required, 2) 

complex modeling and multiple-traits are possible, and 3) computing is fast and implementation 

is simple.   
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APPENDIX A 

GENOME-WIDE ASSOCIATION WITH SINGLE-STEP GBLUP
1
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                 
1
 Developed by I. Aguilar (INIA, Uruguay)  
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Stranden and Garrick (2009b) presented a derivation of equivalent models to predict 

genomic effects. Using a linear model based on BLUP methods of Meuwissen et al. (2001b): 

          

where Z is a matrix of marker incidence, u the vector of random SNP markers effects; with  

          
  

          
  

Solving the mixed model equations, the solutions for the random marker effects are: 

 ̂                         ̂  

where  

  
 

  
 
 

Estimated breeding values (EBV) can be calculated summing SNP markers effects: 

 ̂    ̂ 

with  

                              
  

This results in an equivalent model to estimate breeding values (Goddard, 2009; VanRaden, 

2008a).  

From Habier et al. (2007) the variance of SNP effects: 

       
  

 

 ∑        
 

The model equivalent model: 

          

 

where  
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and then 

            
     

  
 

 ∑        
    

  

Stranden and Garrick (2009b) show in formula 4, that  

 ̂                       ̂  

where    
  

 

  
 . 

Applying matrix inversion lemma to the equiation 1 Stranden and Garrick (2009b) arrives to the 

following formula: 

 ̂                                ̂   

where substituting                      ̂  by a results in : 

 ̂           ̂ 

where  

  
 

  
 

 
 

  
 

 ∑        

 
 ∑        

  
 

 

 ̂   
 ∑        

  
 

         ̂  
  

 

 ∑        
      ̂ 

A matrix G can be constructed using different weights on each marker (Goddard, 2009). In such 

case 

  
    

 ∑        
 

where D is a diagonal matrix with elements with differential weights for each marker. This will 

create a relationship matrix that will account for the differential variance explained by each 

marker. Using a matrix with differential weight for markers results in better predictability (Zhang 
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et al., 2010b). Legarra et al. (2011b) used a weighted relationship matrix with weights based on 

the estimated marked effect using a Bayes Lasso methodology.  

For weighted G the equation becomes: 

 ̂  
  

 

 ∑        
   

    

 ∑        
    ̂ 

This can be implemented in a iterative process, starting with D=I, and then updating D with  
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