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Notation

We collect here some notation and terminology that is common throughout this document. Let $f$ and $g$ be (real-valued) functions of a real variable $x$. We say $f(x) = O(g(x))$ if $|f(x)| < C|g(x)|$ for all $x$, where $C > 0$ is an absolute constant. An equivalent notation is $f(x) \ll g(x)$. The notation $f(x) = o(g(x))$ means that, for any $c > 0$, $|f(x)| < c|g(x)|$ for sufficiently large $x$; in other words, $f(x) = o(g(x))$ if $\lim_{x \to \infty} f(x)/g(x) = 0$. We say that $f(x)$ and $g(x)$ are asymptotically equal, and we write $f(x) \sim g(x)$, if

$$
\lim_{x \to \infty} \frac{f(x)}{g(x)} = 1.
$$

Throughout, the letter $p$ will denote a rational prime. In Chapters 2 and 3, the letter $q$ will also denote a rational prime; in Chapter 4, $q$ will be a power of a prime. The function $\log_k(x)$ is the $k$th iterate of the function $\log_1(x) := \max\{\log(x), 1\}$, where $\log(x)$ is the natural logarithm. An exception to this notation occurs in Chapter 4, where certain calculations involve the base-$q$ logarithm, denoted $\log_q$.

At the end of Sections 3.2 and 4.1, we introduce more notation particular to those chapters. Other notation will be introduced as needed.
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Chapter 1

Introduction

1.1 Sieve theory

1.1.1 The sieve of Eratosthenes-Legendre.

By a sieve problem, we mean the task of estimating the size of a set that has been sifted in some way. Examples of sifted sets include those whose members possess no small prime factors, or a prescribed number of prime factors. Such sets have been studied for thousands of years; in ancient Greece, Eratosthenes of Cyrene noticed that, to obtain a list of all primes up to some point \( x \), one only needs to know the primes up to \( \sqrt{x} \). More specifically, if one crosses off all multiples of primes \( p \leq \sqrt{x} \) from a list of the positive integers up to \( x \), the uncrossed numbers will be exactly the primes between \( \sqrt{x} \) and \( x \) (and the number 1). Quantitatively, if we define \( \pi(x, z) \) to be the count of numbers up to \( x \) possessing no prime factors less or equal to \( z \), and \( \pi(x) \) to be the count of primes up to \( x \), then the sieve of Eratosthenes shows that

\[
\pi(x) \leq \pi(x, z) + O(z),
\]
with equality when \( z = \sqrt{x} \). How large is \( \pi(x, z) \)? An exact formula for the size of \( \pi(x, z) \) is due to Legendre. There are \( \lfloor x \rfloor \) positive integers \( \leq x \); \( \lfloor x/p \rfloor \) of those are divisible by a prime \( p \leq z \). Thus,

\[
\pi(x, z) \geq \lfloor x \rfloor - \sum_{p \leq z} \left\lfloor \frac{x}{p} \right\rfloor,
\]

with the greater-than sign coming from the fact that the sum overcounts integers divisible by more than one prime. We can “add back” such numbers via expressions of the form \( \lfloor x/p_1p_2 \rfloor \); again, the corresponding sum overcounts those integers divisible by more than two primes. Carrying this process to its conclusion, we obtain

\[
\pi(x, z) = \lfloor x \rfloor - \sum_{p \leq z} \left\lfloor \frac{x}{p} \right\rfloor + \sum_{p_1 < p_2 \leq z} \left\lfloor \frac{x}{p_1p_2} \right\rfloor - \sum_{p_1 < p_2 < p_3 \leq z} \left\lfloor \frac{x}{p_1p_2p_3} \right\rfloor + \\
\cdots + (-1)^{\pi(z)} \sum_{p_1 < \cdots < p_{\pi(z)}} \left\lfloor \frac{x}{p_1p_2 \cdots p_{\pi(z)}} \right\rfloor. \tag{1.1}
\]

(In summary, this is an application of the principle of inclusion-exclusion, cf. [Pol09, Theorem 6.1].) The formula above is exact, but unwieldy. By dropping the greatest-integer signs, we obtain an error of size at most 1 for each divisor of \( P = \prod_{p \leq z} p \). The resulting expression can be written as a product, and this version of the formula is known as the sieve of Eratosthenes-Legendre.

**Theorem 1.1.1.** We have

\[
\pi(x, z) = x \prod_{p \leq z} \left( 1 - \frac{1}{p} \right) + O \left( 2^{\pi(z)} \right).
\]

Choosing \( z = \log x \) and appealing to known results to estimate the product, the above theorem gives

\[
\pi(x, \log x) \sim e^{-\gamma} \frac{x}{\log \log x}.
\]
where $\gamma$ is the Euler-Mascheroni constant. Thus, since $\pi(x) \leq \pi(x, \log x) + O(\log x)$, the sieve of Eratosthenes-Legendre is enough to show that the primes have asymptotic density zero; however, by 19th century work of Chebyshev, it does not give the correct order of magnitude for $\pi(x)$.

### 1.1.2 Sieve notation.

Let us replace the ad hoc notation above with what is standard in the field. Let $\mathcal{A}$ be a sequence of integers, and let $\mathcal{P}$ denote a finite set of prime numbers. Write $P := \prod_{p \in \mathcal{P}} p$. Define

$$S(\mathcal{A}, \mathcal{P}) = \# \{a \in \mathcal{A} : \gcd(a, P) = 1\}.$$ 

We write $A_d$ for the number of terms of $\mathcal{A}$ divisible by $d$. Let $X$ denote an approximation to the size of $\mathcal{A}$, and let $\alpha(d)$ be a multiplicative function such that, for all $d$, 

$$A_d = X \alpha(d) + r(d), \quad (1.2)$$

where $r(d)$ is defined so that (1.2) is true given $X$ and $\alpha$. With this notation, the ideas leading to Theorem 1.1.1 produce the formula 

$$S(\mathcal{A}, \mathcal{P}) = X \prod_{p \in \mathcal{P}} (1 - \alpha(p)) + \sum_{d \mid P} \mu(d)r(d),$$

where, in the application of counting primes, $\mathcal{A} = \{n \leq x\}$, $\mathcal{P} = \{p \leq z\}$, $X = x$ and $\alpha(p) = 1/p$, forcing $|r(d)| < 1$. Note that (1.2) is a generalization of Theorem 1.1.1 and can be used in other applications; however, the small range of $z$ for which the error term is manageable limits its utility.
1.1.3 Brun’s pure sieve.

In the discussion preceding (1.1), we remarked that truncating the alternating sum after subtraction yields a lower bound for $\pi(x, z)$, while truncating after addition yields an upper bound. Exploring this simple idea led Brun [Bru15] to discover his namesake “pure” sieve.

**Theorem 1.1.2.** With the notation described in Section 1.1.2, we have, for every even integer $m \geq 0$,  
\[
\sum_{\substack{d \mid P \omega(d) \leq m-1}} \mu(d)A_d \leq S(A, P) \leq \sum_{\substack{d \mid P \omega(d) \leq m}} \mu(d)A_d.
\]

Writing $A_d = X\alpha(d) + r(d)$ and manipulating the result, we obtain a version of Brun’s sieve suitable for applications.

**Theorem 1.1.3.** For every even integer $m \geq 0$,  
\[
S(A, P) = X \prod_{p \in P} (1 - \alpha(p)) + O \left( \sum_{\substack{d \mid P \omega(d) \leq m}} |r(d)| \right) + O \left( X \sum_{\substack{d \mid P \omega(d) \geq m}} \alpha(d) \right).
\]

Theorem 1.1.3 can be used to show, among other things, an upper bound for the number of twin primes $\leq x$ that is nearly of the correct order of magnitude (and is close enough to show that the sum of the reciprocals of the twin primes converges). We refer the reader to [Pol09, Chapter 6] for more details.

There are rings of integers besides $\mathbb{Z}$, and one can formulate sieves in these contexts. In particular, we will make extensive use in Chapter 3 of Brun’s sieve in the Gaussian integers $\mathbb{Z}[i]$. We conclude this section with a version of Brun’s sieve for the ring of integers of a number field.
Theorem 1.1.4. Let $K$ be a number field with ring of integers $\mathbb{Z}_K$. Let $A$ be a finite sequence of elements of $\mathbb{Z}_K$, and let $\mathcal{P}$ be a finite set of prime ideals. Define

$$S(A, \mathcal{P}) := \# \{ a \in A : \gcd(a, \mathfrak{P}) = 1 \}, \text{ where } \mathfrak{P} := \prod_{p \in \mathcal{P}} p.$$  

For an ideal $u \subset \mathbb{Z}_K$, write $A_u := \# \{ a \in A : a \equiv 0 \pmod{u} \}$. Let $X$ denote an approximation to the size of $A$. Suppose $\delta$ is a multiplicative function taking values in $[0, 1]$, and define a function $r(u)$ such that

$$A_u = X \delta(u) + r(u) \quad (1.3)$$

for each $u$ dividing $\mathfrak{P}$. Then, for every even $m \in \mathbb{Z}^+$,

$$S(A, \mathcal{P}) = X \prod_{p \in \mathcal{P}} (1 - \delta(p)) + O \left( \sum_{u \nmid \mathfrak{P}, \omega(u) \leq m} |r(u)| \right) + O \left( X \sum_{u \nmid \mathfrak{P}, \omega(u) \geq m} \delta(u) \right).$$

All implied constants are absolute. Here, the notation $\omega(u)$ means the number of distinct prime ideals appearing in the factorization of $u$ into prime ideals.

Proof. By Theorem 1.1.2 and (1.3),

$$S(A, \mathcal{P}) = \sum_{u \nmid \mathfrak{P}, \omega(u) \leq m} \mu(u) A_u + O \left( \sum_{u \nmid \mathfrak{P}, \omega(u) = m} A_u \right)$$

$$= \sum_{u \nmid \mathfrak{P}, \omega(u) \leq m} \mu(u) (X \delta(u) + r(u)) + O \left( \sum_{u \nmid \mathfrak{P}, \omega(u) = m} A_u \right)$$

$$= X \sum_{u \nmid \mathfrak{P}, \omega(u) \leq m} \mu(u) \delta(u) + O \left( \sum_{u \nmid \mathfrak{P}, \omega(u) \leq m} |r(u)| \right) + O \left( \sum_{u \nmid \mathfrak{P}, \omega(u) = m} A_u \right).$$
This last error term is, again by (1.3),

\[ \ll X \sum_{u \in \mathcal{P}, \omega(u) = m} \delta(u) + \sum_{u \in \mathcal{P}, \omega(u) = m} |r(u)|. \]

We thus obtain

\[ S(\mathcal{A}, \mathcal{P}) = X \sum_{u \in \mathcal{P}, \omega(u) \leq m} \mu(u) \delta(u) + O\left( \sum_{u \in \mathcal{P}, \omega(u) \leq m} |r(u)| \right) + O\left( X \sum_{u \in \mathcal{P}, \omega(u) = m} \delta(u) \right) \]

We can extend the sum in the main term to all \( u \mid \mathcal{P} \) and write

\[ S(\mathcal{A}, \mathcal{P}) = X \sum_{u \in \mathcal{P}} \mu(u) \delta(u) + O\left( \sum_{u \in \mathcal{P}, \omega(u) \leq m} |r(u)| \right) + O\left( X \sum_{u \in \mathcal{P}, \omega(u) \geq m} \delta(u) \right) \]

\[ = X \prod_{p \in \mathcal{P}} (1 - \delta(p)) + O\left( \sum_{u \in \mathcal{P}, \omega(u) \leq m} |r(u)| \right) + O\left( X \sum_{u \in \mathcal{P}, \omega(u) \geq m} \delta(u) \right), \]

as desired.

1.1.4 The method of Maynard and Tao.

A \( k \)-tuple of integers \( \mathcal{H} = \{h_1, \ldots, h_k\} \) is called admissible if there is no prime \( p \) such that the collection \( \{h_1 \pmod{p}, \ldots, h_k \pmod{p}\} \) forms a complete set of residue classes modulo \( p \). In 1923, Hardy and Littlewood [HL23] formulated a conjecture concerning admissible \( k \)-tuples that has motivated a tremendous amount of research in the intervening years.

**Conjecture 1.1.5.** Let \( \mathcal{H} = \{h_1, \ldots, h_k\} \) be admissible. Then there are infinitely many integers \( n \) such that

\[ n + \mathcal{H} = \{n + h_1, \ldots, n + h_k\} \]
consists entirely of primes. More precisely, the number of such \( n \leq x \) is asymptotically equal to
\[
\mathcal{G}(\mathcal{H}) \frac{x}{\log^k x},
\]
as \( x \to \infty \), where \( \mathcal{G}(\mathcal{H}) \) is a nonzero constant depending on \( \mathcal{H} \).

The constant \( \mathcal{G}(\mathcal{H}) \) is called the singular series for \( \mathcal{H} \); it does not play a role in the results of this manuscript. See the survey by Soundararajan [Sou07] for basic information about the singular series and how it arises in this conjecture. Note that admissible sets of integers are precisely those sets for which the prime \( k \)-tuples conjecture could possibly hold, since if the members of \( \mathcal{H} \) form a complete set of residues when reduced modulo \( p \), any shift \( n + \mathcal{H} \), reduced modulo \( p \), will contain \( 0 \mod p \). Though it remains open, efforts to prove this conjecture and related questions have produced a number of important results, some of which we mention here.

Conjecture 1.1.5 can be weakened in two natural ways. Given an admissible \( k \)-tuple \( \mathcal{H} \), one can ask for infinitely many \( n \in \mathbb{N} \) such that \( n + \mathcal{H} \) contains \( m \) primes, for \( 1 < m < k \); or that \( n + \mathcal{H} \) consists entirely of almost primes, i.e. numbers with \( O_k(1) \) prime factors. The best known result of this latter type was obtained in the case \( k = 2 \) by Chen [Che73], who showed that there are infinitely primes \( p \) such that \( p + 2 \) has at most two prime factors. A qualitatively similar result is known for arbitrary \( k \): If \( \mathcal{H} \) is an admissible \( k \)-tuple, then infinitely many shifts \( n + \mathcal{H} \) consist entirely of numbers with \( O_k(1) \) prime factors (see [DH97, Theorem 11.1]).

A solution to the problem of finding many primes in shifts of admissible \( k \)-tuples proved more elusive. One can weaken the problem further as follows: The prime number theorem implies that
\[
\liminf_{n \to \infty} \frac{p_{n+1} - p_n}{\log p_n} \leq 1.
\]
Any improvement on this upper bound would imply that, infinitely often, gaps between consecutive primes are smaller than predicted by the prime number theorem. Thus, the following theorem due to Erdős [Erd40] can be considered the first result in the study of small gaps between primes.

**Theorem 1.1.6.** We have

$$\liminf_{n \to \infty} \frac{p_{n+1} - p_n}{\log p_n} < 1.$$ 

Over the years, several authors brought this upper bound progressively lower. Results of Maier [Mai88] reduced the lim inf to $\leq 0.24...$, and this was the best known until 2009, when Goldston, Pintz and Yıldırım [GPY09] brought the lim inf as low as possible.

**Theorem 1.1.7.** We have

$$\liminf_{n \to \infty} \frac{p_{n+1} - p_n}{\log p_n} = 0.$$ 

What’s more: Goldston, Pintz and Yıldırım’s method *just* fails to establish bounded gaps between primes, in the sense that any improvement on the exponent on $x$ in the range of summation over moduli $q$ in the Bombieri-Vinogradov theorem (cf. Theorem 1.3.3) would give bounded gaps. Refer to the excellent survey of Soundararajan [Sou07] for a deeper look at this important work.

In 2013, Yitang Zhang stunned the mathematical world by demonstrating that, for every sufficiently long tuple $\mathcal{H}$, there are infinitely many natural numbers $n$ for which $n + \mathcal{H}$ contains at least two primes, thereby establishing the existence of infinitely many bounded gaps between consecutive primes [Zha14]. Zhang’s breakthrough was soon followed by work of Maynard [May15] and Tao, who independently established that infinitely many shifts of admissible $k$-tuples contain $m$ primes, for any $m \geq 2$, provided $k$ is large enough with respect to $m$. As a consequence, we have not only bounded gaps between primes, but also that

$$\liminf_{n \to \infty} p_{n+m} - p_n < \infty$$ (here $p_n$ denotes the $n$th prime number).
Let us briefly describe the Maynard-Tao method, which is a refinement of the method of Goldston, Pintz and Yıldırım. Fix an integer $k \geq 2$, and let $\mathcal{H} = \{h_1, \ldots, h_k\}$ be an admissible $k$-tuple. With $\mathcal{P}$ denoting the set of primes, let

$$W = \prod_{\substack{p \in \mathcal{P} \; \text{for} \; p < \log \log \log(N)}} p,$$

where $N$ is a large positive integer. Define sums $S_1$ and $S_2$ as follows:

$$S_1 = \sum_{\substack{n \in [N, 2N] \; \text{for} \; n \equiv \beta \pmod{W}}} \varpi(n)$$

and

$$S_2 = \sum_{\substack{n \in [N, 2N] \; \text{for} \; n \equiv \beta \pmod{W}}} \left( \sum_{i=1}^{k} \chi_{\mathcal{P}}(n + h_i) \right) \varpi(n),$$

where $\beta$ is chosen so that $(\beta + h_i, W) = 1$ for all $1 \leq i \leq k$ (such a $\beta$ exists by the admissibility of $\mathcal{H}$), and

$$\varpi(n) = \left( \sum_{d_1 \ldots d_k} \lambda_{d_1 \ldots d_k} \right)^2$$

for suitably chosen weights $\lambda_{d_1 \ldots d_k}$. Suppose $S_2 > (m - 1)S_1$, for some integer $m \geq 2$ and some choice of weights; then there exists $n_0 \in [N, 2N]$ such that at least $m$ of the $n_0 + h_1, \ldots, n_0 + h_k$ are prime. Taking $N \to \infty$, we obtain a sequence of such $n_0$, thereby obtaining infinitely many gaps between primes of size at most $\max_{1 \leq i, j \leq k; i \neq j} |h_i - h_j|$. 

Thanks to work of several authors [CHL+15], a direct analogue of this theorem exists for primes in $\mathbb{F}_q[t]$. This is discussed further in Chapter 4.
1.2 Arithmetic functions and normal order

In their classic textbook *An Introduction to the Theory of Numbers* [HW00], G.H. Hardy and E.M. Wright define an arithmetic function to be a function $f$ on the natural numbers such that, for $n \in \mathbb{N}$, $f(n)$ “expresses some arithmetical property of $n$.” For instance, consider Euler’s totient function, $\varphi(n)$, which gives the number of invertible residue classes modulo $n$. One might hope to gain arithmetic information about the natural numbers by studying the values of an arithmetic function.

It is natural to try to understand the range of an arithmetic function from a statistical point of view. For example: If $n$ is a very large “randomly chosen” natural number, it is difficult to factor as a product of primes, and therefore it is equally difficult to compute $\omega(n)$, say. However, one can ask if there is a “nice” function $g(n)$ such that, typically, $g(n)$ is roughly the size of $\omega(n)$. More precisely:

**Definition 1.2.1.** Given an arithmetic function $f(n)$, we say that $f(n)$ has normal order $g(n)$ if, for any $\epsilon > 0$,

$$\lim_{x \to \infty} \frac{1}{x} \# \left\{ n \leq x : \left| \frac{f(n)}{g(n)} - 1 \right| < \epsilon \right\} = 1,$$

where $g(n)$ is nonnegative and nondecreasing.

Of particular importance to us are the functions traditionally denoted $\omega(n)$ and $\Omega(n)$, which give the number of prime divisors of $n$ (resp. with multiplicity). In other words,

$$\omega(n) = \sum_{p \mid n} 1 \quad \text{and} \quad \Omega(n) = \sum_{p^k \mid n} k.$$

Among the earliest normal order results is a famous theorem of Hardy and Ramanujan [HR17] concerning $\omega(n)$ and of $\Omega(n)$. We state it below and give a proof due to Turán [Tur34], but first, we dispense with some preliminary facts.
**Definition 1.2.2.** A subset $A \subseteq \mathbb{N}$ has *asymptotic density* $\delta$ if

$$\lim_{x \to \infty} \frac{\#A \cap [1, x]}{x} = \delta.$$ 

For example, the set of multiples of three has asymptotic density $1/3$.

In the proof of the Hardy-Ramanujan theorem, we will need to estimate sums of reciprocals of primes. The first part of the following theorem of Mertens [Mer74] allows us to do just that. We will make use of the second part in the sequel.

**Theorem 1.2.3.** 1. As $x \to \infty$,

$$\sum_{p \leq x} \frac{1}{p} = \log \log x + B + O\left(\frac{1}{\log x}\right),$$

where $B$ is an absolute constant.

2. As $x \to \infty$,

$$\prod_{p \leq x} \left(1 - \frac{1}{p}\right) = \frac{e^{-\gamma} + o(1)}{\log x}.$$ 

We are now in a position to state and prove the Hardy-Ramanujan theorem.

**Theorem 1.2.4.** For any $\epsilon > 0$,

$$|\omega(n) - \log \log n| < (\log \log n)^{\frac{1}{2} + \epsilon}$$

for all $n$ not belonging to a certain set of asymptotic density zero. In particular, the normal order of $\omega(n)$ is $\log \log n$. The same statement is true with $\omega(n)$ replaced by $\Omega(n)$.

**Proof.** Let $\epsilon > 0$. First note that, when $x^{1/\epsilon} \leq n \leq x$, we have

$$\log \log x - 1 \leq \log \log n \leq \log \log x.$$
Thus, since the number of \( n \leq x^{1/\varepsilon} \) is \( O(x^{1/\varepsilon}) = o(x) \), it suffices to show that the number of \( n \leq x \) satisfying

\[
|\omega(n) - \log \log x| \geq (\log \log x)^{\frac{1}{2} + \varepsilon}
\]  

(1.4)

is \( o(x) \) (that is, has asymptotic density 0), as \( x \to \infty \).

The theorem follows from the claim that

\[
\sum_{n \leq x} \left( \omega(n) - \log \log x \right)^2 = O(x \log \log x).
\]  

(1.5)

Indeed, suppose contrary to the theorem that the number of \( n \leq x \) satisfying (1.4) is greater than \( \eta x \), for some \( \eta > 0 \). We then obtain

\[
\sum_{n \leq x} \left( \omega(n) - \log \log x \right)^2 \leq \eta x (\log \log x)^{1+2\varepsilon}
\]

for \( x \) sufficiently large depending on \( \varepsilon \) and \( \eta \), contradicting (1.5).

Notice that

\[
\sum_{n \leq x} \left( \omega(n) - \log \log x \right)^2 = \sum_{n \leq x} \omega(n)^2 - 2 \log \log x \sum_{n \leq x} \omega(n) + \lfloor x \rfloor (\log \log x)^2.
\]  

(1.6)

We will show that

\[
\sum_{n \leq x} \omega(n) = x \log \log x + O(x)
\]  

(1.7)

and

\[
\sum_{n \leq x} \omega(n)^2 = x (\log \log x)^2 + O(x \log \log x).
\]  

(1.8)
Inserting these estimates into (1.6), we obtain
\[
\sum_{n \leq x} \left( \omega(n) - \log \log x \right)^2 = x(\log \log x)^2 - 2 \log \log x (x \log \log x + O(x)) + (x + O(1))(\log \log x)^2.
\]

Gathering terms, we have
\[
\sum_{n \leq x} \left( \omega(n) - \log \log x \right)^2 = x(\log \log x)^2 - 2x(\log \log x)^2 + x(\log \log x)^2 + O(x \log \log x)
\]
\[
= O(x \log \log x),
\]
proving that 1.5 holds. We turn our attention to establishing (1.7) and (1.8).

Observe that
\[
\sum_{n \leq x} \omega(n) = \sum_{n \leq x} \sum_{p \mid n} 1 = \sum_{p \leq x} \sum_{n \leq x, p \mid n} 1 = \sum_{p \leq x} \left\lfloor \frac{x}{p} \right\rfloor.
\]
Now, \(\lfloor x/p \rfloor = x/p + O(1)\). Hence
\[
\sum_{p \leq x} \left\lfloor \frac{x}{p} \right\rfloor = x \sum_{p \leq x} \frac{1}{p} + O(\pi(x)).
\]

By Theorem 1.2.3, \(\sum_{p \leq x} 1/p = \log \log x + O(1)\). Putting everything together, we have shown that
\[
\sum_{n \leq x} \omega(n) = x \log \log x + O(x),
\]
as desired.
Turning our attention now to (1.8), we first note that there are \( \omega(n)(\omega(n) - 1) \) ordered pairs of distinct primes \( p, q \) dividing \( n \). In other words,

\[
\omega(n)(\omega(n) - 1) = \sum_{pq|n} 1 = \sum_{p|n} 1 - \sum_{p^2|n} 1.
\]

Summing on \( n \), we have

\[
\sum_{n \leq x} \omega(n)^2 - \sum_{n \leq x} \omega(n) = \sum_{n \leq x} \left( \sum_{pq|n} 1 - \sum_{p^2|n} 1 \right) = \sum_{pq \leq x} \left\lfloor \frac{x}{pq} \right\rfloor - \sum_{p^2 \leq x} \left\lfloor \frac{x}{p^2} \right\rfloor.
\]

Now,

\[
\sum_{p^2 \leq x} \left\lfloor \frac{x}{p^2} \right\rfloor \leq x \sum_p \frac{1}{p^2} = O(x).
\]

Thus, by (1.7),

\[
\sum_{n \leq x} \omega(n)^2 = \sum_{pq \leq x} \left\lfloor \frac{x}{pq} \right\rfloor + O(x \log \log x).
\]

Removing the floor function in the sum above introduces an error of size \( O(x) \), which can be absorbed into the existing \( O(x \log \log x) \) term. Notice that

\[
\left( \sum_{p \leq \sqrt{x}} \frac{1}{p} \right)^2 \leq \sum_{pq \leq x} \frac{1}{pq} \leq \left( \sum_{p \leq x} \frac{1}{p} \right)^2.
\]

Again by Theorem 1.2.3, we see that the outer expressions are both \( (\log \log x + O(1))^2 = (\log \log x)^2 + O(\log \log x) \), and thus,

\[
\sum_{n \leq x} \omega(n)^2 = x(\log \log x)^2 + O(x \log \log x),
\]

as desired. This completes the proof of Theorem 1.2.4. \( \square \)
Thinking probabilistically, one might want to say, in light of the Hardy-Ramanujan theorem, that \( \omega(n) \) has mean value and variance \( \log \log n \). Indeed, consider the quantity

\[
\frac{\omega(n) - \log \log n}{\sqrt{\log \log n}}.
\]

In a 1940 paper, Erdős and Kac [EK40] studied this quantity and established a foundational theorem of probabilistic number theory.

**Theorem 1.2.5.** The quantity

\[
\frac{\omega(n) - \log \log n}{\sqrt{\log \log n}}
\]

has normal probability distribution; that is,

\[
\lim_{x \to \infty} \frac{1}{x} \# \{ n \leq x : a \leq \frac{\omega(n) - \log \log n}{\sqrt{\log \log n}} \leq b \} = \frac{1}{\sqrt{2\pi}} \int_a^b e^{-t^2/2} \, dt.
\]

A 2007 paper of Granville and Soundararajan [GS07] features a proof of the above result via the method of moments. In particular, one deduces from their proof that \( \omega(n) \) has mean and variance \( \log \log n \). In light of these results, one may ask how often \( \omega(n) \) takes on extreme values, e.g. values greater than \( \gamma \log \log n \), for some fixed \( \gamma > 1 \). A more precise version of the following result appears in [EN79]; its proof is due to Delange.

**Theorem 1.2.6.** Fix \( \gamma > 1 \). As \( x \to \infty \),

\[
\# \{ n \leq x : \omega(n) > \gamma \log \log x \} = \frac{x}{\log x}^{1+\gamma \log (\gamma-\gamma+o(1)).}
\]

The same statement is true for the quantity \( \# \{ n \leq x : \omega(n) < \gamma \log \log x \} \) when \( 0 < \gamma < 1 \).

One naturally wants to establish analogues of the above results for other arithmetic functions. In Chapter 2, we prove an analogue of the Hardy-Ramanujan theorem for the
function \( \omega(s(n)) \), where \( s(n) \) denotes the sum-of-proper-divisors function:

\[
s(n) = \sum_{d|n, d \neq n} d.
\]

In Chapter 3, we study the quantity \( \omega(#E(F_p)) \), where \( E/Q \) is an elliptic curve with complex multiplication and \( p \) is a prime number. Work of Cojocaru [Coj05] and Liu [Liu06] shows that analogues of the Hardy-Ramanujan theorem and the Erdős-Kac theorem hold for \( \omega(#E(F_p)) \). Using Brun’s sieve in the Gaussian integers, we investigate how often \( \omega(#E(F_p)) \) takes on extreme values as \( p \) varies, establishing a result analogous to Theorem 1.2.6.

### 1.3 Primes in arithmetic progressions

In the proof of the main result of Chapter 2, we will need asymptotic estimates for the count of primes in fairly short arithmetic progressions. We briefly review some landmark results in the study of primes in arithmetic progressions.

A simple modification of Euclid’s proof of the infinitude of the primes yields that there are infinitely many primes congruent to 1 modulo 4. One naturally wonders if there are infinitely many primes congruent to \( a \) modulo \( q \), where \( a \) and \( q \) are arbitrary integers. Clearly, \( a \) and \( q \) must be coprime; at most one member of the arithmetic progression \( a + kq, k \geq 1 \), can be prime if \( \gcd(a, q) > 1 \). Dirichlet’s theorem [Dir37] is the statement that coprimality is the only restriction one needs on \( a \) and \( q \): For any pair of integers \( a \) and \( q \) with \( (a, q) = 1 \), there are infinitely many primes \( p \) with \( p \equiv a \pmod{q} \).

More is true. A modification of the proof of the prime number theorem, due to de la Vallée-Poussin [dIVP96], yields the fact that the primes are evenly distributed among coprime residue classes modulo \( q \), where \( q \geq 1 \) is a fixed integer. In other words, letting \( \pi(X; q, a) \)
denote the number of primes \( p \leq X \) with \( p \equiv a \pmod{q} \), we have

\[
\pi(X; q, a) \sim \frac{\pi(X)}{\varphi(q)},
\]
as \( X \to \infty \).

The Siegel-Walfisz theorem, proved by Walfisz [Wal36] who built on work of Siegel [Sie35], gives a good estimate for the number of primes in an arithmetic progression, provided the modulus \( q \) is not too large in comparison to \( x \).

**Theorem 1.3.1.** For any positive number \( N \), there is a constant \( c_N \) such that

\[
\pi(X; q, a) = \frac{\pi(X)}{\varphi(q)} + O\left(X \exp\{-c_N \sqrt{\log X}\}\right)
\]
for all \( (a, q) = 1 \) where \( q \leq (\log X)^N \).

The Siegel-Walfisz theorem says that, uniformly for \( q \) up to a certain size, primes are evenly distributed among coprime residue classes modulo \( q \). A natural question might be: What is the least prime in such a residue class? Let \( p(q, a) \) denote the smallest prime congruent to \( a \) modulo \( q \). It is conjectured that

\[
p(q, a) \ll q^{1+\epsilon},
\]
for any \( \epsilon > 0 \). A celebrated result of Linnik [Lin44] establishes an upper bound for \( p(q, a) \) which is polynomial in \( q \).

**Theorem 1.3.2.** There exist absolute constants \( c \geq 1 \) and \( L \geq 2 \) such that

\[
p(q, a) \leq cq^L.
\]

The constants \( c \) and \( L \) appearing in Linnik’s theorem are effective; the best-known value of \( L = 5 \) is due to Xylouris [Xyl11].
What about the distribution of primes modulo larger values of $q$? The Generalized Riemann Hypothesis implies that

$$\pi(X; q, a) = \frac{\pi(X)}{\varphi(q)} + O(X^{1/2}(\log X)),$$

for all $q, a$ with $\gcd(q, a) = 1$. Thus, the following important result of Bombieri and Vinogradov [Bom65, Theorem 4] says that the Generalized Riemann Hypothesis is true, on average over moduli $q \leq x^{1/2-\epsilon}$ for any $\epsilon > 0$.

**Theorem 1.3.3.** We have

$$\sum_{q \leq x^{1/2}(\log x)^{-B}} \max_{(a, q) = 1} \left| \pi(x; q, a) - \frac{\pi(x)}{\varphi(q)} \right| \ll \frac{x}{(\log x)^A}$$

for any $A > 0$, where $B$ is a constant depending on $A$.

More is thought to be true; the Elliott-Halberstam conjecture posits that, for any $\epsilon > 0$, the above sum over moduli $q$ can be extended to $q \leq x^{1-\epsilon}$ with no change in the result.

If all one needs is an upper bound, the Brun-Titchmarsh theorem gives one of the conjectured order of magnitude for all moduli $q \leq x^{1-\eta}$, where $\eta > 0$.

**Theorem 1.3.4.** For $(a, q) = 1$ and $1 \leq q < x$ we have

$$\pi(x; q, a) < \frac{2x}{\varphi(q) \log(x/q)}.$$

We conclude this section with the statement and proof of a result we will use in Chapter 2. In the proof of Theorem 2.3.1, we will need asymptotic estimates for the count of primes in fairly short progressions. For our purposes, we must consider moduli $q$ exceeding any fixed power of $\log x$. The following theorem is sufficient, though we must exclude moduli which are multiples of a certain integer.
Theorem 1.3.5. Let $X$ and $T$ satisfy $X \geq T \geq 2$, and suppose $q \leq T^{2/3}$. Then

$$
\pi(X; q, a) \sim \pi(X)/\varphi(q) \quad \text{as} \quad \frac{\log X}{\log T} \to \infty
$$

uniformly for all coprime pairs $(a, q)$, except possibly for those $q$ which are multiples of some integer $q_1(T)$. Here $\varphi$ is the usual Euler phi function.

Proof. Referring to the proof of Linnik’s theorem in [Bom74, p. 55], we have

$$
\sum_{\substack{p \leq X \\ p \equiv a \mod q}} \log p = \frac{X}{\varphi(q)} + O\left(\frac{X}{\varphi(q)} \exp(-c_1A)\right) + O\left(\frac{X \log X}{T}\right) + O\left(\frac{1}{\varphi(q)} X^{1/2} T^5\right),
$$

unless $q$ is divisible by a certain exceptional modulus $q_1 = q_1(T)$, and where $A$ is such that $T = X^{1/A}$. Notice that the quantity $A$ tends to infinity. Therefore, the first and last $O$-terms are $o(X/\varphi(q))$, as is the middle $O$-term, provided $T > (\log X)^6$, but if $T \leq (\log X)^6$, Theorem 2.2.4 follows from the Siegel-Walfisz theorem. One now obtains the desired asymptotic for $\pi(X; q, a)$ by standard arguments.

We refer the reader to [IK04] for a thorough treatment of the theorems mentioned in this section.

1.4 Statement of main results

The aim of this thesis is to prove the following three results, developing sufficiently the necessary background and historical context along the way. All three results are unified by the sieve: Fundamentally, they are all sieve problems, and the proofs of the last two results especially are obtained via sieve methods.
The first result concerns the normal order of a composition of arithmetic functions.

**Theorem 1.4.1.** For any $\epsilon > 0$ and all numbers $n \leq x$ not belonging to a set of size $o(x)$,

$$|\omega(s(n)) - \log \log s(n)| < \epsilon \log \log s(n).$$

*Here, $s(n)$ is the sum of the proper divisors of $n$, and $\omega(n)$ denotes the number of distinct prime factors of $n$.***

We then turn our attention to rational points on reductions modulo $p$ of elliptic curves with complex multiplication. This result should be compared with the Erdős-Kac theorem and results of Delange, Erdős and Nicolas concerning extreme values of $\omega(n)$, cf. Section 1.2.

**Theorem 1.4.2.** Let $E/\mathbb{Q}$ be an elliptic curve with CM, and let $\#E(\mathbb{F}_p)$ denote the number of $\mathbb{F}_p$-rational points on $E$ reduced modulo $p$. For $\gamma > 1$ fixed,

$$\#\{p \leq x : \omega(\#E(\mathbb{F}_p)) > \gamma \log \log x\} = \frac{x}{(\log x)^{2+\gamma \log \gamma - o(1)}}.$$  

*The same statement is true for the quantity $\#\{p \leq x : \omega(\#E(\mathbb{F}_p)) < \gamma \log \log x\}$ when $0 < \gamma < 1$. Again, $\omega(n)$ denotes the number of distinct prime factors of $n$.***

Finally, we establish a “bounded gaps between primes” result in the setting of $\mathbb{F}_q[t]$, the ring of polynomials with coefficients in $\mathbb{F}_q$. Our result concerns prime polynomials with a given primitive root, and so we outline some important work concerning Artin’s primitive root conjecture.

**Theorem 1.4.3.** Let $g$ be a monic polynomial in $\mathbb{F}_q[t]$ such that $g$ is not a $v$th power for any prime $v$ dividing $q - 1$, and let $\mathbb{P}_g$ denote the set of prime polynomials in $\mathbb{F}_q[t]$ for which $g$ is a primitive root. For any $m \geq 2$, there exists an admissible $k$-tuple $\{h_1, \ldots, h_k\}$ such that there are infinitely many $f \in \mathbb{F}_q[t]$ with at least $m$ of $f + h_1, \ldots, f + h_k$ belonging to $\mathbb{P}_g$. 
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Chapter 2

The number of prime factors of $s(n)$

2.1 Introduction

Let $s(n)$ denote the sum of the proper divisors of a positive integer $n$. The function $s(n)$ has been of interest to number theorists since antiquity; for example, the ancient Greeks wanted to know when $s(n) = n$, calling such integers perfect. In modern times, open problems concerning $s(n)$ abound, such as the famous Catalan-Dickson conjecture [Dic13]: For any positive integer $n$, the aliquot sequence at $n$ (that is, the sequence of iterates of the function $s$ on $n$) either terminates at 0 or is eventually periodic.

Another conjecture pertaining to $s(n)$ is the following, due to Erdös, Granville, Pomerance and Spiro [EGPS90]:

**Conjecture 2.1.1.** If $A$ is a set of natural numbers of asymptotic density zero, then $s^{-1}(A)$ also has density zero.

Notice that Conjecture 2.1.1, together with the Hardy-Ramanujan theorem (Theorem 1.2.4), would imply the following:
Theorem 2.1.2. For any $\epsilon > 0$ and all numbers $n \leq x$ not belonging to a set of size $o(x)$,

$$|\omega(s(n)) - \log \log s(n)| < \epsilon \log \log s(n).$$

Though Conjecture 2.1.1 remains intractable, we are able to prove Theorem 2.1.2 unconditionally in the present chapter.

If a number $n$ is composite, then $n$ has a proper divisor greater than $n^{1/2}$; so for all composite $n \in (x^{1/2}, x]$, we have $x^{1/4} \leq n^{1/2} \leq s(n) \leq x^2$. Hence, for all but $o(x)$ numbers $n$ up to $x$, $\log \log s(n) = \log \log x + O(1)$. Therefore, it suffices to show that, given $\epsilon > 0$,

$$|\omega(s(n)) - \log \log x| < \epsilon \log \log x \quad (2.1)$$

for all $n$ except those belonging to a set of size $o(x)$.

Our normal order result follows from the following estimate; one should compare this result with (1.5).

Theorem 2.1.3. As $x \to \infty$,

$$\sum_{n \leq x : n \notin \mathcal{E}(x)} (\omega(s(n)) - \log \log x)^2 = o(x(\log \log x)^2).$$

where $\mathcal{E}(x) \subset \{1, 2, \ldots, [x]\}$ is of size $o(x)$.

For large enough $x$, if there are more than $\delta x$ numbers up to $x$ for which (2.1) fails, where $\delta > 0$ is any positive number, then at least $\frac{\delta}{2} x$ of them (say) do not belong to $\mathcal{E}(x)$, whence

$$\sum_{n \leq x : n \notin \mathcal{E}(x)} (\omega(s(n)) - \log \log x)^2 \geq \frac{\delta}{2} \epsilon^2 x(\log \log x)^2;$$

this contradicts Theorem 2.1.3 for sufficiently large $x$, and Theorem 2.1.2 follows.
**Remark.** Just as in the Hardy-Ramanujan theorem, we obtain a true statement by replacing \( \omega(s(n)) \) with \( \Omega(s(n)) \) in the theorem above; this is shown in §2.5.

### 2.2 Preliminaries

First we show that it suffices to consider a truncated version of the sum in question.

**Lemma 2.2.1.**

\[
\sum_{n \leq x} \omega(s(n)) = \left( \sum_{\log_2 x < p \leq x^{1/\sqrt{\log_2 x}}} \sum_{p | s(n)} 1 \right) + o(x \log_2 x).
\]

**Proof.** We have

\[
\sum_{n \leq x} \omega(s(n)) = \sum_{n \leq x} \sum_{p: p | s(n)} 1.
\]

If \( n \leq x \) then \( s(n) \leq x^2 \). The number of primes \( p \notin (\log_2 x, x^{1/\sqrt{\log_2 x}}] \) dividing a number \( m \leq x^2 \) is \( \leq 2\sqrt{\log_2 x} + \pi(\log_2 x) = o(\log_2 x) \), and the lemma follows. \( \square \)

### 2.2.1 The exceptional set.

Let \( P(n) \) and \( P_2(n) \) denote the largest and second-largest prime factors of \( n \), respectively; if \( n = 1 \), we set \( P(n) = P_2(n) = 1 \), and if \( n \) is prime, we set \( P_2(n) = 1 \). Define \( \mathcal{E}(x) := \{ n \leq x : \text{one of } A, B, C, D, E, F \text{ fails} \} \), where

A. \( P(n) > x^{1/\log_3 x} \),

B. \( P(n)^2 \nmid n \),

C. \( P_2(n) > x^{1/\log_3 x} \),

D. \( P_2(n) < xP(n)/2n \),
E. $P_2(n)^2 \nmid n$

F. if a prime $q$ divides $\gcd(n/P(n), \sigma(n/P(n)))$, then $q < \log_2 x$.

**Lemma 2.2.2.** $\#\mathcal{E}(x) = o(x)$.

Let $\Psi(x, y)$ denote the count of $y$-smooth numbers up to $x$; that is, the count of numbers $n \leq x$ such that $p \mid n \implies p \leq y$. The following upper bound estimate of de Bruijn [dB66, Theorem 2] will be useful in proving the above lemma. For a survey of known results and open problems concerning smooth numbers, see, e.g., [Gra08].

**Proposition 2.2.3.** Let $x \geq y \geq 2$ satisfy $(\log x)^2 \leq y \leq x$. Whenever $u := \frac{\log x}{\log y} \to \infty$, we have

$$\Psi(x, y) \leq \frac{x}{u^{u+o(u)}}.$$  

**Proof of Lemma.** Let $\mathcal{E}_j(x) = \{n \leq x : \text{condition } j \text{ fails and all prior conditions hold}\}, j \in \{A, B, C, D, E, F\}$. If $n \in \mathcal{E}_A(x) \cup \mathcal{E}_B(x)$, then either $P(n) \leq x^{1/\log_3 x}$ or $P(n) > x^{1/\log_3 x}$ and $P(n)^2 \mid n$. By Proposition 2.2.3, the number of $n \leq x$ for which the former holds is $O(x/(\log_2 x)^4)$, noting that $(\log_2 x)^4 \ll (\log_2 x)^{\log_4 x} = (\log_3 x)^{\log_3 x}$. The number of $n \leq x$ for which the latter holds is $\ll x \sum_{p > x^{1/\log_3 x}} p^{-2} \ll x \exp(-\log x/\log_3 x)$, and this is also $O(x/(\log_2 x)^4)$.

If $n \in \mathcal{E}_C(x)$, we proceed as in [Pol14b, Lemma 2.6]. In this case, either (i) $P(n) \leq x^{1/\log_4 x}$ or (ii) $P(n) > x^{1/\log_4 x}$ and $P_2(n) \leq x^{1/\log_3 x}$. The number of $n \leq x$ for which (i) holds is $O(x/(\log_3 x)^{10})$ by Proposition 2.2.3. For $n \leq x$ such that (ii) holds, write $n = mP$, where $P = P(n) > x^{1/\log_4 x}$ and $P(m) \leq x^{1/\log_3 x}$. Then $x/m \geq P > x^{1/\log_4 x}$, and the number of such $P$ given $m$ is, by the prime number theorem,

$$\ll \frac{x/m}{\log(x/m)} \leq \frac{x \log_4 x}{m \log x}.$$
Now we sum this over \( m \) such that \( P(m) \leq x^{1/\log_3 x} \), obtaining that the number of \( n \leq x \) for which (ii) holds is

\[
\ll \frac{x \log_4 x}{\log x} \sum_{m: P(m) \leq x^{1/\log_3 x}} \frac{1}{m} = \frac{x \log_4 x}{\log x} \prod_{p \leq x^{1/\log_3 x}} \left(1 - \frac{1}{p}\right)^{-1}
\ll \frac{x \log_4 x}{\log x} \left(\frac{\log_3 x}{\log x}\right)^{-1} = \frac{x \log_4 x}{\log_3 x}.
\]

Thus \( \#\mathcal{E}_C(x) = O(x \log_4 x / \log_3 x) \).

For \( \#\mathcal{E}_D(x) \), note first that \( xP(n)/2n > P(n)/2 \). Thus any \( n \) in \( \mathcal{E}_D(x) \) has a prime factor in \((P(n)/2, P(n))\), and the number of such integers \( n \) with \( P(n) > x^{1/\log_3 x} \) is, by the prime number theorem,

\[
\leq x \sum_{q > x^{1/\log_3 x}} \sum_{q/2 < q' < q} \frac{1}{qq'} \ll x \sum_{q > x^{1/\log_3 x}} \frac{1}{q \log q} = O\left(\frac{x \log_4 x}{\log x}\right).
\]

To bound \( \#\mathcal{E}_E(x) \), we consider \( n \leq x \) with \( P_2(n)^2 \mid n \) and \( P_2(n) > x^{1/\log_3 x} \). The number of such \( n \) is \( \ll x \sum_{p > x^{1/\log_3 x}} p^{-2} \ll x \exp(- \log x / \log_3 x) \).

Finally, suppose \( q \mid \left(n/P(n), \sigma(n/P(n))\right) \) and \( q \geq \log_2 x \). Then \( q \mid n \) and \( q \mid \sigma(n) \). Write \( n = q^e s \), with \( q \nmid s \). If \( e \geq 2 \), then \( n \) has a squarefull divisor \( \geq (\log_2 x)^2 \), and the number of such \( n \) is \( O(x/\log_2 x) \).

So assume \( e = 1 \). Since \( q \mid \sigma(n) \), we have \( q \mid \sigma(s) \). Write \( s = p_1^{e_1} \cdots p_k^{e_k} \); then \( q \mid \sigma(p_i^{e_i}) \) for some \( i \). If \( e_i \geq 2 \), then we have \( 2p_i^{e_i} > \sigma(p_i^{e_i}) \geq q \), so \( s \) has a squarefull divisor \( \geq q/2 \).

The number of such \( s \leq x/q \) is \( O(x/q^{3/2}) \), and summing this over \( q \geq \log_2 x \) gives that the number of possible \( n \) is \( O(x/\sqrt{\log_2 x}) \).
If $e_i = 1$, then $p_i \equiv -1 \pmod{q}$. By Brun-Titchmarsh and partial summation, the number of $s \leq x/q$ divisible by such a prime $p_i$ is

$$\frac{x}{q} \sum_{\substack{p \leq x/q \\ p \equiv -1 \pmod{q}}} \frac{1}{p} \ll x \log_2 x \frac{1}{q^2},$$

and summing this over $q \geq \log_2 x$ we obtain that the number of possible $n$ in this case is $O(x/\log_3 x)$.

This finishes the proof, noting that all size bounds established are $o(x)$. \hfill \Box

As mentioned in Section 1.3, we need a result on primes in arithmetic progressions with large moduli. We restate the result here for convenience.

**Theorem 2.2.4.** Let $X$ and $T$ satisfy $X \geq T \geq 2$, and suppose $q \leq T^{2/3}$. Then

$$\pi(X; q, a) \sim \pi(X)/\varphi(q) \quad \text{as} \quad \frac{\log X}{\log T} \to \infty$$

uniformly for all coprime pairs $(a, q)$, except possibly for those $q$ which are multiples of some integer $q_1(T)$. Here $\varphi$ is the usual Euler phi function.

We will also make use of the following fact [Pol14b, Lemma 2.7]:

**Proposition 2.2.5.** Let $q$ be a natural number with $q \leq x^{1/2 \log_3 x}$. The number of $n \leq x$ not belonging to $\mathcal{E}_A(x) \cup \mathcal{E}_B(x)$ for which $q$ divides $s(n)$ is

$$\ll \frac{\tau(q)}{\varphi(q)} \cdot x \log_3 x,$$

where $\tau(q)$ denotes the number of divisors of $q$.

**Proof.** Since $n \notin \mathcal{E}_A(x) \cup \mathcal{E}_B(x)$, we can write $n = Pm$, with $P := P(n) > x^{1/\log_3 x}$ and $P \nmid m$. From this factorization of $n$, we may obtain a factorization of $q = q_1q_2$, where
\(q_1 := \gcd(q, s(m))\) and \(q_2 := q/q_1\). First, we count the number of \(n \leq x\) with \(q | s(n)\) and where \(n\) corresponds to a fixed factorization \(q = q_1q_2\), and we finish by summing over all possible factorizations \(q_1q_2\) of \(q\).

Since \(q\) divides \(s(n) = s(Pm) = Ps(m) + \sigma(m)\) and \(q_1 | s(m)\), it must be the case that \(q_1 | \sigma(m)\). Thus \(q_1 | \sigma(m) - s(m) = m\). Note also that \(q_2 = q/\gcd(q, s(m))\) is coprime to \(s(m)/\gcd(q, s(m)) = s(m)/q_1\), allowing us to write

\[
P^{s(m)}_{q_1} \equiv -\frac{\sigma(m)}{q_1} \pmod{q_2}.
\]

This places \(P\) in a uniquely determined residue class modulo \(q_2\). Moreover, \(P \leq x/m\), implying that \(x/m > x^{1/\log_3 x}\). By the Brun-Titchmarsh inequality [HR74, Theorem 3.8], the number of choices for \(P\) given \(m\) is

\[
\ll \frac{x/m}{\varphi(q_2) \log \frac{x}{mq_2}} \ll \frac{x \log_3 x}{m \varphi(q_2) \log x},
\]

using here that \(\frac{x}{mq_2} \geq x^{1/\log_3 x}q^{-1} \geq x^{1/2\log_3 x}\). Summing this expression on \(m \leq x^\frac{1}{1 - \log_3 x}\) with \(q_1 | m\) shows that the number of possible \(n = mP\) is

\[
\ll \frac{x \log_3 x}{q_1 \varphi(q_2)}.
\]

Now,

\[
\sum_{q_1q_2=q} \frac{1}{q_1 \varphi(q_2)} = \frac{1}{q} \sum_{q_2|q} \frac{q_2}{\varphi(q_2)} \leq \frac{1}{q} \left( \tau(q) - \frac{q}{\varphi(q)} \right) = \frac{\tau(q)}{\varphi(q)}.
\]

Here we use the fact that \(q_2/\varphi(q_2) \leq q/\varphi(q)\) for every \(q_2\) dividing \(q\). Putting the above estimates together, we obtain that the number of \(n \leq x\), \(n \notin \mathcal{E}_A(x) \cup \mathcal{E}_B(x)\) with \(q | s(n)\) \((q \leq x^{2\log_3 x})\) is \(\ll (\tau(q)/\varphi(q)) \cdot x \log_3 x\), as desired. \(\square\)
2.3 An average result for $\omega(s(n))$

First we prove an average order result for $\omega(s(n))$:

**Theorem 2.3.1.** As $x \to \infty$,

$$\sum_{n \leq x : n \notin \mathcal{E}(x)} \omega(s(n)) \sim x \log \log x.$$  

This result will serve as a stepping stone towards Theorem 2.1.3.

By Lemma 2.2.1,

$$\sum_{n \leq x : n \notin \mathcal{E}(x)} \omega(s(n)) = \left( \sum_{\log_2 x < p \leq x^{1/\sqrt{\log_2 x}}} \sum_{n \leq x : n \notin \mathcal{E}(x) \atop p \nmid s(n)} 1 \right) + o(x \log_2 x),$$

where $q_1(T)$ is the exceptional modulus coming from Theorem 2.2.4. Eventually we will be counting primes in certain progressions modulo $p \leq x^{1/\sqrt{\log_2 x}}$, and so it will suffice to take $T = x^{1.5/\sqrt{\log_2 x}}$. To apply Theorem 2.2.4, we need that $p$ is not a multiple of $q_1(T)$; but since $p$ is prime, this is the same as requiring $p \neq q_1(T)$, and this excludes at most one summand above. Fix a prime $p \in (\log_2 x, x^{1/\sqrt{\log_2 x}})$, $p \neq q_1(T)$ and consider the inner sum above.

Since $n \notin \mathcal{E}(x)$, we can write $n = mP$, $P := P(n)$, where $P \nmid m$, $P > x^{1/\log_3 x}$, $x^{1/\log_3 x} < P(m) < x/2m$ (this follows from condition $D$, noting that $m = n/P$), and $p | (m, \sigma(m)) \implies p < \log_2 x$. Now

$$\sum_{n \leq x : n \notin \mathcal{E}(x) \atop p \nmid s(n)} 1 = \sum_{n \leq x : n \notin \mathcal{E}(x) \atop p \nmid s(n)} 1 + \sum_{n \leq x : n \notin \mathcal{E}(x) \atop p \nmid s(n)} 1.$$
But this first sum is actually empty! If \( p \mid s(n) = s(mP) = Ps(m) + \sigma(m) \), and \( p \mid s(m) \), then \( p \mid \sigma(m) \) and hence \( p \mid m \) (since \( m = \sigma(m) - s(m) \)). Since \( n \notin E(x) \), this forces \( p < \log_2 x \), contradicting our choice of the fixed prime \( p \).

If \( p \nmid s(m) \), then since \( p \mid s(n) = Ps(m) + \sigma(m) \), we have

\[
P \equiv -\sigma(m)s(m)^{-1} \pmod{p}.
\]

For convenience, we now define the following notation: Write

\[
\sum' := \sum_{m} \sum_{\substack{x^{1/\log_3 x} < m \leq x^{1-\log_3 x} \\text{ps}(m) \\text{ps}(n) \\text{Ps}(m) \\text{Ps}(m) \\sigma(m)^{-1}\text{mod p} \\text{Ps}(m) \\text{Ps}(m) \\sigma(m)^{-1}\text{mod p}}} 1.
\]

Now

\[
\sum_{n \leq x : n \notin E(x)} \frac{1}{p|s(n) \text{ps}(m)} = \sum' \sum_{m} \sum_{P(m)^{\sigma(m)}} 1. \quad P \equiv -\sigma(m)s(m)^{-1} \pmod{p}
\]

The inner sum is equal to

\[
\pi\left(x/m; p, -\sigma(m)s(m)^{-1}\right) - \pi\left(P(m); p, -\sigma(m)s(m)^{-1}\right).
\]

We now use Theorem 2.2.4 to rewrite the terms above, with \( T = x^{1.5}/\sqrt{\log_2 x} \). Note that \( P(m), x/m > x^{1/\log_3 x} \), so \( P(m) \) and \( x/m \) are both greater than any fixed power of \( T \) for large enough \( x \). Since \( p \neq q_1(T) \), we have

\[
\sum' \left( \pi(x/m; p, -\sigma(m)s(m)^{-1}) - \pi(P(m); p, -\sigma(m)s(m)^{-1}) \right)
\]

\[
= \frac{1}{p-1} \sum_{m} \left( \pi(x/m) - \pi(P(m)) \right) + o\left( \frac{1}{p-1} \sum_{m} (\pi(x/m) + \pi(P(m))) \right).
\]
To deal with the $o$-term, observe that from our conditions on $m$,

$$\pi(x/m) + \pi(P(m)) \leq \pi(x/m) + \pi(x/2m)$$

$$\leq 2\pi(x/m) \leq 10(\pi(x/m) - \pi(P(m)))$$

for large enough $x$, and so the above sum on $m$ is

$$\sim \frac{1}{p - 1} \sum_m' \left( \pi(x/m) - \pi(P(m)) \right).$$

A prime $P$ counted by the term $\pi(x/m) - \pi(P(m))$ corresponds to an integer $n = Pm$, with $P^2 \nmid n$ and $p \nmid s(m)$; the conditions imposed on $m$ guarantee that $n \leq x$ and $n \notin \mathcal{E}(x)$. It is clear that every $n \leq x$ with $n \notin \mathcal{E}(x)$ and $p \nmid s(m)$ will be counted by such a summand. Thus

$$\sum_m' \pi(x/m) - \pi(P(m)) = \#\{n \leq x : n = mP(n) \notin \mathcal{E}(x), p \nmid s(m)\}$$

$$= \#\{n \leq x : n \notin \mathcal{E}(x)\} - \#\{n \leq x : n = mP(n) \notin \mathcal{E}(x), p \mid s(m)\}.$$

The following lemma allows us to estimate the subtrahend.

**Lemma 2.3.2.** For a fixed prime $\log_2 x < q \leq x^{1/\log_2 x}$, the number of $n \leq x$ not belonging to $\mathcal{E}(x)$ (so $n = mP(n)$) such that $q \mid s(m)$ is

$$\ll \frac{x \log_3 x \log_4 x}{q - 1}.$$

**Proof.** Write $n = mP$, with $P = P(n)$. Since $n \notin \mathcal{E}(x)$, $P(m)^2 \nmid m$ and $P(m) > x^{1/\log_3 x}$.

Note that $q \leq x^{1/\log_2 x}$, and $(x/P)^{1/2\log_3 x} > x^{1/(2\log_3 x)^2} > x^{1/\log_2 x}$ for large enough $x$. By
Proposition 2.2.5, the number of $m \leq x/P$ not in $\mathcal{E}(x)$ for which $q \mid s(m)$ is

$$\ll \frac{1}{q - 1} \cdot \frac{x \log_3 x}{P}.$$ 

Summing over $P \in (x^{1/\log_3 x}, x]$ gives the result. \hfill \Box

By the above lemma, we have

$$\sum'_{m} \left( \pi(x/m) - \pi(P(m)) \right) = x + O \left( \frac{x \log_3 x \log_4 x}{p - 1} \right) + O(#\mathcal{E}(x)).$$

Putting everything together, we have shown that

$$\sum_{n \leq x : n \notin \mathcal{E}(x)} \omega(s(n)) = \sum_{\log_2 x < p \leq x^{1/\sqrt{\log_2 x}} \atop p \neq q_{1}(T)} \left( \frac{x}{p - 1} + O \left( \frac{x \log_3 x \log_4 x}{(p - 1)^2} \right) + o \left( \frac{x}{p - 1} \right) \right).$$

The $O$-term contributes

$$\ll x \log_3 x \log_4 x \sum_{t > \log_2 x} \frac{1}{t^2} \ll \frac{x \log_3 x \log_4 x}{\log_2 x} = o(x \log_2 x).$$

By Mertens’ first theorem,

$$\sum_{\log_2 x < p \leq x^{1/\sqrt{\log_2 x}} \atop p \neq q_{1}(T)} \frac{1}{p - 1} = \log_2 (x^{1/\sqrt{\log_2 x}}) - \log_2 (\log_2(x)) + O(1)$$

$$= (\log_2 x)(1 + o(1)).$$

Thus,

$$\sum_{n \leq x : n \notin \mathcal{E}(x)} \omega(s(n)) = x \log_2 x + o(x \log_2 x),$$

as desired.
Proof of Theorem 2.1.3

Notice that

\[ \sum_{n \leq x : n \notin E(x)} (\omega(s(n)) - \log_2 x)^2 = \sum_{n \leq x : n \notin E(x)} \omega(s(n))^2 - 2 \log_2 x \sum_{n \leq x : n \notin E(x)} \omega(s(n)) + x(\log_2 x)^2(1 + o(1)) \]

= \sum_{n \leq x : n \notin E(x)} \omega(s(n))^2 - x(\log_2 x)^2(1 + o(1))

by Theorem 2.3.1. Hence, the following lemma implies Theorem 2.1.3.

Lemma 2.4.1. As \( x \to \infty \),

\[ \sum_{n \leq x : n \notin E(x)} \omega(s(n))^2 \sim x(\log_2 x)^2. \]

We have

\[ \sum_{n \leq x : n \notin E(x)} \omega(s(n))^2 = \sum_{n \leq x : n \notin E(x)} \left( \sum_{p \mid s(n)} 1 \right)^2 = \sum_{n \leq x : n \notin E(x)} \sum_{p,q : p.q \mid s(n)} 1, \]

where the sum is over pairs of primes \( p, q \). This inner sum is equal to

\[ \sum_{p.q : p.q \mid s(n) \atop p \neq q} 1 + \sum_{p \mid s(n)} 1, \]

and hence

\[ \sum_{n \leq x : n \notin E(x)} \omega(s(n))^2 = \sum_{n \leq x : n \notin E(x)} \sum_{p.q : p.q \mid s(n) \atop p \neq q} 1 + o(x(\log_2 x)^2) \]

by Theorem 2.3.1.
We can again truncate the sum in question.

Lemma 2.4.2.

\[ \sum_{n \leq x: n \notin \mathcal{E}(x)} \omega(s(n))^2 = \sum_{n \leq x: n \notin \mathcal{E}(x)} \sum_{\log_2 x < p \leq \sqrt{\log_2 x}} \sum_{\log_2 x < q \leq x^{1/\sqrt{\log_2 x}}} 1 + o(x(\log_2 x)^2). \]

Proof. By Lemma 2.2.1, we have \( \omega(s(n)) = \omega'(s(n)) + o(\log_2 x) \), where \( \omega'(m) \) denotes the number of prime divisors \( p \) of \( m \) with \( p \in (\log_2 x, x^{1/\sqrt{\log_2 x}}] \). Hence,

\[ \sum_{n \leq x: n \notin \mathcal{E}(x)} \omega(s(n))^2 = \sum_{n \leq x: n \notin \mathcal{E}(x)} \omega'(s(n))^2 + o\left(\log_2 x \sum_{n \leq x: n \notin \mathcal{E}(x)} \omega'(s(n))\right) + o(x(\log_2 x)^2). \]

Since \( \omega'(s(n)) \leq \omega(s(n)) \), we have \( \sum_{n \leq x: n \notin \mathcal{E}(x)} \omega'(s(n)) \ll x \log_2 x \) by Theorem 2.3.1. The lemma follows. \( \square \)

2.4.1 Proof of Lemma 2.4.1.

As before, we fix primes \( p, q \in (\log_2 x, x^{1/\sqrt{\log_2 x}}] \) and count the number of \( n \notin \mathcal{E}(x) \) where \( p, q \mid s(n) \). Eventually we will need to use Theorem 2.2.4 to count primes modulo \( pq \), and so we take \( T = x^{3/\sqrt{\log_2 x}} \) in the theorem. However, we must ensure that \( pq \) is not a multiple of some integer \( q_1(T) \). Let \( p_1(T) \) denote the largest prime factor of \( q_1(T) \). If \( pq \) is a multiple of \( q_1(T) \), then \( p_1(T) \) divides \( pq \), which forces \( p_1(T) = p \) or \( p_1(T) = q \). Therefore, we will insist that \( p, q \neq p_1(T) \), which excludes at most one each of \( p \) and \( q \).

Write \( n = mP \), \( P := P(n) \), where \( P \mid m \), \( P > x^{1/\log_4 x} \), \( x^{1/\log_4 x} < P(m) < x/2m \), and a prime \( \ell \mid (n, \sigma(n)) \Rightarrow \ell < \log_2 x \). As before, we can split the above sum in two, with one sum over \( n \) such that \( p, q \nmid s(m) \) and the other over \( n \) such that either \( p \) or \( q \) divides \( s(m) \); and as before, the latter sum will be empty, by the same argument. Thus we are reduced to considering \( n \notin \mathcal{E}(x) \) with \( p, q \mid s(n) \) and \( p, q \nmid s(m) \).
If both \( p \) and \( q \) divide \( s(n) \) but not \( s(m) \), then since \( s(n) = Ps(m) + \sigma(m) \), we have

\[
P \equiv -\sigma(m)s(m)^{-1} \pmod{pq}.
\]

Therefore

\[
\sum_{n \leq x : n \notin E(x)} 1 = \sum_{m}^{'} \sum_{\substack{P(m) < P \leq x/m \\ P \equiv -\sigma(m)s(m)^{-1} \pmod{pq}}} 1,
\]

where now \( \sum_{m}^{'} \) includes the condition \( q \nmid s(m) \).

The inner sum is equal to

\[
\pi(x/m; pq, -\sigma(m)s(m)^{-1}) - \pi(P(m); pq, -\sigma(m)s(m)^{-1})
\]

We once again use Theorem 2.2.4 on the terms above, with \( T = x^{3/\sqrt{\log_2 x}} \). The analysis proceeds exactly as before, with the factor of \( 1/\varphi(p) \) replaced by \( 1/\varphi(pq) \). We have in the end that the inner sum (over \( n \)) is asymptotically equal to

\[
\frac{1}{\varphi(pq)}(\#\{n \leq x : n \notin E(x)\} - \#\{n \leq x : n = mP(n) \notin E(x), \text{ either } p \text{ or } q \mid s(m)\}).
\]

Applying Lemma 2.3.2 twice, we have that the number of \( n \leq x \) not belonging to \( E(x) \) such that either \( p \) or \( q \) divides \( s(m) \) is

\[
\ll x \log_3 x \log_4 x \left( \frac{1}{p-1} + \frac{1}{q-1} \right).
\]
Putting everything together, we have shown that

$$\sum_{n \leq x : n \notin \mathcal{E}(x)} \omega(s(n))^2 = x \sum_p \sum_q \frac{1}{(p-1)(q-1)}$$

$$+ \sum_p \sum_q O \left( \frac{x \log_3 x \log_4 x}{(p-1)^2(q-1)} + \frac{x \log_3 x \log_4 x}{(p-1)(q-1)^2} \right) + o(x(\log_2 x)^2),$$

where the sums over $p$ and $q$ have the restrictions $p, q \in (\log_2 x, x^{1/\sqrt{\log_2 x}}], q \neq p$, and $p, q \neq p_1(T)$ (from Theorem 2.2.4). Now, since $q \leq x^{1/\sqrt{\log_2 x}}$ and $\sum_p 1/p^2$ converges,

$$\sum_p \sum_q \frac{1}{(p-1)^2(q-1)} = O(\log_2 x)$$

by Mertens' first theorem. Hence the $O$-term contributes

$$\ll x \log_2 x \log_3 x \log_4 x = o(x(\log_2 x)^2),$$

and so

$$\sum_{n \leq x : n \notin \mathcal{E}(x)} \omega(s(n))^2 = x \sum_p \sum_q \frac{1}{(p-1)(q-1)} + o(x(\log_2 x)^2).$$

Another application of Mertens' theorem tells us

$$\sum_{n \leq x : n \notin \mathcal{E}(x)} \omega(s(n))^2 = (x(\log_2 x)^2 + o(x(\log_2 x)^2),$$

which completes the proof.

### 2.5 From $\omega(s(n))$ to $\Omega(s(n))$

We conclude by showing that the result proved in the previous section holds with $\omega(s(n))$ replaced by $\Omega(s(n))$. 35
Lemma 2.5.1.

$$
\sum_{n \leq x \notin \mathcal{E}(x)} \left( \Omega(s(n)) - \omega(s(n)) \right)^2 = o(x (\log_2 x)^2).
$$

It follows quickly from this lemma that $\sum_{n \leq x \notin \mathcal{E}(x)} \left( \Omega(s(n)) - \log_2 x \right)^2 = o(x (\log_2 x)^2)$. Adding and subtracting $\omega(s(n))$ inside the square and expanding, we have

$$
\sum_{n \leq x \notin \mathcal{E}(x)} \left( \Omega(s(n)) - \log_2 x \right)^2 = \sum_{n \leq x \notin \mathcal{E}(x)} \left( \Omega(s(n)) - \omega(s(n)) \right)^2 \\
+ \sum_{n \leq x \notin \mathcal{E}(x)} \left( \omega(s(n)) - \log_2 x \right)^2 \\
+ 2 \sum_{n \leq x \notin \mathcal{E}(x)} \left[ \left( \Omega(s(n)) - \omega(s(n)) \right) \omega(s(n)) - \log_2 x \right].
$$

The first and second sums are $o(x (\log_2 x)^2)$, by the above lemma and Theorem 2.1.3, respectively. An application of the Cauchy-Schwarz inequality shows us that the last term squared is

$$
\ll \left( \sum_{n \leq x \notin \mathcal{E}(x)} \left( \Omega(s(n)) - \omega(s(n)) \right) \right) \left( \sum_{n \leq x \notin \mathcal{E}(x)} \left( \omega(s(n)) - \log_2 x \right) \right);
$$

using Lemma 2.5.1 and Theorem 2.1.3 once more and taking square roots, we see that this is also $o(x (\log_2 x)^2)$.

**Proof of Lemma 2.5.1.** We wish to estimate from above the quantity

$$
\sum_{n \leq x \notin \mathcal{E}(x)} \left( \Omega(s(n)) - \omega(s(n)) \right)^2 = \sum_{n \leq x \notin \mathcal{E}(x)} \left( \sum_{p^k | s(n)} 1 \right)^2 \\
= \sum_{n \leq x \notin \mathcal{E}(x)} \sum_{p^k | s(n)} \sum_{k \geq 2} 1 + \sum_{n \leq x \notin \mathcal{E}(x)} \sum_{p^k,q^l | s(n)} \sum_{k,j \geq 2} 1.
$$
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We handle the “$p = q$” sum first. If $p^k \mid s(n)$ and $j \leq k$, the condition $p^k, p^j \mid s(n)$ is satisfied $k - 1$ times given $p$, and so the sum is

$$\ll 2 \sum_{n \leq x : n \notin E(x)} \sum_{k \geq 2} k = \sum_{k \geq 2} k \sum_{n \leq x : n \notin E(x)} \sum_{p : p^k \mid s(n)} 1.$$ 

A number $m \leq x^2$ has at most $\frac{20}{k} \log x$ primes $p > x^{1/10 \log x}$ with $p^k \mid m$. Define $L_1 := \lfloor 30 \log x \rfloor$. If $p > x^{1/10 \log x}$, then $p^{L_1} > x^2$, so certainly for $k > L_1$ the condition $p^k \mid s(n)$ cannot be met. Therefore,

$$\sum_{k \geq 2} \sum_{n \leq x : n \notin E(x)} \sum_{p > x^{1/10 \log x}} 1 \leq 20x \log x \sum_{k = 2}^{L_1} 1 = O(x \log x \cdot L_1),$$

and $x \log x \cdot L_1 \ll x (\log x)^2$.

It remains to consider

$$\sum_{n \leq x : n \notin E(x)} \sum_{p \leq x^{1/10 \log x}} \sum_{k \geq 2} k = \sum_{p \leq x^{1/10 \log x}} \sum_{n \leq x : n \notin E(x)} \sum_{k \geq 2} k
\begin{align*}
= & \sum_{p \leq x^{1/10 \log x}} \sum_{n \leq x : n \notin E(x)} \sum_{k \geq 2} k + \sum_{p \leq x^{1/10 \log x}} \sum_{n \leq x : n \notin E(x)} \sum_{p^k \leq x^{1/2 \log x}} \sum_{k \geq 2} k.
\end{align*}$$

For the first sum, the condition $p^k \leq x^{1/2 \log x}$ allows us to apply Proposition 2.2.5, which gives

$$\sum_{p \leq x^{1/10 \log x}} \sum_{n \leq x : n \notin E(x)} \sum_{p^k \mid s(n)} \sum_{k \geq 2} k.$$
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with \( L_2 = \lfloor 3 \log x \rfloor \). But the sum of \( k^2/p^k \) over all \( p \geq 2 \) and all \( k \geq 2 \) is \( O(1) \), so this is \( O(x \log_3 x) \).

For the second sum, define \( \ell(p) := \max\{m \in \mathbb{N} : p^m \leq x^{1/2 \log_3 x}\} \). Notice that \( \ell(p) < \log x \) trivially and that \( p^{\ell(p)} > x^{1/2 \log_3 x}/p \). The second sum is bounded from above by

\[
\sum_{p \leq x^{1/10 \log_3 x}} \sum_{n \leq x^{n \notin \mathcal{E}(x)}} \sum_{p^k \mid s(n)} \sum_{k \geq 2} k \ll x \log x \sum_{k \geq 2} \sum_{p \leq x^{1/10 \log_3 x}} \frac{\ell(p)}{p^{\ell(p)}},
\]

using Proposition 2.2.5 once more. The above inequalities then show that this sum is

\[
\ll \frac{x(\log x)^3 \log_3 x}{x^{1/2 \log_3 x}} \cdot x^{1/10 \log_3 x} = o(x).
\]

Thus \( \sum_{n \leq x \in \mathcal{E}(x)} (\Omega(s(n)) - \omega(s(n))) \ll x \log_3 x \log_4 x \), which is \( o(x \log_2 x) \).

We now turn our attention to \( \sum_{n \leq x \notin \mathcal{E}(x)} \sum_{p^k \mid s(n)} 1 \), with \( k, j \geq 2 \) and \( p \neq q \). Arguments similar to those used before show

\[
\sum_{n \leq x \notin \mathcal{E}(x)} \sum_{k \geq 2} \sum_{q \mid s(n)} 1 = \sum_{n \leq x \notin \mathcal{E}(x)} \sum_{k \geq 2} \sum_{q \mid s(n)} 1 + o(x \log_2 x \log_3 x),
\]

and \( p \) can certainly be restricted in the same way. Rearranging the sum, we have

\[
\sum_{n \leq x \notin \mathcal{E}(x)} \sum_{p \leq x^{1/10 \log_3 x}} \sum_{q \mid s(n)} 1 = \sum_{p \leq x^{1/10 \log_3 x}} \sum_{q \mid s(n)} 1.
\]

We now proceed in essentially the same way as before. Write the inner sum over \( q \) as two sums, one over \( q^j \leq x^{1/4 \log_3 x} \) and the other over \( q^j > x^{1/4 \log_3 x} \). Do the same for the outer
sum over \( p \). When the dust settles, we are left with four sums to handle, one for each possible combination of ranges for \( p^k \) and \( q^j \).

First we handle the case \( p^k, q^j \leq x^{1/4 \log_3 x} \). Using Proposition 2.2.5, we obtain

\[
\sum_{p \leq x^{1/10 \log_3 x}} \sum_{q \leq x^{1/10 \log_3 x}} 1 \ll x \log_3 x \sum_{k \geq 2} \sum_{j \geq 2} \sum_{p \leq x^{1/10 \log_3 x}} \sum_{q \leq x^{1/10 \log_3 x}} \frac{k j}{p^k q^j} \ll x \log_3 x.
\]

If \( p^k, q^j > x^{1/4 \log_3 x} \), we define \( \ell(p) = \max\{m : p^m \leq x^{1/4 \log_3 x}\} \) and, as before, obtain that this sum is

\[
\ll x \log_3 x \sum_{k \geq 2} \sum_{j \geq 2} \sum_{p \leq x^{1/10 \log_3 x}} \sum_{q \leq x^{1/10 \log_3 x}} \frac{\ell(p) \ell(q)}{p^{\ell(p)} q^{\ell(q)}} \ll \frac{x (\log x)^4 \log_3 x}{x^{1/2 \log_3 x}} \cdot x^{1/5 \log_3 x},
\]

which is \( o(x) \).

Assume now that \( q^j \leq x^{1/4 \log_3 x} \leq p^k \); the final case is completely similar. Then this sum is bounded from above by

\[
\sum_{p \leq x^{1/10 \log_3 x}} \sum_{q \leq x^{1/10 \log_3 x}} \sum_{n \in \mathcal{E}(x)} \sum_{k=2}^{L_2} \sum_{j \geq 2} \sum_{p \leq x^{1/10 \log_3 x}} \sum_{q \leq x^{1/10 \log_3 x}} \frac{\ell(p) j}{p^{\ell(p)} q^j} \ll \frac{x (\log x)^2 \log_3 x}{x^{1/3 \log_3 x}}.
\]

**Remark.** We know, by the celebrated Erdős - Kac theorem, that (roughly speaking) \( \omega(n) \) is normally distributed with mean and variance \( \log \log n \). The corresponding theorem for \( \omega(\sigma(n)) \) follows from methods of Erdős and Pomerance [EP85]: \( \omega(\sigma(n)) \) is also normally distributed, but with mean \( \frac{1}{2} (\log \log n)^2 \) and standard deviation \( \frac{1}{\sqrt{3}} (\log \log n)^{3/2} \). One hopes
that something similar can be said about $\omega(s(n))$. The results of the present article indicate that $s(n)$ typically has just as many prime factors as $n$; for this reason, we expect the Erdős-Kac theorem to hold with $\omega(s(n))$ in place of $\omega(n)$.
Chapter 3

Orders of reductions of elliptic curves

3.1 Introduction

Elliptic curves are central objects of study in number theory. In this chapter, we investigate the behavior of a certain class of elliptic curves over finite fields $\mathbb{F}_p$, as $p$ varies. We begin by setting up terminology and notation.

Let $K$ be a field of characteristic other than 2 or 3. An elliptic curve $E$ defined over $K$ is the set of solutions to a so-called Weierstrass equation of the form

$$y^2 = x^3 + Ax + B,$$

where $4A^3 + 27B^2 \neq 0$,

together with a “point at infinity.” The set of $K$-rational points of $E$ together with the point at infinity, denoted $E(K)$, turns out to be a group. The group law on $E(K)$ is classically defined via the “chord-and-tangent process” (cf. [Was08, Section 2.2]).

Let $E$ be an elliptic curve over $\mathbb{C}$. We can regard $E \subset \mathbb{P}^2(\mathbb{C})$ as a Riemann surface, and it turns out that this surface is, topologically, a torus. That $E$ is a Riemann surface with a
group law means that $E$ is a complex Lie group. We refer the reader to [Was08, Chapter 9] for more details.

This leads us to an alternative definition of elliptic curves over $\mathbb{C}$. Let $\Lambda \subset \mathbb{C}$ denote a lattice (that is, a discrete, full-rank subgroup of $(\mathbb{C}, +)$). The following theorem, known as “Weierstrass uniformization,” provides another characterization of elliptic curves.

**Theorem 3.1.1.** Every elliptic curve over $\mathbb{C}$ is isomorphic, as a complex Lie group, to $\mathbb{C}/\Lambda$ for some lattice $\Lambda$. Conversely, for any lattice $\Lambda \subset \mathbb{C}$, there is an elliptic curve $E/\mathbb{C}$ such that $\mathbb{C}/\Lambda$ is isomorphic to $E$ as a complex Lie group.

Given this correspondence between elliptic curves $E$ over $\mathbb{C}$ and lattices $\Lambda \subset \mathbb{C}$, we will write $E = \mathbb{C}/\Lambda$. Weierstrass uniformization provides another way to see that $E(\mathbb{C})$ is a group, since $\mathbb{C}/\Lambda$ is an abelian group (and the same is true of $E(K)$ for a number field $K$, since such $K$ can be viewed as a subfield of $\mathbb{C}$).

For an elliptic curve $E = \mathbb{C}/\Lambda$, define the *ring of endomorphisms of $E$* by

$$\text{End}(E) = \{ \alpha \in \mathbb{C} : \alpha \Lambda = \Lambda \}.$$ 

From each $\alpha \in \text{End}(E)$ one obtains a map from $E$ to itself in the obvious way: a point $x \mod \Lambda$ maps to $\alpha x \mod \Lambda$. These maps preserve 0, and in fact, these are the only maps that do so. Since $\Lambda$ is a lattice, clearly $\mathbb{Z} \subset \text{End}(E)$; in fact, we can say much more. The following theorem completely characterizes the ring $\text{End}(E)$. Recall that an *order* in a number field $K$ is a subring of $K$ that is a free abelian group of rank 2.

**Theorem 3.1.2.** For each lattice $\Lambda \subset \mathbb{C}$, either $\text{End}(E) = \mathbb{Z}$ or $\text{End}(E)$ is isomorphic to an order in an imaginary quadratic field.

If $\mathbb{Z} \not\subset \text{End}(E)$, we say that the elliptic curve $E$ has *complex multiplication*. The main result of this chapter focuses on elliptic curves with complex multiplication.
Let $E$ be an elliptic curve defined over $\mathbb{Q}$ with Weierstrass equation $E : y^2 = x^3 + Ax + B$, with $A, B \in \mathbb{Z}$. We can reduce the coefficients modulo a prime $p$ to obtain a curve defined over the field $\mathbb{F}_q$, where $q$ is a power of $p$; for our present purposes, we will assume $p \neq 2, 3$. If the quantity $4A^3 + 27B^2$ is nonzero in $\mathbb{F}_p$, we say that $E$ has *good reduction* at $p$. There are only finitely many primes $p$ which are not of good reduction for a given elliptic curve $E$ as above, and we will generally restrict our attention to primes of good reduction. An elliptic curve $E/\mathbb{F}_q$ is said to be *supersingular* if no element of $E(\mathbb{F}_q)$ has order $p$; if this is not the case, then $p$ is said to be a prime of *ordinary* reduction for $E$. The following proposition [Was08, Proposition 4.31] provides a convenient characterization of supersingular elliptic curves over finite fields.

**Proposition 3.1.3.** *Let $E$ be an elliptic curve over $\mathbb{F}_q$, where $q$ is a power of the prime number $p$. Let $a_q = q + 1 - \#E(\mathbb{F}_q)$. Then $E$ is supersingular if and only if $a_q \equiv 0 \pmod{p}$.***

It is a well-known result of Hasse that $|a_q| \leq 2\sqrt{q}$. This bound, together with Proposition 3.1.3, implies that if $E/\mathbb{F}_p$ is supersingular and $p \neq 2, 3$, then $a_p = p + 1$.

### 3.2 Analytic questions concerning $\#E(\mathbb{F}_p)$

Let $E/\mathbb{Q}$ be an elliptic curve. For primes $p$ of good reduction, one has

$$E(\mathbb{F}_p) \cong \mathbb{Z}/d_p \mathbb{Z} \oplus \mathbb{Z}/e_p \mathbb{Z}$$

where $d_p$ and $e_p$ are uniquely determined natural numbers such that $d_p$ divides $e_p$. Thus, $\#E(\mathbb{F}_p) = d_pe_p$. We concern ourselves with the behavior $\omega(\#E(\mathbb{F}_p))$, where $\omega(n)$ denotes the number of distinct prime factors of the number $n$, as $p$ varies over primes of good reduction. Work has been done already in this arena: If the curve $E$ has CM, Cojocaru [Coj05, Corollary 6] showed that the normal order of $\omega(\#E(\mathbb{F}_p))$ is $\log \log p$, and a year later, Liu [Liu06]
established an elliptic curve analogue of the celebrated Erdős-Kac theorem: For any elliptic curve $E/Q$ with CM, the quantity

$$\frac{\omega(#E(F_p)) - \log \log p}{\sqrt{\log \log p}}$$

has a Gaussian normal distribution. In particular, $\omega(#E(F_p))$ has normal order $\log \log p$ and standard deviation $\sqrt{\log \log p}$. (These results hold for elliptic curves without CM, if one assumes GRH.)

Presently, we establish a result analogous to Theorem 1.2.6 for the quantity $\omega(#E(F_p))$, where $E/Q$ is an elliptic curve with CM.

**Theorem 3.2.1.** Let $E/Q$ be an elliptic curve with CM. For $\gamma > 1$ fixed,

$$\#\{p \leq x : \omega(#E(F_p)) > \gamma \log \log x\} = \frac{x}{(\log x)^{2+\gamma \log \gamma - \gamma + o(1)}}.$$  

The same statement is true for the quantity $\#\{p \leq x : \omega(#E(F_p)) < \gamma \log \log x\}$ when $0 < \gamma < 1$.

In what follows, the above theorem will be proved for $E/Q$ with $E : y^2 = x^3 - x$. Essentially the same method can be used for any elliptic curve with CM; refer to the discussion in §4 of [Pol16]. To establish the theorem, we prove corresponding upper and lower bounds in sections §3 and §4, respectively.

**Remark.** One can ask similar questions about other arithmetic functions applied to $#E(F_p)$. For example, Pollack has shown [Pol16] that, if $E$ has CM, then

$$\sum_{p \leq x}^\prime \tau(#E(F_p)) \sim c_E \cdot x,$$
where the sum is restricted to primes $p$ of good ordinary reduction for $E$. Several elements of Pollack’s method of proof will appear later in this chapter.

For ease of reference, let us collect some frequently-used notation in this chapter. $K$ will denote an extension of $\mathbb{Q}$ with ring of integers $\mathbb{Z}_K$. For each ideal $a \subset \mathbb{Z}_K$, we write $\|a\|$ for the norm of $a$ (that is, $\|a\| = \#\mathbb{Z}_K/a$) and $\Phi(a) = \#(\mathbb{Z}_K/a)^\times$. The function $\omega$ applied to an ideal $a \subset \mathbb{Z}_K$ will denote the number of distinct prime ideals appearing in the factorization of $a$ into a product of prime ideals. For $\alpha \in \mathbb{Z}_K$, $\|\alpha\|$ and $\Phi(\alpha)$ denote those functions evaluated at the ideal $(\alpha)$. If $\alpha$ is invertible modulo an ideal $u \subset \mathbb{Z}_K$, we write $\gcd(\alpha, u) = 1$. The notation $\log_k x$ will be used to denote the $k$th iterate of the natural logarithm; this is not to be confused with the base-$k$ logarithm.

### 3.3 Useful propositions

Brun’s sieve in the Gaussian integers, Theorem 1.1.4 in Chapter 1, will be one of our primary tools. We recall it here for ease of reference.

**Theorem 3.3.1.** Let $K$ be a number field with ring of integers $\mathbb{Z}_K$. Let $A$ be a finite sequence of elements of $\mathbb{Z}_K$, and let $\mathcal{P}$ be a finite set of prime ideals. Define

$$S(A, \mathcal{P}) := \#\{a \in A : \gcd(a, \mathfrak{P}) = 1\}, \text{ where } \mathfrak{P} := \prod_{p \in \mathcal{P}} p.$$

For an ideal $u \subset \mathbb{Z}_K$, write $A_u := \#\{a \in A : a \equiv 0 \pmod{u}\}$. Let $X$ denote an approximation to the size of $A$. Suppose $\delta$ is a multiplicative function taking values in $[0, 1]$, and define a function $r(u)$ such that

$$A_u = X\delta(u) + r(u)$$
for each \( u \) dividing \( \mathfrak{P} \). Then, for every even \( m \in \mathbb{Z}^+ \),

\[
S(A, \mathcal{P}) = X \prod_{p \in \mathcal{P}} (1 - \delta(p)) + O \left( \sum_{u \in \mathcal{P}, \omega(u) \leq m} |r(u)| \right) + O \left( X \sum_{u \in \mathcal{P}, \omega(u) \geq m} \delta(u) \right).
\]

All implied constants are absolute. Here, the notation \( \omega(u) \) means the number of distinct prime ideals appearing in the factorization of \( u \) into prime ideals.

In our estimation of \( O \)-terms arising from the use of Theorem 3.3.1, we will make frequent use of the following analogue of the Bombieri-Vinogradov theorem, which we state for an arbitrary imaginary quadratic field \( K/\mathbb{Q} \) with class number 1. For \( \alpha \in \mathbb{Z}_K \) and an ideal \( q \subset \mathbb{Z}_K \), write

\[
\pi(x; q, \alpha) = \#\{\mu \in \mathbb{Z}_K : \mu \text{ prime}, \|\mu\| \leq x, \mu \equiv \alpha \pmod{q}\}.
\]

**Proposition 3.3.2.** For every \( A > 0 \), there is a \( B > 0 \) so that

\[
\sum_{\|q\| \leq x^{1/2} (\log x)^{-B}} \max_{\alpha : \gcd(\alpha, u) = 1} \max_{y \leq x} |\pi(y; q, \alpha) - w_K \cdot \frac{\text{Li}(y)}{\Phi(q)}| \ll \frac{x}{(\log x)^A},
\]

where the above sum and maximum are taken over \( q \subset \mathbb{Z}_K \) and \( \alpha \in \mathbb{Z}_K \). Here \( w_K \) denotes the size of the group of units of \( \mathbb{Z}_K \).

The above follows from Huxley’s analogue of the Bombieri-Vinogradov theorem for number fields [Hux71]; we will state this result in the case when \( K/\mathbb{Q} \) is an imaginary quadratic field of class number 1. First, we recall some necessary definitions. Let \( \mathfrak{m} \subset \mathbb{Z}_K \) be a nonzero ideal, and set

\[
\mathcal{I}(\mathfrak{m}) = \{\text{fractional ideals } a \subset K : \text{ord}_p(a) = 0 \text{ for all } p | \mathfrak{m}\},
\]
and
\[ \mathcal{P}^+_m = \{ (\alpha) : \text{ord}_p (\alpha - 1) \geq \text{ord}_p (m) \text{ for all } p \mid m \}. \]

Fractional ideals \( a, b \in \mathcal{I}(m) \) are said to be \textit{equivalent modulo} \( m \) if they represent the same class in the quotient \( \mathcal{I}(m)/\mathcal{P}^+_m \), called the \textit{strict ray class group}. The number \( h(m) = \#\mathcal{I}(m)/\mathcal{P}^+_m \) is called the \textit{strict ray class number}. The formula
\[ h(m) = \frac{\Phi(m)}{[\mathcal{U} : \mathcal{U}_m]} \]
holds in our case, where \( \mathcal{U} \) is the unit group of \( \mathbb{Z}_K \) and
\[ \mathcal{U}_m = \{ \lambda \in \mathcal{U} : \lambda \equiv 1 \pmod{m} \}. \]

For \( a \in \mathcal{I}(m) \), write
\[ \pi(x; m, a) = \{ p : \|p\| \leq x, p \text{ is equivalent to } a \mod m \}. \]

The following theorem is obtained from [Hux71, Theorem 1] by partial summation. Note that it holds for \( K \) an arbitrary number field, if the definitions above are modified appropriately for more general \( K \).

**Theorem 3.3.3.** For each \( A > 0 \), there is a \( B > 0 \) such that
\[ \sum_{\|m\| \leq x^{1/2}/(\log x)^{A-B}} \frac{h(m)}{\Phi(m)} \max_a \max_{y \leq x} \left| \pi(y; m, a) - \frac{\text{Li}(y)}{h(m)} \right| \ll \frac{x}{(\log x)^A}. \]

The first maximum is over \( a \in \mathcal{I}(m) \), and the implied constant depends on \( A \) and \( K \).

Now, suppose \( K \) is an imaginary quadratic field of class number 1. Tracing through the definitions, we see that, if \( p \) is a prime ideal, then \( p \) is equivalent to \((\alpha)\) modulo \((\mu)\) whenever
\( p = (\pi) \) for some prime \( \pi \equiv \alpha \pmod{\mu} \). Moreover, if such a \( \pi \) exists, then we can multiply by an element of \( \mathcal{U}(\mu) \) to obtain another. Combining these facts with the above theorem yields Proposition 3.3.2 (cf. [Pol16, Lemma 2.3]).

The following proposition is an analogue of Mertens’ theorem (cf. part 2 of Theorem 1.2.3) for imaginary quadratic fields. It follows immediately from Theorem 2 of [Ros99].

**Proposition 3.3.4.** Let \( K/\mathbb{Q} \) be an imaginary quadratic field and let \( \alpha_K \) denote the residue of the associated Dedekind zeta function, \( \zeta_K(s) \), at \( s = 1 \). Then

\[
\prod_{\|p\| \leq x} \left( 1 - \frac{1}{\|p\|} \right)^{-1} \sim e^{\gamma} \alpha_K \log x,
\]

where the product is over all prime ideals \( p \) in \( \mathbb{Z}_K \). Here (and only here), \( \gamma \) is the Euler-Mascheroni constant.

Note also that the “additive version” of Mertens’ theorem, i.e.,

\[
\sum_{\|p\| \leq x} \frac{1}{\|p\|} = \log_2 x + B_K + O_K \left( \frac{1}{\log x} \right)
\]

for some constant \( B_K \), holds in this case as well; it appears as Lemma 2.4 in [Rosen].

Finally, we will make use of the following estimate for elementary symmetric functions [HR83, p. 147, Lemma 13].

**Lemma 3.3.5.** Let \( y_1, y_2, \ldots, y_M \) be \( M \) non-negative real numbers. For each positive integer \( d \) not exceeding \( M \), let

\[
\sigma_d = \sum_{1 \leq k_1 < k_2 < \cdots < k_d \leq M} y_{k_1} y_{k_2} \cdots y_{k_d},
\]

so that \( \sigma_d \) is the \( d \)th elementary symmetric function of the \( y_k \)'s. Then, for each \( d \), we have

\[
\sigma_d \geq \frac{1}{d!} \sigma_1^d \left( 1 - \left( \frac{d}{2} \right) \frac{1}{\sigma_1^2} \sum_{k=1}^{M} y_k^2 \right).
\]
3.4 An upper bound

Theorem 3.4.1. Let $E$ be the elliptic curve $E : y^2 = x^3 - x$ and fix $\gamma > 1$. Then

$$\# \{ p \leq x : \omega(#E(\mathbb{F}_p)) > \gamma \log_2 x \} \ll_{\gamma} \frac{x(\log_2 x)^5}{(\log x)^{2+\gamma \log \gamma - \gamma}}.$$ 

The same statement is true if instead $0 < \gamma < 1$ and the strict inequality is reversed on the left-hand side.

Before proving Theorem 3.4.1, we refer to [JU08, Table 2] for the following useful fact concerning the numbers $#E(\mathbb{F}_p)$: For primes $p \leq x$ with $p \equiv 1 \pmod{4}$, we have

$$#E(\mathbb{F}_p) = p + 1 - (\pi + \overline{\pi}) = (\pi - 1)(\overline{\pi} - 1), \quad (3.1)$$

where $\pi \in \mathbb{Z}[i]$ is chosen so that $p = \pi \overline{\pi}$ and $\pi \equiv 1 \pmod{(1 + i)^3}$. (Such $\pi$ are sometimes called primary.) This determines $\pi$ completely up to conjugation.

We begin the proof of Theorem 3.4.1 with the following lemma, which will allow us to disregard certain problematic primes $p$.

Lemma 3.4.2. Let $x \geq 3$ and let $P(n)$ denote the largest prime factor of $n$. Let $\mathcal{X}$ denote the set of $n \leq x$ for which either of the following properties fail:

(i) $P(n) > x^{1/6 \log_2 x}$

(ii) $P(n)^2 \nmid n$.

Then, for any $A > 0$, the size of $\mathcal{X}$ is $O(x/(\log x)^A)$.

Proof of Lemma 3.4.2. If $n \in \mathcal{X}$, then either (a) $P(n) \leq x^{1/6 \log_2 x}$ or (b) $P(n) > x^{1/6 \log_2 x}$ and $P(n)^2 \mid n$. By Proposition 2.2.3, the number of $n \leq x$ for which (a) holds is $O(x/(\log x)^A)$.
for any $A > 0$, noting that $(\log x)^A \ll (\log x)^{\log_4 x} = (\log_2 x)^{\log_2 x}$. The number of $n \leq x$ for which (b) holds is

$$\ll x \sum_{p > x^{1/6 \log_2 x}} p^{-2} \ll x \exp(-\log x/6 \log_2 x),$$

and this is also $O(x/(\log x)^A)$. \qed

We would like to use Lemma 3.4.2 to say that a negligible amount of the numbers $#E(\mathbb{F}_p)$, for $p \leq x$, belong to $X$. The following lemma allows us to do so.

**Lemma 3.4.3.** The number of $p \leq x$ with $#E(\mathbb{F}_p) \in X$ is $O(x/(\log x)^B)$, for any $B > 0$.

**Proof.** Suppose $#E(\mathbb{F}_p) = b \in X$. Then, by (3.1), $b = \|\pi - 1\|$, where $\pi \in \mathbb{Z}[i]$ is a Gaussian prime lying above $p$. Thus, the number of $p \leq x$ with $#E(\mathbb{F}_p) = b$ is bounded from above by the number of Gaussian integers with norm $b$, which, by [HW00, Theorem 278], is $4 \sum_{d|b} \chi(d)$, where $\chi$ is the nontrivial character modulo 4. Now, using the Cauchy-Schwarz inequality and Lemma 3.4.2,

$$4 \sum_{b \in X} \sum_{d|b} \chi(d) \leq 4 \sum_{b \in X} \tau(b) \leq 4 \left( \sum_{b \in X} 1 \right)^{1/2} \left( \sum_{b \in X} \tau(b)^2 \right)^{1/2} \ll \left( \frac{x}{(\log x)^A} \right)^{1/2} \left( x \log^3 x \right)^{1/2} \leq \frac{x}{(\log x)^{A/2 - 3/2}}.$$

Since $A > 0$ can be chosen arbitrarily, this completes the proof. \qed

For $k$ a nonnegative integer, define $N_k$ to be the number of primes $p \leq x$ of good ordinary reduction for $E$ such that $#E(\mathbb{F}_p)$ possesses properties (i) and (ii) from the above lemma and such that $\omega(#E(\mathbb{F}_p)) = k$. Then, in the case when $\gamma > 1$,

$$\#\{p \leq x : \omega(#E(\mathbb{F}_p)) > \gamma \log \log x\} = \sum_{k > \gamma \log_2 x} N_k + O\left( \frac{x}{(\log x)^A} \right)$$
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for any $A > 0$. Our task is now to bound $N_k$ from above in terms of $k$. Evaluating the sum on $k$ then produces the desired upper bound.

It is clear that

$$N_k \leq \sum_{a \leq x^{1-1/6 \log_2 x}} \sum_{\omega(a) = k-1} \sum_{p \leq x \atop p \equiv 1 \pmod{4} \atop a \mid \#E(F_p) \atop \#E(F_p)/a \text{ prime}} 1.$$  

(3.2)

To handle the inner sum, we need information on the integer divisors of $\#E(F_p)$, where $p \leq x$ and $p \equiv 1 \pmod{4}$. We employ the analysis of Pollack in his proof of [Pol16, Theorem 1.1], which we restate here for completeness.

By (3.1), we have $a \mid \#E(F_p)$ if and only if $a \mid (\pi - 1)(\overline{\pi} - 1) = \|\pi - 1\|$. With this in mind, we have

$$\sum_{a \leq x^{1-1/6 \log_2 x}} \sum_{\omega(a) = k-1} \sum_{p \leq x \atop p \equiv 1 \pmod{4} \atop a \mid \#E(F_p) \atop \#E(F_p)/a \text{ prime}} 1 = \frac{1}{2} \sum_{a \leq x^{1-1/6 \log_2 x}} \sum_{\omega(a) = k-1} \sum_{\pi \equiv 1 \pmod{(1+i)^3} \atop a \mid \|\pi - 1\| \atop \|\pi-1\| \text{ prime}} 1,$$

where the ′ on the sum indicates a restriction to primes $\pi$ lying over rational primes $p \equiv 1 \pmod{4}$.

### 3.4.1 Divisors of shifted Gaussian primes.

The conditions on the primed sum above can be reformulated purely in terms of Gaussian integers.

**Definition 3.4.4.** For a given integer $a \in \mathbb{N}$, write $a = \prod_q q^{n_q}$, with each $q$ prime. For each $q \mid a$ with $q \equiv 1 \pmod{4}$, write $q = \pi_q \overline{\pi}_q$. Define a set $S_a$ which consists of all products $\alpha$ of
the form
\[ \alpha = (1 + \iota)^{v_2} \prod_{q \equiv 3 \pmod{4}} q^{[v_q/2]} \prod_{q \equiv 1 \pmod{4}} \alpha_q, \]

where \( \alpha_q \in \{ \pi_q^{v_q-i} : i = 0, 1, \ldots, v_q \} \).

Notice that the condition \( a \mid \| \pi - 1 \| \) is equivalent to \( \pi - 1 \) being divisible by some element of the set \( S_a \). We can therefore write

\[ \sum_{a \leq x^{1-1/6 \log \log x} \omega(a)=k-1}^{1/2} \sum_{\substack{p \leq x \omega(p) \equiv 1 \pmod{4} \\# E(F_p)/a \text{ prime}}}^{1} \sum_{\alpha \in S_a} \sum_{\pi \equiv 0 \pmod{1+i^2} \pi \equiv 1 \pmod{(1+i^2)}} \sum' \frac{1}{a \| \pi - 1 \| / a \text{ prime}}. \] (3.3)

Now, for any \( \alpha \in S_a \), we have

\[ \alpha \overline{\alpha} = a \prod_{q \equiv 3 \pmod{4}} q^{2[v_q/2] - v_q}. \]

Observe that

\[ \frac{\| \pi - 1 \|}{a} = \frac{(\pi - 1)(\pi - 1)}{\alpha \overline{\alpha}} \prod_{q \equiv 3 \pmod{4}} q^{2[v_q/2] - v_q}. \]

Therefore, if \( \frac{\| \pi - 1 \|}{a} \) is to be prime, the number \( a \) must satisfy exactly one of the following properties:

1. The number \( a \) is divisible by exactly one prime \( q \equiv 3 \pmod{4} \) with \( v_q \) an odd number, and \( \alpha = u(\pi - 1) \) where \( u \in \mathbb{Z}[i] \) is a unit; or

2. All primes \( q \equiv 3 \pmod{4} \) which divide \( a \) have \( v_q \) even, and \( (\pi - 1)/\alpha \) is a prime in \( \mathbb{Z}[i] \).

This splits the outer sum in (3.3) into two components.
Lemma 3.4.5. We have

\[ \sum_{\flat} \sum_{a \in S_a} \sum_{\pi : \|\pi\| \leq \pi \equiv 1 \pmod{(1+i)^3}} \pi \equiv 1 \pmod{(1+i)^3} \left( \frac{x}{\log^4 x} \right) = 0, \]

where \( U \) is the set of units in \( \mathbb{Z}[i] \) and the \( \flat \) on the outer sum indicates a restriction to integers \( a \) such that there is a unique prime power \( q^v \mid a \) with \( q \equiv 3 \pmod{4} \) and \( v_q \) odd.

Proof. If \( \alpha = u(\pi - 1) \) for \( u \in U \), then there are at most four choices for \( \pi \), given \( \alpha \). Thus

\[ \sum_{\flat} \sum_{a \in S_a} \sum_{\pi : \|\pi\| \leq \pi \equiv 1 \pmod{(1+i)^3}} \pi \equiv 1 \pmod{(1+i)^3} \left( \frac{x}{\log^4 x} \right) \leq 4 \sum_{a \leq x^{1-1/6 \log \log x}} |S_a|. \]

We have \( |S_a| = \prod_{q \equiv 1 \pmod{4}} (v_q + 1) \); this is bounded from above by the divisor function on \( a \), which we denote \( \tau(a) \). Therefore, the above is

\[ \ll \sum_{a \leq x^{1-1/6 \log \log x}} \tau(a) \ll x^{1-1/6 \log \log x} \log x, \]

which is \( O(x/\log^A x) \) for any \( A > 0 \). \( \square \)

The second case provides the main contribution to the sum.

Lemma 3.4.6. Let \( a \leq x^{1-1/6 \log \log x} \) with \( \omega(a) = k - 1 \) such that all primes \( q \equiv 3 \pmod{4} \) dividing \( a \) have \( v_q \) even. Let \( \alpha \in S_a \). Then

\[ \sum_{\pi : \|\pi\| \leq \pi \equiv 1 \pmod{(1+i)^3}} \pi \equiv 1 \pmod{(1+i)^3} \left( \frac{x}{\log x} \right)^5 \ll \frac{x^5}{\|\alpha\|^{2} \log x}, \]

uniformly over all \( a \) as above and \( \alpha \in S_a \).
Proof. If \( \pi \equiv 1 \pmod{\alpha} \), then \( \pi = 1 + \alpha \beta \) for some \( \beta \subset \mathbb{Z}[i] \). Thus \( \beta = \frac{x-1}{\alpha} \), and so \( \|\beta\| \leq \frac{2x}{\|\alpha\|} \). Let \( \mathcal{A} \) denote the sequence of elements in \( \mathbb{Z}[i] \) given by
\[
\left\{ \beta(1 + \alpha \beta) : \|\beta\| \leq \frac{2x}{\|\alpha\|} \right\}.
\]
Define \( \mathcal{P} = \{ p \subset \mathbb{Z}[i] : \|p\| \leq z \} \) where \( z \) is a parameter to be chosen later. Then, in the notation of Theorem 3.3.1,
\[
\sum_{\pi : \|\pi\| \leq x \atop \pi \equiv 1 \pmod{(1+i)3}} \frac{1}{\alpha \pi - 1} \leq S(\mathcal{A}, \mathcal{P}) + O(z).
\]
Here, the \( O(z) \) term comes from those \( \pi \in \mathbb{Z}[i] \) such that both \( \pi \) and \( (\pi - 1)/\alpha \) are primes, at least one of which has norm less than \( z \).

For \( u \subset \mathbb{Z}[i] \), write \( A_u = \#\{ a \in \mathcal{A} : a \equiv 0 \pmod{u} \} \). An element \( a \in \mathcal{A} \) is counted by \( A_u \) if and only if a generator of \( u \) divides \( a \). Thus, by familiar estimates on the number of integer lattice points contained in a circle, \( A_u \) satisfies the equation
\[
A_u = \frac{2\pi x \nu(u)}{\|\alpha\| \|u\|} + O\left( \nu(u) \left( \frac{\sqrt{x}}{\|\alpha\| \|u\|} \right)^{1/2} \right),
\]
where
\[
\nu(u) = \#\{ \beta \pmod{u} : \beta(1 + \alpha \beta) \equiv 0 \pmod{u} \}.
\]
We apply Theorem 3.3.1 with
\[
X = \frac{2\pi x}{\|\alpha\|} \quad \text{and} \quad \delta(u) = \frac{\nu(u)}{\|u\|}.
\]
With these choices, we have

\[ r(u) = O\left(\nu(u) \frac{\sqrt{x}}{\|\alpha\|\|u\|^{1/2}}\right). \]

Then, for any even integer \( m \geq 0 \),

\[
S(A, P) = \frac{2\pi x}{\|\alpha\|} \prod_{\|p\| \leq z} \left(1 - \frac{\nu(p)}{\|p\|}\right) + O\left(\frac{\sqrt{x}}{\|\alpha\|^{1/2}} \sum_{u \mid \Psi \atop \omega(u) \leq m} \nu(u) \frac{\|u\|^{1/2}}{\|\alpha\|^{1/2}}\right) + O\left(\frac{x}{\|\alpha\|} \sum_{u \mid \Psi \atop \omega(u) \geq m} \delta(u)\right),
\]

where \( \Psi = \prod_{p \in \mathcal{P}} p \).

For a prime \( p \), we have \( \nu(p) = 2 \) if \( \alpha \not\equiv 0 \pmod{p} \) and \( \nu(p) = 1 \) otherwise. Therefore, the product in the first term is

\[
\prod_{\|p\| \leq z} \left(1 - \frac{2}{\|p\|}\right) \prod_{\|p\| \leq z} \left(1 - \frac{1}{\|p\|}\right) \leq \prod_{\|p\| \leq z} \left(1 - \frac{1}{\|p\|}\right)^2 \prod_{\|p\| \leq z} \left(1 - \frac{1}{\|p\|}\right)^{-1} \ll \frac{1}{(\log z)^2 \Phi(\alpha)},
\]

where in the last step we used Proposition 3.3.4.

Choose \( z = x^{200(\log_2 x)^2} \). Then our first term in (3.4) is

\[
\ll \frac{x(\log_2 x)^4}{\Phi(\alpha)(\log x)^2}.
\]
Recall that $\|\alpha\| = a$, and $a \leq x^{1-1/6\log x}$. Since $\Phi(\alpha) \gg \|\alpha\|/\log x$ (analogous to the minimal order for the usual Euler function, c.f. [HW00, Theorem 328]), the above is

$$
\ll \frac{x(\log x)^5}{\|\alpha\|(\log x)^2}.
$$

We now show that this “main” term dominates the two $O$-terms uniformly for $\alpha \in S_a$ and $a \leq x^{1-1/6\log x}$. For the first $O$-term, we begin by noting that $\nu(u)/\|u\|^{1/2} \ll 1$. Then, taking $m = 10\lfloor \log_2 x \rfloor$, we have

$$
\sum_{\omega(u) \leq m} \frac{\nu(u)}{\|u\|^{1/2}} \ll \sum_{k=0}^{m} \left( \frac{\pi_K(z)}{k} \right) \leq \sum_{k=0}^{m} \pi_K(z)^k \leq 2\pi_K(z)^m \leq x^{1/20\log x},
$$

where $\pi_K(z)$ denotes the number of prime ideals $p \subset \Z[i]$ with norm up to $z$. Therefore, the inequality

$$
\frac{x(\log x)^5}{\|\alpha\|(\log x)^2} \gg \frac{x^{1/2+1/20\log x}}{\|\alpha\|^{1/2}}
$$

holds for all $\alpha$ with $\|\alpha\| \leq x^{1-1/6\log x}$, as desired.

Next we handle the second $O$-term. The sum in this term is

$$
\sum_{\omega(u) \geq m} \delta(u) \leq \sum_{s \geq m} \frac{1}{s!} \left( \sum_{\|p\| \leq z} \frac{\nu(p)}{\|p\|} \right)^s.
$$

Observe that, by Proposition 3.3.4, we have

$$
\sum_{\|p\| \leq z} \frac{\nu(p)}{\|p\|} \leq 2\log_2 x + O(1).
$$

Thus, by the ratio test, one sees that the sum on $s$ is

$$
\ll \frac{1}{m!} (2\log_2 x + O(1))^m.
$$
Using Proposition 3.3.4 followed by Stirling’s formula, we obtain that the above quantity is

\[
\frac{1}{m!}(2\log_2 x + O(1))^m \leq \left( \frac{2e \log_2 x + O(1)}{10[\log_2 x]} \right)^{10[\log_2 x]} \\
\ll \left( \frac{e}{5} \right)^{9\log_2 x} \leq \frac{1}{(\log x)^5}.
\]

So the second \(O\)-term is

\[
\ll \frac{x}{\|\alpha\|(\log x)^5},
\]
and this is certainly dominated by the main term.

From Lemmas 3.4.5 and 3.4.6, we see (3.2) can be rewritten

\[
N_k \ll \frac{x(\log_2 x)^5}{(\log x)^2} \sum_{a \leq x^{1-6\log_2 x}, \omega(a)=k-1} \frac{|S_a|}{a} + O\left( \frac{x}{\log^4 x} \right),
\]

noting that \(\|\alpha\| = a\) for all \(a\) under consideration and all \(\alpha \in S_a\). We are now in a position to bound \(N_k\) from above in terms of \(k\).

**Lemma 3.4.7.** We have

\[
\sum_{a \leq x^{1-6\log_2 x}, \omega(a)=k-1} \frac{|S_a|}{a} \leq \frac{(\log_2 x + O(1))^{k-1}}{(k-1)!}.
\]

**Proof.** We have already seen that the size of \(S_a\) is \(\prod_{p|a: p \equiv 1 \pmod{4}} (v_p + 1)\), where \(v_p\) is defined by \(p^{v_p} \| a\). Recall that in the current case, each prime \(p \equiv 3 \pmod{4}\) dividing \(a\) appears to an even power. Therefore, we have

\[
\sum_{a \leq x, \omega(a)=k-1} \frac{|S_a|}{a} \leq \frac{1}{(k-1)!} \left( \sum_{p^f \leq x, p \equiv 3 \pmod{4}} \frac{|S_{p^f}|}{p^f} + \sum_{p^{2k} \leq x, p \equiv 3 \pmod{4}} \frac{|S_{p^{2k}}|}{p^{2k}} + O(1) \right)^{k-1}.
\]
Note that $|S_{p^k}| = 1$ for each prime $p \equiv 3 \pmod{4}$. Thus we can absorb the sum corresponding to these primes into the $O(1)$ term, giving

$$\sum_{a \leq x \atop \omega(a) = k-1} \frac{|S_a|}{a} \ll \frac{1}{(k-1)!} \left( \sum_{\substack{p^\ell \leq x \atop p \equiv 1 \pmod{4}}} \frac{|S_{p^\ell}|}{p^\ell} + O(1) \right)^{k-1}. \quad (3.6)$$

Now

$$\sum_{\substack{p^\ell \leq x \atop p \equiv 1 \pmod{4}}} \frac{|S_{p^\ell}|}{p^\ell} = \sum_{\substack{p^\ell \leq x \atop p \equiv 1 \pmod{4}}} \frac{\ell + 1}{p^\ell} + O(1)$$

$$= \sum_{p \leq x \atop p \equiv 1 \pmod{4}} \frac{2}{p} + O(1)$$

$$= \log_2 x + O(1).$$

Inserting this expression into (3.6) proves the lemma. \qed

### 3.4.2 Finishing the upper bound.

We have shown so far that

$$N_k \ll \frac{x(\log_2 x)^5}{(\log x)^2} \cdot \frac{(\log_2 x + O(1))^{k-1}}{(k-1)!}.$$

We now sum on $k > \gamma \log_2 x$ for fixed $\gamma > 1$ to complete the proof of Theorem 3.4.1. (The statement corresponding to $0 < \gamma < 1$ may be proved in a completely similar way.) Again
using the ratio test and Stirling’s formula, we have

\[
\sum_{k>\gamma \log_2 x} \frac{(\log_2 x + O(1))^{k-1}}{(k-1)!} \ll \left( \frac{e \log_2 x + O(1)}{\gamma \log_2 x} \right)^{\gamma \log_2 x} \ll \left( \frac{e}{\gamma} \left(1 + O\left(\frac{1}{\log_2 x}\right)\right) \right)^{\gamma \log_2 x} \ll \gamma \log x \gamma \log \gamma.
\]

Thus, we have obtained an upper bound of

\[
\ll \gamma \frac{x (\log_2 x)^5}{(\log x)^{2+\gamma \log \gamma}}.
\]

as desired.

### 3.5 A lower bound

**Theorem 3.5.1.** Consider \( E : y^2 = x^3 - x \) and fix \( \gamma > 1 \). Then

\[
\# \{ p \leq x : \omega(\#E(F_p)) > \gamma \log_2 x \} \geq \frac{x}{(\log x)^{2+\gamma \log \gamma} + o(1)}.
\]

The same statement is true if instead \( 0 < \gamma < 1 \) and the strict inequality is reversed on the left-hand side.

Our strategy in the case \( \gamma > 1 \) is as follows. As before, we write \( \#E(F_p) = \|\pi - 1\| \), where \( \pi \equiv 1 \pmod{(1+i)^3} \) and \( p = \pi \overline{\pi} \). Let \( k \) be an integer to be specified later and fix an ideal \( \mathfrak{s} \in \mathbb{Z}[i] \) with the following properties:

(A) \( ((1+i)^3) \mid \mathfrak{s} \)

(B) \( \omega(\mathfrak{s}) = k \)

(C) \( P^+(\|\mathfrak{s}\|) \leq x^{1/100^\gamma \log_2 x} \)
(D) Each prime ideal $p \mid s$ (with the exception of $(1 + i)$) lies above a rational prime $p \equiv 1 \pmod{4}$

(E) Distinct $p$ dividing $s$ lie above distinct $p$

(F) $s$ squarefree

Here $P^+(n)$ denotes the largest prime factor of $n$. Note that we have $\omega(s) = \omega(\|s\|)$. First, we will estimate from below the size of the set $\mathcal{M}_s$, defined to be the set of those $\pi \in \mathbb{Z}[i]$ with $\|\pi\| \leq x$ satisfying the following properties:

1. $\pi$ prime (in $\mathbb{Z}[i]$)
2. $\|\pi\|$ prime (in $\mathbb{Z}$)
3. $\pi \equiv 1 \pmod{s}$
4. $P^\left(\frac{\|\pi - 1\|}{\|s\|}\right) > x^{1/100\gamma \log_2 x}$.

Here $P^-(n)$ denotes the smallest prime factor of $n$. The conditions on the size of the prime factors of $\|s\|$ and $\|\pi - 1\|/\|s\|$ imply that each $\pi$ with $\|\pi\| \leq x$ belongs to at most one of the sets $\mathcal{M}_s$. If $k$ is chosen to be greater than $\gamma \log_2 x$, then carefully summing over $s$ satisfying the conditions above yields a lower bound on the count of distinct $\pi$ corresponding to $p$ with the property that $\omega(\#E(F_p)) \geq k > \gamma \log_2 x$. The problem of counting elements $\pi$ and $\overline{\pi}$ with $p = \pi \overline{\pi}$ is remedied by inserting a factor of $\frac{1}{2}$, which is of no concern for us.

More care is required in the case $0 < \gamma < 1$, which is handled in Section 3.5.3.

### 3.5.1 Preparing for the proof of Theorem 3.5.1.

Suppose the fixed ideal $s$ is generated by $\sigma \in \mathbb{Z}[i]$. We will estimate from below the size of $\mathcal{M}_s$ using Theorem 2.1. Define $A$ to be the sequence of elements of $\mathbb{Z}[i]$ of the form

$$\left\{ \frac{\pi - 1}{\sigma} : \|\pi\| \leq x, \pi \text{ prime, and } \pi \equiv 1 \pmod{\sigma} \right\}.$$
Let $\mathcal{P}$ denote the set of prime ideals $\{p : \parallel p \parallel \leq z\}$, where $z := x^{1/50\gamma \log_2 x}$. Let $\mathfrak{P} := \prod_{p \in \mathcal{P}} p$.

If $\frac{\pi - 1}{\sigma} \equiv 0 \pmod{p}$ implies $\parallel p \parallel \geq z$, then all primes $p \mid \parallel \pi - 1 \sigma \parallel$ have $p > x^{1/100\gamma \log_2 x}$. Note also that if a prime $\pi \in \mathbb{Z}[i]$, $\parallel \pi \parallel \leq x$ is such that $\parallel \pi \parallel$ is not prime, then $\parallel \pi \parallel = p^2$ for some rational prime $p$, and so the count of such $\pi$ is clearly $O(\sqrt{x})$. Therefore, we have

$$\# \mathcal{M}_s \geq S(A, \mathcal{P}) + O(\sqrt{x}).$$

**Lemma 3.5.2.** With $\mathcal{M}_s$ defined as above, we have

$$\# \mathcal{M}_s \geq c \cdot \frac{\text{Li}(x) \log_2 x}{\Phi(s) \log x} + O\left( \sum_{\omega(\mathfrak{P}) \leq m} |r(\mathfrak{u}s)| \right) + O\left( \frac{1}{\Phi(s)} \frac{\text{Li}(x)}{(\log x)^2} \right) + O(\sqrt{x}),$$

where $r(\mathfrak{v}) = |\frac{\text{Li}(x)}{\Phi(\mathfrak{u})} - \pi(x; \mathfrak{v}, 1)|$ and $c > 0$ is a constant.

**Proof.** First, note that we expect the size of $A$ to be approximately $X := 4 \frac{\text{Li}(x)}{\Phi(s)}$. Write $A_u = \#\{a \in A : u \mid a\}$. Then

$$A_u = X \delta(u) + r(\mathfrak{u}s),$$

where $\delta(u) = \frac{\Phi(s)}{\Phi(\mathfrak{u}s)}$ and $r(\mathfrak{u}s) = |4 \frac{\text{Li}(x)}{\Phi(\mathfrak{u}s)} - \pi(x; \mathfrak{u}s, 1)|$. By Theorem 3.3.1, for any even integer $m \geq 0$ we have

$$S(A, \mathcal{P}) = 4 \frac{\text{Li}(x)}{\Phi(s)} \prod_{\parallel p \parallel \leq z} \left( 1 - \frac{\Phi(s)}{\Phi(ps)} \right) + O\left( \sum_{\omega(\mathfrak{P}) \leq m} |r(\mathfrak{u}s)| \right)$$

$$+ O\left( \frac{\text{Li}(x)}{\Phi(s)} \sum_{\omega(\mathfrak{u}) \geq m} \delta(u) \right).$$
Using Proposition 3.3.4, we have

\[
\prod_{\|p\| \leq z} \left( 1 - \frac{\Phi(s)}{\Phi(ps)} \right) = \prod_{\|p\| \leq z} \left( 1 - \frac{1}{\Phi(p)} \right) \prod_{\|p\| \leq z} \left( 1 - \frac{1}{\|p\|} \right)
\]

\[
= \prod_{\|p\| \leq z} \left( 1 - \frac{1}{\|p\|} \right) \prod_{\|p\| \leq z} \left( 1 - \frac{1}{(\|p\| - 1)^2} \right)
\]

\[
\gg \frac{1}{\log z} = \frac{\log_2 x}{\log x}.
\]

Take \( m = 14 \lfloor \log_2 x \rfloor \). We leave aside the first \( O \)-term and concentrate for now on the second. This term is handled in essentially the same way as in the proof of the upper bound: The sum in the this term is bounded from above by

\[
\sum_{s \geq m} \frac{1}{s!} \left( \sum_{\|p\| \leq z} \delta(p) \right)^s.
\]

By Proposition 3.3.4, we have

\[
\sum_{\|p\| \leq z} \delta(p) \leq \log_2 x + O(1).
\]

Now, one sees once again by the ratio test that the sum on \( s \) is

\[
\ll \frac{1}{m!} \left( \sum_{\|p\| \leq z} \delta(p) \right)^m \leq \frac{1}{m!} (\log_2 x + O(1))^m.
\]

Thus, by the same calculations as in the proof of Theorem 3.4.1, the second \( O \)-term is

\[
\ll \frac{\text{Li}(x)}{\Phi(s)(\log x)^{22}},
\]

completing the proof of the lemma.
We now sum this estimate over $\sigma$ in an appropriate range to deal with the $O$-terms and establish a lower bound. Here, the cases $\gamma > 1$ and $0 < \gamma < 1$ diverge.

### 3.5.2 The case $\gamma > 1$.

The argument in this case is somewhat simpler. Recall that $s$ is chosen to satisfy properties A through F listed below Theorem 3.5.1; in particular, $\omega(s) = k$ for some integer $k$ and $P^+(||s||) \leq x^{1/100\gamma \log_2 x}$. Choose $k := \lceil \gamma \log_2 x \rceil + 2$. Since $\omega(||s||) = \omega(s)$, we have that $||s|| \leq x^{k/100\gamma \log_2 x} \leq x^{1/10}$. A lower bound follows by estimating the quantity

$$M = \sum_s' \#M_s,$$

where the prime indicates a restriction to those ideals $s \subset \mathbb{Z}[i]$ satisfying properties A through F mentioned above.

**Lemma 3.5.3.** We have

$$M \gg \frac{x \log_2 x (\log_2 x + O(\log_3 x))^k}{k!(\log x)^2}.$$  

**Proof.** Since $\sum_{||s|| \leq x} 1/\Phi(s) \ll \log x$, the second $O$-term in Lemma 3.5.2 is, upon summing on $s$, bounded by a constant times $\text{Li}(x)/(\log x)^{21}$. The third error term, $O(\sqrt{x})$, is therefore safely absorbed by this term.

We now handle the sum over $s$ of the first $O$-term. We have $|r(us)| = |\pi(x; us, 1) - 4 \frac{\text{Li}(x)}{\Phi(10)}|$. We can think of the double sum (over $s$ and $u$) as a single sum over a modulus $q$, inserting a factor of $\tau(q)$ to account for the number of ways of writing $q$ as a product of two ideals in $\mathbb{Z}[i]$. (Here, $\tau(q)$ is the number of ideals in $\mathbb{Z}[i]$ which divide $q$.) Recalling our choice of
\[ m = 14 \lfloor \log_2 x \rfloor, \] we have

\[
\sum_{\|s\| \leq x^{1/10}} \sum_{\omega(u)\leq m} |r(us)| \ll \sum_{\|q\| < x^{2/5}} \left| \pi(x; q, 1) - \frac{\text{Li}(x)}{\Phi(q)} \right| \cdot \tau(q).
\]

The restriction \( \|q\| \leq x^{2/5} \) comes from \( \|s\| \leq x^{1/10} \) and \( \|u\| \leq x^{m/50} \gamma \log_2 x \leq x^{28} \), recalling \( m = 14 \lfloor \log_2 x \rfloor \) and \( \gamma > 1 \). Now, for all \( y > 0 \) and nonzero \( i \subset \mathbb{Z}[i] \) we have \( \pi(y; i, 1) \ll y/\|i\| \); indeed, the same inequality is true with \( \pi(y; i, 1) \) replaced by the count of all Gaussian integers \( \equiv 1 \pmod{i} \). Thus

\[
\left| \pi(x; q, 1) - \frac{4 \text{Li}(x)}{\Phi(q)} \right| \ll \frac{x}{\Phi(q)}.
\]

Using this together with the Cauchy-Schwarz inequality and Proposition 3.3.2, we see that, for any \( A > 0 \),

\[
\sum_{\|q\| < x^{2/5}} \left| \pi(x; q, 1) - \frac{4 \text{Li}(x)}{\Phi(q)} \right| \tau(q) \ll \sum_{\|q\| < x^{2/5}} \left| \pi(x; q, 1) - \frac{4 \text{Li}(x)}{\Phi(q)} \right|^{1/2} \left( \frac{x}{\Phi(q)} \right)^{1/2} \tau(q)
\]

\[
\ll \left( x \sum_{\|q\| < x^{2/5}} \frac{\tau(q)^2}{\Phi(q)} \right)^{1/2} \left( \frac{x}{(\log x)^A} \right)^{1/2}.
\]

We can estimate this sum using an Euler product:

\[
\sum_{\|q\| < x^{2/5}} \frac{\tau(q)^2}{\Phi(q)} \ll \prod_{\|p\| \leq x^{2/5}} \left( 1 + \frac{4}{\|p\|} \right)
\]

\[
\leq \exp \left\{ \sum_{\|p\| \leq x^{2/5}} \frac{4}{\|p\|} \right\} \ll (\log x)^4.
\]

Collecting our estimates, we see that the total error is at most \( x/(\log x)^{A/2-2} \), which is acceptable if \( A \) is chosen large enough.
For the main term, we need a lower bound for the sum

\[ M = \sum_s' \frac{1}{\Phi(s)}. \]  

(3.7)

Let \( I = (e^{(\log_2 x)^2/k}, x^{1/10k}) \). Define a collection of prime ideals \( \mathcal{P} \) such that each \( p \in \mathcal{P} \) lies above a prime \( p \equiv 1 \pmod{4} \), each prime \( p \equiv 1 \pmod{4} \) has exactly one prime ideal lying above it in \( \mathcal{P} \), and \( \|p\| \in I \). We apply Lemma 3.3.5, with the \( y_i \) chosen to be of the form \( 1/\Phi(p) \) with \( p \in \mathcal{P} \), obtaining

\[
\frac{1}{\Phi((1+i)^3)} \sum_{s:p|(s/(1+i)^3)}' \frac{1}{\Phi(s/(1+i)^3)} \Rightarrow \frac{1}{(k-1)!} \left( \sum_{p \in \mathcal{P}} \frac{1}{\Phi(p)} \right)^{k-1} \left( 1 - \frac{k-1}{2} \left( \frac{1}{S_1^2} \sum_{p \in \mathcal{P}} \frac{1}{\Phi(p)^2} \right) \right),
\]

(3.8)

where

\[ S_1 = \sum_{p \in \mathcal{P}} \frac{1}{\Phi(p)}. \]

By Theorem 3.3.4, \( S_1 = \frac{1}{2} \log_2 x - 2 \log_3 x + O(1) \). This introduces a factor of \( \frac{1}{2^{k-1}} \) to the right-hand side of (3.8), but this is of no concern: If each of the \( k \) prime factors of \( s \), excluding \((1+i)\), lies above a distinct prime \( p \equiv 1 \pmod{4} \), then there are \( 2^{k-1} \) such ideals \( s \) of a given norm. Thus, if we extend the sum on the left-hand side of (3.8) to range over all \( s \) counted in primed sums (cf. the discussion above Lemma 3.5.3), we obtain

\[
\sum_s' \frac{1}{\Phi(s)} \geq \frac{2^{k-1}}{(k-1)!} \left( \frac{1}{2} \log_2 x - 2 \log_3 x + O(1) \right)^{k-1} \times \left( 1 - \frac{k-1}{2} \left( \frac{1}{S_1^2} \sum_{p \in \mathcal{P}} \frac{1}{\Phi(p)^2} \right) \right).
\]
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The quantity \((k-1)^2\) is bounded from above by \([\gamma \log_2 x]^2\), and the sum on \(1/\Phi(p)^2\) tends to 0 as \(x \to \infty\). Therefore,

\[
1 - \binom{k-1}{2} \left( \frac{1}{S^2} \right) \sum_{p \in P} \frac{1}{\Phi(p)^2} \geq 1 - 4\gamma^2 \sum_{p \in P} \frac{1}{\Phi(p)^2} \geq \frac{1}{2}
\]

for large enough \(x\), and so

\[
\frac{x \log_2 x}{(\log x)^2} \sum_s \frac{1}{\Phi(s)} \gg \frac{x \log_2 x (\log_2 x + O(\log_3 x))^{k-1}}{(k-1)! (\log x)^2},
\]

as desired.

With \(k = [\gamma \log_2 x] + 2\) and by the more precise version of Stirling’s formula \(n! \sim \sqrt{2\pi n (n/e)^n}\), we have

\[
\frac{(\log_2 x + O(\log_3 x))^{k-1}}{(k-1)!} \gg \frac{1}{\sqrt{\log_2 x}} \left( \frac{e \log_2 x + O(\log_3 x)}{\gamma \log_2 x} \right)^{[\gamma \log_2 x]}
= \frac{1}{\sqrt{\log_2 x}} \left( \frac{e}{\gamma} \left( 1 + O\left( \frac{\log_3 x}{\log_2 x} \right) \right) \right)^{[\gamma \log_2 x]}
= (\log x)^{\gamma - \gamma \log \gamma + o(1)}.
\]

This yields a main term of the shape

\[
\frac{x}{(\log x)^{2+\gamma \log \gamma - \gamma + o(1)}},
\]

which completes the proof of Theorem 3.5.1 in the case \(\gamma > 1\).
3.5.3 The case $0 < \gamma < 1$.

Above, we used the fact that if $\pi - 1$ is divisible by certain $s \subset \mathbb{Z}[i]$ with $\omega(||s||) = k$, then $||\pi - 1||$ will have at least $k > \gamma \log_2 x$ prime factors. The case $0 < \gamma < 1$ is requires more care: We need to ensure that the quantity $||\pi - 1||/||s||$ does not have too many prime factors.

**Lemma 3.5.4.** For any $s \subset \mathbb{Z}[i]$ satisfying properties A through F listed below Theorem 3.5.1, we have

$$\#\{\pi \in M_s : \omega \left( \frac{||\pi - 1||}{||s||} \right) > \frac{\log_2 x}{\log_4 x} \} \ll \frac{x}{||s|| (\log x)^A}. $$

Upon discarding those $\pi$ counted by the above lemma, the remaining $\pi$ will have the property that $\omega(||\pi - 1||) \in [k, k + \log_2 x/\log_4 x]$. Choosing $k$ to be the greatest integer strictly less than $\gamma \log_2 x - \log_2 x/\log_4 x$ ensures that $||\pi - 1|| < \gamma \log_2 x$.

**Proof of Lemma 3.5.4.** We begin with the observation that, for any $s \subset \mathbb{Z}[i]$ under consideration and $\pi \in M_s$, we have $||\pi - 1||/||s|| \leq 2x/||s||$. Therefore, we estimate

$$\sum_{||a|| \leq \frac{2x}{||s||}} 1 \leq \frac{2x}{||s||} \sum_{||a|| \leq \frac{2x}{||s||}} \frac{1}{||a||}. $$

Noting that $\omega(||a||) \leq \omega(a)$ for any $a \subset \mathbb{Z}[i]$, by Theorem 3.3.4 and Stirling’s formula, we have

$$\sum_{||a|| \leq \frac{2x}{||s||}} \frac{1}{||a||} \leq \sum_{||a|| \leq \frac{2x}{||s||}} \frac{1}{||a||} \leq \sum_{\omega(a) > \log_2 x/\log_4 x} \frac{1}{||a||} \leq \sum_{\ell > \log_2 x/\log_4 x} \frac{1}{\ell!} \left( \sum_{x^{1/100\log_2 x} \leq ||p|| \leq \frac{2x}{||s||}} \frac{\ell}{||p||^m} \right) \leq \sum_{\ell > \log_2 x/\log_4 x} \left( \frac{e \log_3 x + O(1)}{\ell} \right)^{\ell}. $$
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For each $\ell > \log_2 x / \log_4 x$, we have $(e \log_3 x + O(1)) / \ell < 1/2$. Thus

$$
\sum_{\ell > \log_2 x / \log_4 x} (e \log_3 x + O(1))^\ell \ll \left( \frac{e \log_3 x + O(1)}{[\log_2 x / \log_4 x] + 1} \right)^{\log_2 x / \log_4 x} \ll \frac{\log_2 x / \log_4 x}{\log_2 x} \ll e^{-2 \log_2 x \log_3 x / \log_4 x}.
$$

This last expression is smaller than $(\log x)^{-A}$, for any $A > 0$. Therefore, for any fixed $A > 0$,

$$
\#\{\pi \in \mathcal{M}_s : \omega \left( \frac{\|\pi - 1\|}{\|s\| \log_4 x} \right) > \frac{\log_2 x}{\log_4 x} \} \ll \frac{x}{\|s\|(\log x)^A}. \quad \square
$$

Write

$$
\mathcal{M}'_s = \{ \pi \in \mathcal{M}_s : \omega \left( \frac{\|\pi - 1\|}{\|s\| \log_4 x} \right) \leq \frac{\log_2 x}{\log_4 x} \}.
$$

Lemmas 3.5.2 and 3.5.4 show that $\#\mathcal{M}'_s$ satisfies

$$
\#\mathcal{M}'_s \geq c \cdot \frac{x \log_2 x}{\Phi(s)(\log x)^2} + O \left( \sum_{u \in \mathcal{P}_{\omega(u) \leq m}} |\rho(u)\rho(s)| \right) + O \left( \frac{1}{\Phi(s)} \frac{\text{Li}(x)}{\log x} \right) + O \left( \frac{x}{\|s\|(\log x)^A} \right) + O(\sqrt{x}),
$$

for any $A > 0$. Here, all quantities are defined as in the previous section. Just as before, we sum this quantity over $s \subset \mathbb{Z}[i]$ satisfying conditions A through F listed below Theorem 3.5.1. Letting $'$ on a sum indicate a restriction to such $s$, we have, by the same calculations as before,

$$
\mathcal{M}' \gg \frac{x \log_2 x (\log_2 x + O(\log_3 x))^{k-1}}{(k-1)!(\log x)^2},
$$

where

$$
\mathcal{M}' = \sum_{s} \#\mathcal{M}'_s.
$$
Recall that $k$ is chosen to be the largest integer strictly less than $\gamma \log_2 x - \log_2 x / \log_4 x$; then by Stirling’s formula,

\[
\frac{(\log_2 x + O(\log_3 x))^{k-1}}{(k-1)!} \gg \frac{1}{\sqrt{\log_2 x}} \left( \frac{e \log_2 x + O(\log_3 x)}{k-1} \right)^{k-1} \\
\gg \frac{1}{\sqrt{\log_2 x}} \left( \frac{e}{\gamma} \left( 1 + O\left( \frac{1}{\log_4 x} \right) \right) \gamma \log_2 x - \log_2 x / \log_4 x - 1 \right) \\
\gg (\log x)^{\gamma \log_2 x - \gamma + o(1)}.
\]

A final assembly of estimates yields Theorem 3.5.1 in the case $0 < \gamma < 1$.

### 3.6 Generalizing to other CM elliptic curves

Let $E_1/\mathbb{Q}$ and $E_2/\mathbb{Q}$ be elliptic curves with complex multiplication. An isogeny from $E_1$ to $E_2$ is a homomorphism $\alpha : E_1(\overline{\mathbb{Q}}) \to E_2(\overline{\mathbb{Q}})$ defined by

\[
\alpha(x_1, y_1) = (R_1(x_1, y_1), R_2(x_1, y_1)),
\]

where $R_1$ and $R_2$ are rational functions. The isogeny is said to be $\mathbb{Q}$-rational if the coefficients of the functions $R_1$ and $R_2$ belong to $\mathbb{Q}$. By clearing denominators, we can assume that the coefficients of rational functions defining a $\mathbb{Q}$-rational isogeny belong to $\mathbb{Z}$.

Suppose $E/\mathbb{Q}$ has CM by an order in the imaginary quadratic field $K$. It is known ([CCS13, Proposition 25]) that there is a $\mathbb{Q}$-rational isogeny from a CM elliptic curve $E/\mathbb{Q}$ to an elliptic curve $E'/\mathbb{Q}$, where $E'$ has CM by the maximal order $\mathbb{Z}_K$. By reducing coefficients modulo $p$, this $\mathbb{Q}$-rational isogeny induces an $\mathbb{F}_p$-rational isogeny for all but finitely many primes $p$, and this implies that $\#E(\mathbb{F}_p) = \#E'(\mathbb{F}_p)$ for all but finitely many primes $p$. Thus, for the purpose of our present result, we assume that $E$ has CM by the maximal order $\mathbb{Z}_K$. 69
Let \( p \) be a sufficiently large prime of ordinary reduction for the elliptic curve \( E/\mathbb{Q} \). Then \( \#E(\mathbb{F}_p) = ||\pi - 1|| \) for some prime \( \pi \in \mathbb{Z}_K \) lying above \( p \). In the case \( E : y^2 = x^3 - x \) worked out above, we chose \( \pi \equiv 1 \pmod{(1+i)^3} \). In general, explicit formulas for \( \#E(\mathbb{F}_p) \) (and thus the choice of \( \pi \)) can be determined from the following table, which is a reproduction of Table 2 in [JU08]. The notation is as follows: Let \( K = \mathbb{Q}(\sqrt{D}) \), and let \( E : y^2 = x^3 + g_4x + g_6 \) be an elliptic curve over \( \mathbb{Q} \) with CM by the maximal order \( \mathbb{Z}_K \subset K \). With this setup, a prime \( \pi \in \mathbb{Z}_K \), \( \pi = (u+v\sqrt{D})/2 \), is primary if \( \pi \equiv 1 \pmod{(1+i)^3} \) and \( D = -1 \), if \( \pi \equiv 2 \pmod{3} \) and \( D = -3 \), or if \( \Re(\pi) > 0 \) for other choices of \( D \). Table 3.1 gives a formula for the number \( a_p := p + 1 - \#E(\mathbb{F}_p) \). In the table, \((\cdot)_m\) denotes the \( m \)-th power residue symbol, and for \( d \neq 8 \), \( \chi_{u,d}(g) = \epsilon(\ell g/p)(u/d)x \) where \( \epsilon = (-1)^{(d^2-1)/8} \). If \( d = 8 \), \( \chi_{u,8}(g) = -g/p(-1)^k(-1/U)x \) where \( U = u/2 \) and \( k = [p/8] \).

Table 3.1: Formula for \( a_p \); see [JU08, Table 2]

<table>
<thead>
<tr>
<th>( D )</th>
<th>( (g_4,g_6) )</th>
<th>( a_p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D = -3 )</td>
<td>( (0,g) )</td>
<td>( -\left(\frac{4g}{\pi}\right)_6 \pi - \left(\frac{4g}{\pi}\right)_6 \pi )</td>
</tr>
<tr>
<td>( D = -4 )</td>
<td>( (-g,0) )</td>
<td>( \left(\frac{2}{\pi}\right)_4 \pi + \left(\frac{2}{\pi}\right)_4 \pi )</td>
</tr>
<tr>
<td>( D = -8 )</td>
<td>( (-5 \cdot 2g^2/3, -14 \cdot 2^3g^3/27) )</td>
<td>( \chi_{u,8}(g)u )</td>
</tr>
<tr>
<td>( D = -7 )</td>
<td>( (-5 \cdot 7g^2/16, -7^2g^3/32) )</td>
<td>( \chi_{u,7}(g)u )</td>
</tr>
<tr>
<td>( D = -11 )</td>
<td>( (-2 \cdot 11g^2/3, -7 \cdot 11^2g^3/108) )</td>
<td>( \chi_{u,11}(g)u )</td>
</tr>
<tr>
<td>( D = -19 )</td>
<td>( (-2 \cdot 19g^2, -19g^3/4) )</td>
<td>( \chi_{u,19}(g)u )</td>
</tr>
<tr>
<td>( D = -43 )</td>
<td>( (-20 \cdot 43g^2, -21 \cdot 43^2g^3/4) )</td>
<td>( \chi_{u,43}(g)u )</td>
</tr>
<tr>
<td>( D = -67 )</td>
<td>( (-110 \cdot 67g^2, -217 \cdot 67^2g^3/4) )</td>
<td>( \chi_{u,67}(g)u )</td>
</tr>
<tr>
<td>( D = -163 )</td>
<td>( (-13340 \cdot 163g^2, -185801 \cdot 163^2g^3/4) )</td>
<td>( \chi_{u,163}(g)u )</td>
</tr>
</tbody>
</table>

Let us consider an example. Take \( D = -11 \); then \( E \) satisfies a Weierstrass equation of the form

\[
y^2 = x^3 - \frac{2 \cdot 11g^2}{3} x - \frac{7 \cdot 11^2g^3}{108}
\]
for some integer $g$. Let $p$ be a sufficiently large prime of good ordinary reduction and write $p = \pi\overline{\pi}$, with $\pi = (u + v\sqrt{-11})/2 \in \mathbb{Z}_K$. Notice that $\pi + \overline{\pi} = u$. If $a_p = u$, then
\[
\#E(\mathbb{F}_p) = p + 1 - (\pi + \overline{\pi}) = \|\pi - 1\|.
\]

According to Table 3.1, $a_p = u$ if
\[
\chi_{\pi,11} = \epsilon \left( \frac{\epsilon g}{p} \right) \left( \frac{u}{\overline{\pi}} \right) = 1.
\]

By definition, $\epsilon = (-1)^{(11^2-1)/8} = -1$, so we require that $(g/p)(u/11) = 1$. By quadratic reciprocity, whether this is true is determined by the residue class of $p \pmod{g}$ and $u \pmod{11}$, and these classes are determined by the residue class of $\pi \pmod{11g}$ in $\mathbb{Z}_K$. These congruence conditions replace the requirement in the argument of the preceding sections that $\pi \equiv 1 \pmod{(1+i)^3}$. For other curves with CM by an order in another imaginary quadratic field, one uses the corresponding data in the table, and the situation is entirely similar.
Chapter 4

Bounded gaps between primes

4.1 Preliminaries

4.1.1 The field \( \mathbb{F}_q(t) \).

Let \( q \) be a power of a prime number, and consider the field \( K := \mathbb{F}_q(t) \) of rational functions with coefficients in the finite \( \mathbb{F}_q \). There are a number of parallels between \( K \) and \( \mathbb{Q} \). Like \( \mathbb{Z} \subset \mathbb{Q} \), the ring of integers \( \mathbb{F}_q[t] \) of \( K \) is a principal ideal domain. For \( f \in \mathbb{F}_q[t] \), set \( |f| = q^{\deg(f)} \); this is analogous to the absolute value of an integer \( n \), as

\[
|n| = |\mathbb{Z}/n\mathbb{Z}| \quad \text{and} \quad |f| = |\mathbb{F}_q[t]/f\mathbb{F}_q[t]|.
\]

In particular, the residue class ring corresponding to an ideal \( (f) \subset \mathbb{F}_q[t] \) is finite. Both \( \mathbb{Z} \) and \( \mathbb{F}_q[t] \) have finitely many units (in the latter case, these are \( (\mathbb{F}_q)\times \)), and both have infinitely many prime elements, where \( f \in \mathbb{F}_q[t] \) is prime if \( f \) is monic and irreducible.

Owing to these similarities, it is natural to ask whether results which hold in \( \mathbb{Z} \) have analogues in \( \mathbb{F}_q[t] \). Often, the answer is yes; in particular, the Maynard-Tao machinery (see Section 1.1.4) can be utilized to probe questions concerning bounded gaps between primes.
in $\mathbb{F}_q[t]$. The following theorem, a direct analogue of Maynard’s theorem for $\mathbb{F}_q[t]$, is due to Castillo, Hall, Lemke Oliver, Pollack, and Thompson [CHL⁺15].

**Theorem 4.1.1.** Let $m \geq 2$. There exists an integer $k_0$ depending on $m$ but independent of $q$ such that for any admissible $k$-tuple \( \{h_1, \ldots, h_k\} \subset \mathbb{F}_q[t] \) with $k \geq k_0$, there are infinitely many $f \in \mathbb{F}_q[t]$ such that at least $m$ of $f + h_1, \ldots, f + h_k$ are prime.

In particular, if \( \{h_1, \ldots, h_k\} \subset \mathbb{F}_q[t] \) is a long enough admissible tuple, the difference in norm between primes in $\mathbb{F}_q[t]$ is at most $\max_{1 \leq i \neq j \leq k} |h_i - h_j|$, infinitely often.

### 4.1.2 Artin’s primitive root conjecture.

Artin’s famous primitive root conjecture states that for any integer $g \neq -1$ and not a square, there are infinitely many primes for which $g$ is a primitive root; that is, there are infinitely many primes $p$ for which $g$ generates $(\mathbb{Z}/p\mathbb{Z})^*$. Though this conjecture remains unproved, substantial progress has been made by several authors. Heath-Brown [HB86], by refining methods of Gupta and Murty [GM84], proved that there are infinitely many primes $p$ possessing one of $\{q, r, s\}$ as a primitive root, where $q, r$ and $s$ are integers satisfying certain technical conditions; for example, $q, r$ and $s$ can be any three distinct primes, establishing that at most two primes are not primitive roots for infinitely many primes.

In 1967, Hooley [Hoo67] established the truth of Artin’s conjecture, conditional on the Generalized Riemann Hypothesis. We shall give a brief overview of Hooley’s method, following Murty’s wonderfully readable survey [Mur88]. Fix an integer $a$ not equal to $-1$ and not a square. The number $a$ is a primitive root modulo $p$ if and only if, for all primes $q | p - 1$, $a^{(p-1)/q} \not\equiv 1 \pmod{p}$. We will say that $p$ “fails the $q$-test” if

\[
p \equiv 1 \pmod{q} \quad \text{and} \quad a^{\frac{p-1}{q}} \equiv 1 \pmod{p}. \quad (4.1)
\]
Now, the conditions 4.1 are equivalent to \( p \) splitting completely in the field \( K_q := \mathbb{Q}(\zeta_q, a^{1/q}) \). Let \( N_a(x) \) denote the number of primes \( p \leq x \) possessing \( a \) as a primitive root, and for squarefree \( k \) let \( P_k \) denote the count of primes that split completely in \( K_q \) for some \( q \mid k \). The quantity \( P_2 + P_3 + P_5 + \ldots \) overcounts those primes that split completely in more than one of the \( K_q \) (note that the sum is actually finite, since \( P_q = 0 \) for \( q > x \)). We apply the principle of inclusion-exclusion and obtain

\[
N_a(x) = \sum_{k=1}^{\infty} \mu(k)P_k,
\]

where \( \mu \) is the Möbius function.

A prime \( p \leq x \) is counted by \( P_k \) if \( p \) splits completely in the compositum \( L_k \) of the fields \( K_q \) for \( q \mid k \). An effective version of the Chebotarev density theorem gives an estimate for \( P_k \); however, the error term in this estimate is too large for \( k \) outside of a small range. The Generalized Riemann Hypothesis implies that

\[
P_k = \frac{1}{[L_k : \mathbb{Q}]} \frac{x}{\log x} + O(x^{1/2 \log(kx)}), \tag{4.2}
\]

as \( x \to \infty \). Unfortunately, inserting this estimate into the above sum for \( N_a(x) \) results in an accumulation of error terms that is still too large.

Set \( K = \prod_{p \leq z} p \). Hooley noticed that

\[
N_a(x) \leq \sum_{d \mid K} \mu(d)P_d,
\]

since primes counted by the right-hand side pass the \( q \) test for \( q \leq z \), and that

\[
N_a(x) \geq \sum_{d \mid K} \mu(d)P_d - M(x; z, x),
\]

where \( M \) is
where $M(x; z, w)$ is the count of primes $p \leq x$ that fail the $q$-test. Assuming GRH, (4.2) implies that

$$N_n(x) = c_0 \frac{x}{\log x} + O\left(\frac{x}{\log^2 x}\right) + O(M(x; z, x)).$$

The term $O(M(x; z, x))$ is handled by writing

$$M(x; z, x) = M(x; z, \frac{x^{1/2}}{\log^2 x}) + M(x; \frac{x^{1/2}}{\log^2 x}, x^{1/2} \log x) + M(x; x^{1/2} \log x, x).$$

The first term can be handled using the Chebotarev density theorem with error term coming from GRH; the Brun-Titchmarsh theorem (Theorem 1.3.4) is the primary tool in dealing with the second term; and the last is estimated using a clever, elementary argument. The upshot is that, on GRH, to each integer not -1 and not a square, there corresponds an infinite set of primes. In light of the breakthrough of Maynard-Tao, one can ask: Does this sequence of primes have a bounded gaps property? The following result due to Pollack [Pol14a] answers this question.

**Theorem 4.1.2** (conditional on GRH). Fix an integer $g \neq -1$ and not a square. Let $q_1 < q_2 < \ldots$ denote the sequence of primes for which $g$ is a primitive root. Then for each $m$,

$$\liminf_{n \to \infty} (q_{n+m-1} - q_n) \leq C_m,$$

where $C_m$ is finite and depends on $m$ but not on $g$.

Artin’s conjecture can be formulated in the setting of polynomials over a finite field with $q$ elements, where $q$ is a prime power. Let $g \in \mathbb{F}_q[t]$ be monic and not a $v$th power, for any $v$ dividing $q - 1$; this is analogous to the requirement that $g$ not be a square in the integer case.

We say that $g$ is a primitive root for a prime polynomial $p \in \mathbb{F}_q[t]$ if $g$ generates the group $(\mathbb{F}_q[t]/p\mathbb{F}_q[t])^\ast$. In Bilharz’s 1937 Ph.D. thesis [Bil37], he confirms Artin’s conjecture that
there are infinitely many such $p$ for a given $g$ satisfying the above requirements, conditional on the Riemann Hypothesis for global function fields, a result proved by Weil in 1948.

Motivated by the results catalogued above, we presently establish an unconditional result which can be viewed as a synthesis of Theorems 4.1.1 and 4.1.2.

**Theorem 4.1.3.** Let $g$ be a monic polynomial in $\mathbb{F}_q[t]$ such that $g$ is not a $v$th power for any prime $v$ dividing $q - 1$, and let $\mathbb{P}_g$ denote the set of prime polynomials in $\mathbb{F}_q[t]$ for which $g$ is a primitive root. For any $m \geq 2$, there exists an admissible $k$-tuple \( \{h_1, \ldots, h_k\} \) such that there are infinitely many $f \in \mathbb{F}_q[t]$ with at least $m$ of $f + h_1, \ldots, f + h_k$ belonging to $\mathbb{P}_g$.

**Remark 4.1.4.** A prime polynomial $a \in \mathbb{F}_q[t]$ is called primitive if $t$ is a primitive root for $a$; see [LN97] for an overview of primitive polynomials. Taking $g = t$, we obtain as an immediate corollary the existence of bounded gaps between primitive polynomials.

**Notation.** The Greek letter $\Phi$ will denote the Euler phi function for $\mathbb{F}_q[t]$; that is, $\Phi(f) = \#(\mathbb{F}_q[t]/f\mathbb{F}_q[t])^\times$. For $d, e \in \mathbb{Z}$, we write $[d, e] = \text{lcm}(d, e)$. We let $\tau_k(n)$ denote the number of (ordered) factorizations of $n$ into $k$ factors. As usual, we write $\mu(n)$ for the M obius function applied to $n$; for $f \in \mathbb{F}_q[t]$, $\mu(f) = (-1)^m$ where $m$ is the number of distinct prime polynomials dividing $f$. Other notation will be defined as necessary.

4.2 The necessary tools

For a monic polynomial $a$ and a prime polynomial $P$ not dividing $a$ in $\mathbb{F}_q[t]$, define the $d$-th power residue symbol $(a/P)_d$ to be the unique element of $\mathbb{F}_q^\times$ such that

$$a \equiv (a/P)^{(P)}_d \pmod{P}.$$
Let \( b \in \mathbb{F}_q[t] \) be monic, and write \( b = P_1^{e_1} \cdots P_s^{e_s} \), where \( P_1, \ldots, P_s \) are distinct prime polynomials. Define
\[
\left( \frac{a}{b} \right)_d = \prod_{j=1}^{s} \left( \frac{a}{P_j} \right)_{e_j}^d.
\]
We will make use of a number of properties of the \( d \)th power residue symbol. The following is taken from Propositions 3.1 and 3.4 of [Ros02].

**Proposition 4.2.1.** The \( d \)th power residue symbol has the following properties.

(a) \( \left( \frac{a_1}{b} \right)_d = \left( \frac{a_2}{b} \right)_d \) if \( a_1 \equiv a_2 \pmod{b} \).

(b) Let \( \zeta \in \mathbb{F}_q^* \) be an element of order dividing \( d \). Then, for any prime \( P \in \mathbb{F}_q[t] \) with \( P \nmid a \), there exists \( a \in \mathbb{F}_q[t] \) such that \( \left( \frac{a}{P} \right)_d = \zeta \).

We now state a special case of the general reciprocity law for \( d \)th power residue symbols in \( \mathbb{F}_q[t] \), Theorem 3.5 in [Ros02]:

**Theorem 4.2.2.** Let \( a, b \in \mathbb{F}_q[t] \) be monic, nonzero and relatively prime. Then
\[
\left( \frac{a}{b} \right)_d = \left( \frac{b}{a} \right)_d (-1)^{\frac{q-1}{2} \deg(a) \deg(b)}.
\]

Another essential tool in our analysis is the Chebotarev density theorem; first, let us set up some notation. Recall that \( K = \mathbb{F}_q(t) \), and let \( P \) be a prime element in the ring of integers of \( K \). Suppose \( L/K \) is a finite Galois extension of function fields. For each unramified prime \( \mathfrak{P} \) lying above \( P \), there is an automorphism \( (\mathfrak{P}, L/K) \) characterized by
\[
(\mathfrak{P}, L/K)\omega \equiv \omega^{q^{\deg P}} \pmod{\mathfrak{P}}
\]
for all \( \omega \in O_{\mathfrak{P}} \), where \( O_{\mathfrak{P}} \) is the set of \( \beta \in L \) such that \( \beta \) is integral at \( \mathfrak{P} \). These automorphisms are conjugate to one another; that is, if \( \mathfrak{P}_1 \) and \( \mathfrak{P}_2 \) are unramified primes lying above \( P \in K \),
then there is some $\sigma \in \text{Gal}(L/K)$ such that

$$(P_1, L/K) = \sigma(P_2, L/K)\sigma^{-1}.$$ 

We define the Artin symbol $\left(\frac{L/K}{P}\right)$ to be the conjugacy class of such automorphisms. We refer the reader to Chapter 9 of [Ros02] for more details of these constructions.

Let $q = p^k$, where $p$ is a rational prime. For a finite field $\mathbb{F}_{q^n}$, define $\text{Frob}_q : \mathbb{F}_{q^n} \to \mathbb{F}_{q^n}$ by $\text{Frob}_q(a) = a^q$. The field $\mathbb{F}_q$ has exactly one extension of degree $n$, namely $\mathbb{F}_{q^n}$, for all $n \in \mathbb{N}$. The extension $\mathbb{F}_{q^n}/\mathbb{F}_q$ is Galois, and it turns out that the map $\text{Frob}_q$ generates $\text{Gal}(\mathbb{F}_{q^n}/\mathbb{F}_q)$.

We are now prepared to state the Chebotarev density theorem. The following is a restatement of Proposition 6.4.8 in [FJ08].

**Theorem 4.2.3.** Let $L$ be a finite Galois extension of $K$, and let $C$ be a conjugacy class of $\text{Gal}(L/K)$. Let $\mathbb{F}_{q^n}$ be the constant field of $L/K$. For each $\tau \in C$, suppose $\text{res}_{\mathbb{F}_{q^n}}\tau = \text{res}_{\mathbb{F}_{q^n}}\text{Frob}_q^k$, where $k \in \mathbb{N}$. The number of unramified primes $P$ of degree $k$ whose Artin symbol $\left(\frac{L/K}{P}\right)$ is $C$ is given by

$$\frac{\#C q^k}{m} + O\left(\frac{\#C q^{k/2}}{m} (m + g_L)\right),$$

where $m = [L : K\mathbb{F}_{q^n}]$, $g_L$ is the genus of $L/K$, and the constant implied by the big-O is absolute.

We mention above that Weil’s proof of the Riemann Hypothesis for curves allows the result of the present chapter to be unconditional. In particular, the size of the O-term in Theorem 4.2.3 is a consequence of Weil’s work.
4.2.1 Cyclotomic function fields

Fix an algebraic closure $\overline{K}$ of $K$. One can define an analogue of exponentiation in $\mathbb{F}_q[t]$ as follows. Let $A$ denote the $\mathbb{F}_q$-algebra of $\mathbb{F}_q$-endomorphisms of the additive group of $K$; in other words,

$$A = \{ \varphi : \overline{K} \to \overline{K} : \varphi(a + b) = \varphi(a) + \varphi(b), \varphi(\alpha a) = \alpha \varphi(a) \ \forall \alpha \in \mathbb{F}_q, a, b \in \overline{K} \}.$$ 

Let $\text{Frob}_q$ denote the Frobenius automorphism of $\overline{K}/\mathbb{F}_q$ (so $\text{Frob}_q(u) = u^q$ for all $u \in \overline{K}$), and let $\mu_t$ denote the multiplication-by-$t$ map. Define a map

$$\xi : \mathbb{F}_q[t] \to A, \quad \xi(f(t)) = f(\text{Frob}_q + \mu_t),$$

so for $f(t) = a_n t^n + \cdots + a_1 t + a_0 \in \mathbb{F}_q[t]$ and $u \in \overline{K}$,

$$\xi(f(t))(u) = f(\text{Frob}_q + \mu_t)(u) = a_n(\text{Frob}_q + \mu_t)^n(u) + \cdots + a_1(\text{Frob}_q + \mu_t)(u) + a_0(u).$$

Let $u \in \overline{K}$ and $M \in \mathbb{F}_q[t]$. Define

$$u^M := M(\text{Frob}_q + \mu_t)(u).$$

In other words, $u^M = \xi(M)(u)$. One readily checks that $u^{M+N} = u^M + u^N$ and $u^{MN} = (u^M)^N$, and we consider this an analogue of exponentiation in this setting.

Define $\Lambda_M := \{ u \in \overline{K} : u^M = 0 \}$. It turns out that $\Lambda_M$ is an $\mathbb{F}_q[t]$-submodule of $\overline{K}$; it is called the Carlitz-Hayes module of $M$. For $M \in \mathbb{F}_q[t]$, we call extensions of the form $K(\Lambda_M)/K$ cyclotomic extensions, since these extensions have many properties similar to those of cyclotomic extensions of $\mathbb{Q}$. For example, the extension $K(\Lambda_M)/K$ is a geometric (that is, the constant field of $K(\Lambda_M)$ is the same as the constant field of $K$) Galois extension.
of degree $\Phi(M)$, and a prime $P \in K$ is ramified in $K(\Lambda_M)/K$ only if $P$ divides $M$ (just like a prime $p \in \mathbb{N}$ is ramified in $\mathbb{Q}(\zeta_n)/\mathbb{Q}$ only if $p | n$). See Chapter 12 of [Sal07] for details of this construction and for further properties of these extensions.

In our application, the extension $L/K$ will be the compositum of a Kummer extension and a cyclotomic extension of $K$. The next three results will help us estimate $g_L$, the genus of the extension $L/K$.

We begin with Castelnuovo’s inequality (Theorem 3.11.3 in [Sti09]), which says that if a function field $L/k$ with constant field $k$ is the compositum of two subfields $K_1/k$ and $K_2/k$, we can estimate the genus of $L$ given the genera of $K_1$ and $K_2$ as follows.

**Proposition 4.2.4.** Let $K_1/k$ and $K_2/k$ be subfields of $L/k$ satisfying

- $L = K_1K_2$ is the compositum of $K_1$ and $K_2$, and
- $[L : K_i] = n_i$ and $K_i/K$ has genus $g_i$, $i = 1, 2$.

Then the genus $g_L$ of $L/K$ is bounded by

$$g_L \leq n_1g_1 + n_2g_2 + (n_1 - 1)(n_2 - 1).$$

We say that an element $a \in K^*$ is geometric at a prime number $r \neq q$ if $K(\sqrt[r]{a})$ is a geometric field extension of $K$. Proposition 10.4 in [Ros02] concerns the genus of such extensions; we state it below.

**Proposition 4.2.5.** Suppose $r$ is a prime not equal to the characteristic of $\mathbb{F}_q$ and $K' = K(\sqrt[r]{a}), a \in K$ nonzero. Assume that $a$ is geometric at $r$ and that $a$ is not an $r$th power in $K^*$. With $g_{K'}$ denoting the genus of $K'/K$,

$$2g_{K'} - 2 = -2r + R_a(r - 1),$$
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where $R_a$ is the sum of the degrees of the finitely many primes $P \in K$ where the order of $P$ in $a$ is not divisible by $r$.

The following proposition, a formula for the genus of cyclotomic extensions of $K$, is taken from [Sal07, Theorem 12.7.2].

**Proposition 4.2.6.** Let $M \in \mathbb{F}_q[t]$ be monic of the form $M = \prod_{i=1}^{r} P_i^{\alpha_i}$, where the $P_i$ are distinct prime polynomials. Then

$$2g_M - 2 = -2\Phi(M) + \sum_{i=1}^{r} d_i s_i \frac{\Phi(M)}{\Phi(P_i^{\alpha_i})} + (q - 2) \frac{\Phi(M)}{q - 1},$$

where $g_M$ is the genus of $K(\Lambda_M)/K$, $d_i = \deg P_i$, and $s_i = \alpha_i \Phi(P_i^{\alpha_i}) - q^{d_i(\alpha_i - 1)}$.

### 4.3 Maynard-Tao over $\mathbb{F}_q(t)$

We now briefly recall the Maynard-Tao method as adapted for the function field setting in [CHL+15]. Fix an integer $k \geq 2$, and let $\mathcal{H} = \{h_1, \ldots, h_k\}$ be an admissible $k$-tuple of elements of $\mathbb{F}_q[t]$ (that is, for each prime $p \in \mathbb{F}_q[t]$, the set $\{h_i \pmod{p} : 1 \leq i \leq k\}$ is not a complete set of residues modulo $p$). With $\mathbb{P}$ denoting the set of prime polynomials in $\mathbb{F}_q[t]$, let

$$W = \prod_{p \in \mathbb{P}} p,$$

where $|p| < \log \log \log(q^f)$.

Define sums $S_1$ and $S_2$ as follows:

$$S_1 = \sum_{n \in A(t) \atop n \equiv \beta \pmod{W}} \omega(n)$$
and
\[ S_2 = \sum_{n \in A(\ell) \mod W} \left( \sum_{i=1}^k \chi_p(n + h_i) \right) \omega(n), \]

where \( A(\ell) \) is the set of all monic polynomials in \( \mathbb{F}_q[t] \) of norm \( q^{\ell} \) (i.e., degree \( \ell \)), \( \beta \in \mathbb{F}_q[t] \) is chosen so that \( (\beta + h_i, W) = 1 \) for all \( 1 \leq i \leq k \) (such a \( \beta \) exists by the admissibility of \( \mathcal{H} \)), and
\[ \omega(n) = \left( \sum_{d_1, \ldots, d_k \mid (n + h_i) \forall i} \lambda_{d_1, \ldots, d_k} \right)^2 \]
for suitably chosen weights \( \lambda_{d_1, \ldots, d_k} \). Suppose \( S_2 > (m-1)S_1 \), for some integer \( m \geq 2 \) and some choice of weights; then there exists \( n_0 \in A(\ell) \) such that at least \( m \) of the \( n_0 + h_1, \ldots, n_0 + h_k \) are prime. The goal is to find a sequence of such \( n_0 \in A(\ell) \) as \( \ell \to \infty \). If this can be done, then infinitely often we obtain gaps between primes of size at most \( \max_{1 \leq i, j \leq k; i \neq j} |h_i - h_j| \).

For the choice of suitable weights and the subsequent asymptotic formulas for \( S_1 \) and \( S_2 \), we refer to Proposition 2.3 of [CHL+15], which we restate here for convenience:

**Proposition 4.3.1.** Let \( 0 < \theta < \frac{1}{4} \) be a real number and set \( R = |A(\ell)|^\theta = q^{\ell \theta} \). Let \( F \) be a piecewise differentiable real-valued function supported on the simplex \( R_k := \{(x_1, \ldots, x_k) \in [0,1]^k : \sum_{i=1}^k x_i \leq 1 \} \), and let
\[ F_{\max} := \sup_{(t_1, \ldots, t_k) \in [0,1]^k} |F(t_1, \ldots, t_k)| + \sum_{i=1}^k \left| \frac{\partial F}{\partial x_i}(t_1, \ldots, t_k) \right|. \]

Set
\[ \lambda_{d_1, \ldots, d_k} := \left( \prod_{i=1}^k \mu(d_i) [d_i] \right) \sum_{r_1, \ldots, r_k \mid (d_i) \forall i} \frac{\mu(r_1, \ldots, r_k)^2 F \left( \frac{\log |r_1|}{\log R}, \ldots, \frac{\log |r_k|}{\log R} \right)}{\prod_{i=1}^k \Phi(r_i) (r_i, W) = 1 \forall i}. \]
whenever \(|d_1 \cdots d_k| < R\) and \((d_1 \cdots d_k, W) = 1\), and \(\lambda_{d_1, \ldots, d_k} = 0\) otherwise. Then the following asymptotic formulas hold:

\[
S_1 = \frac{(1 + o(1))\Phi(W)^k q^\ell (\ell \theta)^k}{|W|^{k+1}} I_k(F)
\]

and

\[
S_2 = \frac{(1 + o(1))\Phi(W)^k q^\ell (\ell \theta)^{k+1}}{\left(\log(q^\ell)\right)|W|^{k+1}} \sum_{m=1}^{k} J_k^{(m)}(F),
\]

where

\[
I_k(F) := \int \cdots \int_{R_k} F(x_1, \ldots, x_k)^2 dx_1 \cdots dx_k,
\]

and

\[
J_k^{(m)}(F) := \int \cdots \int_{[0,1]^{k-1}} \left( \int_0^1 F(x_1, \ldots, x_k) dx_m \right)^2 dx_1 \cdots dx_{m-1} dx_{m+1} \cdots dx_k.
\]

By the above proposition, as \(\ell \to \infty\), \(S_2/S_1 \to \theta \sum_{m=1}^{k} \frac{J_k^{(m)}(F)}{I_k(F)}\). Set

\[
M_k := \sup_F \sum_{m=1}^{k} \frac{J_k^{(m)}(F)}{I_k(F)},
\]

where the supremum is taken over all \(F\) satisfying the conditions of the Proposition 4.3.1.

Following Proposition 4.13 of [May15], we have \(M_k > \log k - 2 \log \log k - 2\) for all large enough \(k\). In particular, \(M_k \to \infty\), so upon choosing \(k\) large enough depending on \(m\) (and choosing \(F\) and \(\theta\) appropriately), we obtain the desired result for any admissible \(k\)-tuple \(H\).

For the present article, we fix \(g\) satisfying the conditions of Theorem 4.1.3 and modify the above argument as necessary; our modifications are somewhat similar to those in [Pol14a]. Given an admissible \(k\)-tuple \(\mathcal{H} = \{h_1, \ldots, h_k\}\), the set \(g\mathcal{H} = \{gh_1, \ldots, gh_k\}\) is again admissible. We work from now on with admissible \(k\)-tuples \(\mathcal{H}\) such that every element of \(\mathcal{H}\) is
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divisible by \( g \). Set
\[
W := \operatorname{lcm} \left( g, \prod_{|p| < \log \log \log(q^t)} p \right).
\]

With \( A(\ell) \) defined as above, we will insist that \( \ell \) is prime; this will be advantageous in what follows. We again search among \( n \in A(\ell) \) belonging to a certain residue class modulo \( W \), but we must choose this residue class more carefully than in the original Maynard-Tao argument; that is, we choose this residue class so that primes detected by the sieve will have \( g \) as a primitive root.

**Lemma 4.3.2.** We can choose \( \alpha \in \mathbb{F}_q[t] \) such that, for any \( 1 \leq i \leq k \) and for any \( n \equiv \alpha \pmod{W} \) with \( \deg(n) \) odd,

- \( n + h_i \) is coprime to \( W \), and
- \( \left( \frac{g}{n + h_i} \right)_{q-1} \) generates \( \mathbb{F}_q^* \).

**Proof.** Fix a generator \( \omega \in \mathbb{F}_q^* \). Suppose \( \deg(g) \) is even. Write \( g = p_1^{f_1} \cdots p_r^{f_r} \) with \( p_i \) irreducible for each \( i \). Since \( g \) is not an \( v \)th power for any \( v \mid q - 1 \), the numbers \( f_1, \ldots, f_r, q - 1 \) have greatest common divisor equal to one. Hence, we may write

\[
1 = b_1 f_1 + \ldots + b_r f_r + b_{r+1}(q - 1)
\]

for some integers \( b_i \) not all zero. Thus

\[
\omega = \omega^{b_1 f_1 + \ldots + b_r f_r + b_{r+1}(q - 1)} = \omega^{b_1 f_1 + \ldots + b_r f_r}.
\]

Now, for each \( 1 \leq i \leq r \), \( \omega^{b_i} \) is an element of \( \mathbb{F}_q^* \) of order dividing \( q - 1 \). By Proposition 4.2.1b, for each such \( i \) there exists \( a_i \in \mathbb{F}_q[t] \) with \( (a_i/p_i)_{q-1} = \omega^{b_i} \); and by the Chinese remainder theorem, we can replace each \( a_i \) in the system of congruences above by a single element
\( a \in \mathbb{F}_q[t] \). So, by definition,

\[
\left( \frac{a}{g} \right)_{q-1} = \prod_{i=1}^r \left( \frac{a_i}{p_i} \right)^{f_i}_{q-1} = \prod_{i=1}^r \omega^{b_i f_i} = \omega.
\]

(note that all polynomials here are monic). Choose \( \alpha \) so that \( \alpha \equiv a \pmod{g} \) and \( (\alpha + h_i, W/g) = 1 \) for all \( h_i \in \mathcal{H} \); such an \( \alpha \) can be chosen by the admissibility of \( \mathcal{H} \). Then by Proposition 4.2.1a, for all \( n \equiv \alpha \pmod{W} \), we have

\[
\left( \frac{a}{g} \right)_{q-1} = \left( \frac{\alpha + h_i}{g} \right)_{q-1} = \left( \frac{n + h_i}{g} \right)_{q-1},
\]

recalling that all \( h_i \in \mathcal{H} \) are divisible by \( g \). According to Theorem 4.2.2,

\[
\left( \frac{n + h_i}{g} \right)_{q-1} = (-1)^{\deg(n + h_i) \cdot \deg(g)} \left( \frac{g}{n + h_i} \right)_{q-1} = \left( \frac{g}{n + h_i} \right)_{q-1},
\]

so that \( \left( \frac{g}{n + h_i} \right)_{q-1} \) generates \( \mathbb{F}_q^* \) as desired. If \( \deg(g) \) is odd, so that the factor of \(-1\) remains on the right-hand side of the above equation, repeat the argument with \(-\omega\) in place of \( \omega \). \( \square \)

Let \( \alpha \in \mathbb{F}_q[t] \) be suitably chosen according to Lemma 4.3.2. Recall that \( k \) is the size of the fixed tuple \( \mathcal{H} \subset \mathbb{F}_q[t] \) and \( \mathbb{P}_g \) denotes the set of primes in \( \mathbb{F}_q[t] \) possessing \( g \) as a primitive root. Define

\[
\tilde{S}_1 := S_1
\]

and

\[
\tilde{S}_2 := \sum_{n \in A(\ell)} \left( \sum_{\substack{n \equiv \alpha \pmod{W} \, \mid \, n \equiv \alpha \pmod{W}}} \chi_{\mathbb{P}_g}(n + h_i) \right) \omega(n).
\]

(So \( \tilde{S}_2 \) is just \( S_2 \) with \( \mathbb{P} \) replaced with \( \mathbb{P}_g \).) Our theorem follows immediately from the following proposition.
Proposition 4.3.3. As \( \ell \) tends to infinity, we have the same asymptotic formulas for \( \tilde{S}_1 \) and \( \tilde{S}_2 \) as we do for \( S_1 \) and \( S_2 \) in Proposition 4.3.1.

If we can establish Proposition 4.3.3, Maynard’s argument to establish the existence of bounded rational prime gaps can be used to obtain Theorem 4.1.3.

4.4 Proof of Proposition 4.3.3

In what follows, any uses of asymptotic notation (e.g. \( o \) and \( O \), \( \sim \), etc.) are for \( \ell \) tending to infinity.

This proof follows essentially the same strategy as Section 3.3 of [Pol14a]. Since \( \tilde{S}_1 = S_1 \), we need only concern ourselves with \( \tilde{S}_2 \). We can write \( \tilde{S}_2 = \sum_{m=1}^{k} \tilde{S}_2^{(m)} \), where

\[
\tilde{S}_2^{(m)} := \sum_{\substack{n \in A(\ell) \\cap \, \chi_p(n + h_m) \omega(n).}} \chi_p(n + h_m) \omega(n).
\]

The proof of Proposition 4.3.1 (which refers to Maynard’s analysis) shows that, for any \( m \),

\[
S_2^{(m)} \sim \frac{\Phi(W)^k q^\ell (\ell \theta)^{k+1}}{|W|^{k+1} \log q^\ell} \cdot J_k^{(m)}(F).
\]

To establish Proposition 4.3.3, it would certainly suffice to prove that the difference between \( S_2^{(m)} \) and \( \tilde{S}_2^{(m)} \) is asymptotically negligible, i.e., that as \( \ell \to \infty \) through prime values,

\[
S_2^{(m)} - \tilde{S}_2^{(m)} = o \left( \frac{\Phi(W)^k q^\ell (\log q^\ell)^k}{|W|^{k+1}} \right).
\] (4.3)

We now focus on establishing (4.3) for each fixed \( m \). For prime \( r \in \mathbb{Z} \) dividing \( q^\ell - 1 \), let \( \mathcal{P}_r \) denote the set of all prime polynomials \( p \in A(\ell) \) satisfying

\[
g^{\frac{\ell - 1}{r}} \equiv 1 \pmod{p}.
\]
We have the inequality

$$0 \leq \chi_P - \chi_P g \leq \sum_{r \mid \ell - 1} \chi_P r$$

for any argument which is not an irreducible polynomial dividing $g$, and it follows that

$$0 \leq S_2^{(m)} - \bar{S}_2^{(m)} \leq \sum_{r \mid \ell - 1} \sum_{n \in A(\ell)} \chi_P r (n + h_m) \omega(n). \quad (4.4)$$

We will show that this double sum satisfies the asymptotic estimate in (4.3).

First note that primes $r$ dividing $q - 1$ make no contribution to the sum. Indeed, suppose $r \mid q - 1$ and $p := n + h_m$ is detected by the sum. Then

$$1 \equiv g^{q-r-1} \equiv \left( \frac{g}{p} \right)_r = \left( \frac{g}{p} \right)^{\frac{q-1}{r}}.$$ 

So $(g/p)_{q-1}$ does not generate $\mathbb{F}_{q^*}$, and this contradicts the choice of the residue class $\alpha \pmod{W}$.

Upon expanding the weights and reversing the order of summation, the right-hand side of (4.4) becomes

$$\sum_{r \mid \ell - 1} \sum_{d_1, \ldots, d_k} \lambda_{d_1, \ldots, d_k} \lambda_{e_1, \ldots, e_k} \sum_{n \in A(\ell)} \chi_P r (n + h_m). \quad (4.5)$$

By definition of the $\lambda$ terms, the $\{d_i\}$ and $\{e_i\}$ that contribute to the sum are precisely those such that $W, [d_1, e_1], \ldots, [d_k, e_k]$ are pairwise coprime. Thus, the inner sum can be written as a sum over a single residue class modulo $M := W \prod_{i=1}^k [d_i, e_i]$. We will also require that $n + h_m$ is coprime to $M$ (otherwise, it will not contribute to the inner sum), which occurs when $d_m = e_m = 1$. 

87
With this in mind, we claim
\[
\sum_{\substack{n \in A(\ell) \\
 n \equiv \alpha \pmod{W} \\
 [d, e] \mid n + h_i \forall i}} \chi_{\mathbb{F}_q}(n + h_m) = \frac{1}{r \Phi(M)} \frac{q^\ell}{\ell} + O(q^{\ell/2}).
\] (4.6)

Indeed, suppose \( p := n + h_m \) is detected by \( \chi_{\mathbb{F}_q} \). Then \( p \) belongs to a certain residue class modulo \( M \), and \( g \) is an \( r \)-th power modulo \( p \). Write \( K = \mathbb{F}_q(t) \). The former condition forces \( \text{Frob}_p \) to be a certain element of \( \text{Gal}(K(\Lambda_M)/K) \), and the latter condition is equivalent to \( p \) splitting completely in the field \( K(\zeta_r, \sqrt[r]{g}) \), where \( \zeta_r \) is a primitive \( r \)-th root of unity. Let \( L := K(\zeta_r, \Lambda_M, \sqrt[r]{g}) \). If \( K(\Lambda_M)/K \) and \( K(\zeta_r, \sqrt[r]{g})/K \) are linearly disjoint extensions of \( K \), then the above conditions on \( p \) amount to placing \( \text{Frob}_p \) in a uniquely determined conjugacy class \( C \) of size 1 in \( \text{Gal}(L/K) \).

To see that \( K(\Lambda_M)/K \) and \( K(\zeta_r, \sqrt[r]{g})/K \) are linearly disjoint extensions of \( K \), first note that since \( \ell \) is prime, our conditions on \( r \) imply that the order of \( q \) modulo \( r \) is equal to \( \ell \). In particular, this means \( r > \ell \). Then since \( g \) is fixed while \( \ell \) (and thus \( r \)) can be taken arbitrarily large, we can say that \( g \) is not an \( r \)-th power in \( K \).

The extension \( K(\sqrt[r]{g})/K \) is not Galois, since the roots of the minimal polynomial \( t^r - g \) of \( \sqrt[r]{g} \) are \( \{\zeta_r^s \sqrt[r]{g}\}_{s=1}^r \), where \( \zeta_r \) is a primitive \( r \)-th root of unity. If all of these roots are elements of \( K \), then \( K \) must contain all \( r \)-th roots of unity, implying that \( r \mid q - 1 \), contradicting the conditions on the sum over values of \( r \) above. Thus \( K(\sqrt[r]{g}) \not\subset K(\Lambda_M) \), as \( K(\Lambda_M) \) is an abelian extension of \( K \), and hence any subfield, corresponding to a (normal) subgroup of \( \text{Gal}(K(\Lambda_M)/K) \), is Galois. By a theorem of Capelli on irreducible binomials,

\[
[K(\sqrt[r]{g}, \Lambda_M) : K] = [K(\sqrt[r]{g}, \Lambda_M) : K(\Lambda_M)][K(\Lambda_M) : K] = r \Phi(M).
\]

So we see that \( K(\sqrt[r]{g}) \) and \( K(\Lambda_M) \) are linearly disjoint extensions of \( K \).
For what follows, we need that \( K(\sqrt[\ell]{g}, \Lambda_M)/K \) is a geometric extension of \( K \) (i.e., that \( \mathbb{F}_q \) is the full constant field of \( K(\sqrt[\ell]{g}, \Lambda_M) \)). By Corollary 12.3.7 of [Sal07], \( K(\Lambda_M)/K \) is a geometric extension of \( K \), so it is enough to show that the extension \( K(\sqrt[\ell]{g}, \Lambda_M)/K(\Lambda_M) \) is also geometric. This follows from Proposition 3.6.6 of [Sti09], provided we have that \( t^\ell - g \) is irreducible in \( K\overline{\mathbb{F}}_q(\Lambda_M) \). The previous paragraph shows that \( g \) is not an \( \ell \)th power in \( K(\Lambda_M) \), so Capelli’s theorem tells us \( t^\ell - g \) is irreducible in \( K(\Lambda_M) \). Now, \( K\overline{\mathbb{F}}_q(\Lambda_M)/K \) is a constant field extension of \( K(\Lambda_M) \), the compositum of \( K(\Lambda_M) \) and \( \mathbb{F}_{q^\ell} \), say. Thus, \( K\overline{\mathbb{F}}_q(\Lambda_M)/K \) is an abelian extension of \( K \), as it is the compositum of two abelian extensions of \( K \). If \( t^\ell - g \) factors in this extension, then once again by Capelli, \( K\overline{\mathbb{F}}_q(\Lambda_M)/K \) must contain an \( \ell \)th root of \( g \); but this is impossible, by the argument of the previous paragraph. This establishes the claim.

Let \( K' \) denote the constant field extension \( K(\zeta_\ell) \) of \( K \); then according to Proposition 3.6.1 of [Sti09], we have \( [K'(\Lambda_M, \sqrt[\ell]{g}): K'] = r\Phi(M) \), and hence

\[
[L : K] = [L : K'][K' : K] = [K'(\Lambda_M, \sqrt[\ell]{g}) : K'][K' : K] = r\Phi(M)\ell,
\]

using Proposition 10.2 of [Ros02] to determine \( [K' : K] = \text{ord}_q(r) = \ell \) (here \( \text{ord}_q(r) \) denotes the multiplicative order of \( q \) modulo \( r \)). Thus \( K(\zeta_\ell, \sqrt[\ell]{g}) \) and \( K(\Lambda_M) \) are linearly disjoint Galois extensions of \( K \) with compositum \( L \), as desired.

We are nearly in a position to use Theorem 4.2.3 to estimate the sum in (4.6). If \( \tau \in \mathcal{C} \), the map \( \tau \) fixes \( K(\zeta_\ell, \sqrt[\ell]{g})/K \), and in particular restricts to the identity map on \( \mathbb{F}_{q^\ell} \), the constant field of \( K(\zeta_\ell, \sqrt[\ell]{g}) \). Now for any \( a \in \mathbb{F}_{q^\ell} \), we have

\[
\text{Frob}_{q^\ell}(a) = a^q = a(a^{q^\ell-1}) = a,
\]
and so the restriction condition of Theorem 4.2.3 is satisfied. The sum in question is therefore equal to

\[
\frac{1}{r\Phi(M)} \frac{q^\ell}{\ell} + O\left(\frac{1}{r\Phi(M)} \frac{q^{\ell/2}}{\ell} \left(r\Phi(M) + g_L\right)\right).
\]

(4.7)

Let \(g_1\) and \(g_2\) denote the genus of \(K'(\sqrt{g})/K'\) and \(K'(\Lambda_M)/K'\), respectively. By Proposition 4.2.4,

\[g_L \leq \Phi(M)g_1 + rg_2 + (\Phi(M) - 1)(r - 1).\]

Since \(K(\sqrt{g})/K\) is a geometric extension, it follows from Proposition 4.2.5 that \(g_1 \ll r\), with the implied constant depending on \(g\). For \(g_2\), we refer to Proposition 4.2.6, which states that

\[2g_2 - 2 = -2\Phi(M) + \sum_{i=1}^v d_i s_i \frac{\Phi(M)}{\Phi(P_i^{\alpha_i})} + (q - 2) \frac{\Phi(M)}{q - 1},\]

where \(M = \prod_{i=1}^v P_i^{\alpha_i}\) (with the \(P_i\) distinct prime polynomials), \(d_i = \deg P_i\), and \(s_i = \alpha_i \Phi(P_i^{\alpha_i}) - q^{d_i(\alpha_i - 1)}\). At any rate, the middle sum is

\[\leq \Phi(M) \sum_{i=1}^v d_i \alpha_i = \Phi(M) \sum_{i=1}^v \alpha_i \deg(P_i) = \Phi(M) \deg(M).\]

The first and third terms are clearly \(O(\Phi(M))\), and thus \(g_L \ll r\Phi(M) \deg M\). Inserting this estimate into (4.7), we obtain that the number of primes \(p\) detected by the sum in (4.6) is

\[
\frac{1}{r\Phi(M)} \frac{q^\ell}{\ell} + O\left(\frac{1}{r\Phi(M)} \frac{q^{\ell/2}}{\ell} \left(r\Phi(M) + r\Phi(M) \deg M\right)\right).
\]

(4.8)
Recall that \( M = W \prod_{i=1}^{k} [d_i, e_i] \). Owing to the support of the weights \( \lambda \), we have \( \prod [d_i, e_i] < R^2 \), and hence

\[
\log |M| = \log \left( |W| \prod_{i=1}^{k} |[d_i, e_i]| \right) = \log |W| + \log(R^2)
\]

\[
\ll \log |W| + \log(q^{2\ell}). \tag{4.9}
\]

We claim that the expression in (4.9) is \( \ll \ell \). To see this, note that there are

\[
\rho_q(n) := \frac{1}{n} \sum_{d|n} \mu(n/d)q^d
\]

prime polynomials of degree \( n \) over \( \mathbb{F}_q \), by Gauss’s formula (see [Ros02, Proposition 2.1]).

Recall that \( W := \prod_{|P|<Q} P \), with \( Q = \log \log \log(q^\ell) \). Now, letting \( \log_q \) denote the base-\( q \) logarithm,

\[
\log |W| = \log \left| \prod_{|P|<Q} P \right| = \sum_{|P|<Q} \log |P| \leq \sum_{k=1}^{[\log_q Q]} \rho_q(k) \log(q^k)
\]

\[
= (\log q) \sum_{k=1}^{[\log_q Q]} k \left( \frac{1}{k} \sum_{d|k} \mu(k/d)q^d \right)
\]

\[
= (\log q) \sum_{k=1}^{[\log_q Q]} \left( q^k + O(q^{k/2}) \right).
\]

We crudely estimate the sum on the \( O \)-term by

\[
\sum_{k=1}^{[\log_q Q]} q^{k/2} \leq \log_q Q \cdot q^{[\log_q Q]/2} \leq \log_q Q^{1/2} \ll (\log \log(q^\ell))^{0.51}.
\]
The sum on $q^k$ gives

$$\sum_{k=1}^{\lfloor \log_q Q \rfloor} q^k = q^{\lfloor \log_q Q \rfloor + 1} - q \leq q(Q - 1) \leq q \log \log \log(q^\ell),$$

and so $\log |W|$ is certainly bounded by a constant times $\ell$, as desired. Thus, the error term in (4.8) is $O(q^{\ell/2})$, as claimed in (4.6).

Inserting the above into (4.5), we produce an $O$-term of size

$$\ll q^{\ell/2} \left( \sum_{r|q^\ell-1} 1 \right) \left( \sum_{d_1, \ldots, d_k, e_1, \ldots, e_k} |d_1 \cdot \ldots \cdot d_k||e_1 \cdot \ldots \cdot e_k| \right) \ll q^{\ell/2} \lambda_\text{max} \left( \sum_{s:|s|<R} \tau_k(s) \right)^2 \ll q^{\ell/2} \cdot \ell \cdot R^2 (\log R)^{2k},$$

and this is $o(q^\ell)$ since $R = q^{\theta \ell}$ where $0 < \theta < 1/4$. In going from the second line to the third, we use a polynomial analogue of a familiar bound for the divisor function: We have

$$\sum_{s:|s|<R} \tau_k(s) \leq \sum_{s:|s|<R} 1 \leq \sum_{s:|s|<R} \sum_{d_1, \ldots, d_k, e_1, \ldots, e_k} \frac{R}{|d_1 \cdot \ldots \cdot d_k|} \leq R \left( \sum_{d:|d|<R} \frac{1}{|d|} \right)^k.$$

For $m \geq 1$, there are $q^m$ monic elements of $\mathbb{F}_q[t]$ of degree equal to $m$. Thus, if $R = q^{\theta \ell}$,

$$\sum_{d:|d|<R} \frac{1}{|d|} \ll \theta \ell \ll \log R,$$

and the bound follows.
We now focus on the main term:

\[
\left( \sum_{r \mid q^\ell - 1 \atop r \nmid q - 1} \frac{1}{r} \right) \frac{q^{\ell}}{\ell \Phi(W)} \sum_{d_1, \ldots, d_k \atop e_1, \ldots, e_k} \lambda_{d_1 \ldots d_k} \lambda_{e_1 \ldots e_k} \prod_{i=1}^{k} \Phi([d_i, e_i]),
\]

(4.10)

where the ' on the sum means that \([d_1, e_1], \ldots, [d_k, e_k]\), and \(W\) are all pairwise coprime.

Recalling the support of the weights \(\lambda\), this is equivalent to requiring that \((d_i, e_j) = 1\) for all \(1 \leq i, j \leq k\) with \(i \neq j\). We account for this by inserting the quantity \(\sum_{s_i \mid d_i, e_j} \mu(s_{i,j})\), which is 1 precisely when \((d_i, e_j) = 1\) and is 0 otherwise. Define a completely multiplicative function \(g\) such that \(g(p) = |p| - 2\) on prime polynomials \(p\); since all nonzero \(d_i\) and \(e_i\) are squarefree by definition of the weights \(\lambda_{d_1 \ldots d_k}\), we have

\[
\frac{1}{\Phi([d_i, e_i])} = \frac{1}{\Phi(d_i) \Phi(e_i)} \sum_{u_i \mid d_i, e_i} g(u_i).
\]

Therefore, the primed sum above is equal to

\[
\sum_{u_1, \ldots, u_k} \left( \prod_{i=1}^{k} g(u_i) \right) \sum_{s_1, 2, \ldots, s_{k-1}, k}^{''} \left( \prod_{1 \leq i, j \leq k \atop i \neq j} \mu(s_{i,j}) \right) \sum_{d_1, \ldots, d_k \atop e_1, \ldots, e_k} \lambda_{d_1 \ldots d_k} \lambda_{e_1 \ldots e_k} \prod_{i=1}^{k} \Phi(d_i) \Phi(e_i),
\]

(4.11)

where the double-prime indicates that the sum is restricted to those \(s_{i,j}\) which contribute to the sum, i.e. those coprime to \(u_i, u_j, s_{i,a}\), and \(s_{b,j}\) for all \(a \neq j\) and \(b \neq i\).

Define new variables

\[
y_{r_1, \ldots, r_k}^{(m)} := \left( \prod_{i=1}^{k} \mu(r_i) g(r_i) \right) \sum_{d_1, \ldots, d_k \atop r_i \mid d_i \forall i \atop d_m = e_m = 1} \lambda_{d_1 \ldots d_k} \prod_{i=1}^{k} \Phi(d_i).
\]
Then we can rewrite (4.11) as

$$\sum_{u_1, \ldots, u_k} \left( \prod_{i=1}^{k} g(u_i) \right) \sum'_{s_{1,2, \ldots, s_{k-1,k}} \prod_{i \neq j}^{k} \mu(s_{i,j})} \times$$

$$\left( \prod_{i=1}^{k} \frac{\mu(a_i)}{g(a_i)} \right) \left( \prod_{j=1}^{k} \frac{\mu(b_j)}{g(b_j)} \right) y_{a_1, \ldots, a_k}^{(m)} y_{b_1, \ldots, b_k}^{(m)},$$

where $a_i = u_i \prod_{j \neq i} s_{i,j}$ and $b_j = u_j \prod_{i \neq j} s_{i,j}$. (Note that deg $a_i$, deg $b_i > 1$ for all $i$, so the denominators $g(a_i), g(b_i)$ above are nonzero for all $q$.) Recombining terms, we see that this is equal to

$$\sum_{u_1, \ldots, u_k} \left( \prod_{i=1}^{k} \frac{\mu(u_i)^2}{g(u_i)} \right) \sum'_{s_{1,2, \ldots, s_{k-1,k}} \prod_{i \neq j}^{k} \mu(s_{i,j})} \frac{\mu(s_{i,j})}{g(s_{i,j})^2} y_{a_1, \ldots, a_k}^{(m)} y_{b_1, \ldots, b_k}^{(m)}.$$

(4.12)

Let $y_{\text{max}}^{(m)} := \max_{r_1, \ldots, r_k} |y_{r_1, \ldots, r_k}^{(m)}|$ and note that $y_{\text{max}}^{(m)} \ll \Phi(W) \log R$; this follows from Lemma 2.6 of [CHL+15]. Using again the fact that $r \geq \ell$, we have

$$\sum_{r \mid q^\ell - 1} \frac{1}{r} \leq \frac{1}{\ell} \# \{ \text{primes } p : p \mid q^\ell - 1 \} = o(1),$$

using the standard result that the number of distinct prime divisors of a natural number $n$ is

$$\ll \frac{\log n}{\log \log n}.$$
Putting everything together, we see that (4.10) is
\[ \ll \left( \sum_{r \mid q^\ell - 1, r \nmid q - 1} \frac{1}{r} \right) \frac{q^\ell}{\ell \Phi(W)} \left( \sum_{\deg u < \theta \ell, (u, W) = 1} \frac{\mu(u)^2}{g(u)} \right)^{k-1} \left( \sum_s \frac{\mu(s)^2}{g(s)^2} \right)^{k(k-1)} \left( y_{\max}^{(m)} \right)^2 \]
\[ \ll \left( \sum_{r \mid q^\ell - 1, r \nmid q - 1} \frac{1}{r} \right) \frac{q^\ell}{\ell \Phi(W)} \left( \Phi(W) \right)^{k+1} \left( \log R \right)^{k+1} \]
\[ = o \left( q^\ell \frac{\Phi(W)^k}{|W|^{k+1}} (\log q^\ell)^k \right), \]
as desired. Note that, in going from the first line to the second, we use the bound
\[ \sum_{\deg u < \theta \ell, (u, W) = 1} \frac{\mu(u)^2}{g(u)} \ll \frac{\Phi(W)}{|W| \ell}. \quad (4.13) \]
To see this, observe that
\[ \sum_{\deg u < \theta \ell, (u, W) = 1} \frac{\mu(u)^2}{g(u)} \leq \prod_{\deg p < \theta \ell, p | W} \left( 1 + \frac{1}{g(p)} \right) = \prod_{\deg p < \theta \ell} \left( 1 + \frac{1}{g(p)} \right) \prod_{\deg p < \theta \ell, p \nmid W} \left( 1 + \frac{1}{g(p)} \right)^{-1} \]
\[ \ll \prod_{\deg p < \theta \ell} \left( 1 + \frac{1}{g(p)} \right) \prod_{\deg p < \theta \ell, p \mid W} \left( 1 - \frac{1}{p} \right) \]
since \( (1 + \frac{1}{g(p)})^{-1} = (1 - \frac{1}{|p|}) \left( 1 + O\left( \frac{1}{|p|^2} \right) \right) \). (Here the products over \( p \) are restricted to prime polynomials.) Now \( g(p) = |p| - 2 \), and so the first product above is \( \ll \ell \). For the second product, we have
\[ \prod_{\deg p < \theta \ell, p \mid W} \left( 1 - \frac{1}{|p|} \right) \leq \frac{\Phi(W)}{|W|} \prod_{\deg p \geq \theta \ell} \left( 1 - \frac{1}{|p|} \right)^{-1} \leq \frac{\Phi(W)}{|W|} \prod_{\deg p \geq \theta \ell} \left( 1 + \frac{2}{|p|} \right) \ll \frac{\Phi(W)}{|W|} \]
\[ 95 \]
for large enough $\ell$. Putting it all together, we obtain the bound (4.13), and this completes the proof.

### 4.5 An example: Primitive polynomials over $\mathbb{F}_2$

We conclude by calculating an explicit bound on small gaps between primitive polynomials over $\mathbb{F}_2$. Referring to the remark after Theorem 1.3 in [CHL+15], any admissible 105-tuple $\mathcal{H}$ of polynomials in $\mathbb{F}_2[t]$ admits infinitely many shifts $f + \mathcal{H}$, $f \in \mathbb{F}_2[t]$, containing at least two primes. Let $\mathcal{H}$ be a collection of 105 prime polynomials in $\mathbb{F}_2[t]$ of norm greater than 105 (that is, of degree at least seven). Note that $\mathcal{H}$ is admissible, since $\mathcal{H}$ (mod $p$) avoids the residue class 0 for prime polynomials $p$ with $|p| \leq 105$, and $\mathcal{H}$ (mod $p$) has too few elements to cover all residue classes modulo $p$ when $|p| > 105$. By Gauss’s formula for the number of irreducible polynomials of a given degree over a finite field, there are 104 irreducible polynomials of degree seven, eight or nine over $\mathbb{F}_2$, so take $\mathcal{H}$ to be a 105-tuple of primes of degree at least seven and at most ten.

To apply our method, we require in general that each element of $\mathcal{H}$ be a multiple of the given primitive root $g$, and we may modify an admissible tuple $\mathcal{H}$ to obtain an appropriate admissible tuple by replacing each $h \in \mathcal{H}$ by $gh$. In the present case, with $g = t$ and $\mathcal{H}$ the 105-tuple described above, this operation results in an admissible 105-tuple $\mathcal{H}$ of polynomials of degree at least eight and at most eleven. Thus, with this choice of $\mathcal{H} = \{h_1, h_2, \ldots, h_{105}\}$, one finds that there are infinitely many gaps of norm at most $N$ between primitive polynomials, where

$$N \leq \max_{1 \leq i \neq j \leq 105} |h_i - h_j| \leq 2^{11} = 2048.$$ 

For other choices of $g$ and $q$, one can start with the same 105-tuple $\mathcal{H}$ described above. After replacing each $h \in \mathcal{H}$ by $gh$, the 105-tuple consists of polynomials of degree at least $\deg(g) + 7$.
and at most $\deg(g) + 10$. Thus, in general, this construction produces a bound of the form $q^{\deg(g) + 10}$.
Bibliography


98


