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Chapter 1

Introduction

Due to their ability to represent a wide variety of problems, graphs have been widely studied in both theoretical and practical contexts for decades [9, 2, 16, 25]. The bonds between atoms in molecules [13, 14, 22], the links between web pages on the Internet [21], and the relationships between members of a social network [34, 7] are all classic examples of real world graphs. Because graphs provide such an intuitive way to model so many kinds of data, many researchers have focused on developing techniques for their storage and analysis, and with the increasing importance of graph databases, efficient query processing on graphs has become an important topic of research with many applications [19, 25, 30, 36, 31, 35, 11, 32]. Query processing differs between two principle kinds of graph databases [16, 25]. In the first kind, which consists of a collection of small to medium size graphs, query processing involves finding all graphs in the collection that are similar to or contain similar subgraphs to a query graph. In the second case, which we focus on in this paper, the database consists of a single large graph, and the goal of query processing is to find all of its subgraphs that are similar to the given query graph. Both cases, however, reduce to the subgraph isomorphism problem, which is NP-complete [9], meaning that exact query matching is intractable for large graphs in the worst-case. For this reason, fast algorithms for subgraph isomorphism on large graphs
are highly desirable.

Though some heuristic algorithms for matching have been developed to avoid the combinatorial worst-case time complexity of subgraph isomorphism [8, 33, 26, 27], in practice, exact subgraph matching can often be very feasible when dealing with labeled graphs and limited size queries, even if the graphs are large. Ullmann’s algorithm [32] and the VF2 algorithm [11] are two examples of widely-used subgraph isomorphism algorithms. Though in certain cases these algorithms take prohibitively long amounts of time for query processing purposes, they can be effectively used for labeled graphs with thousands of vertices.

In this paper we discuss the landscape of graph pattern matching, and we present our own memory-based algorithm for subgraph isomorphism that outperforms commonly used algorithms in many cases on large labeled graphs. The algorithm is similar to other tree search based techniques, but we use a simple pruning technique that is shown to drastically reduce the search space, often eliminating most vertices not contained in some subgraph isomorphic match. We quantify this with extensive experimentation on both synthetic and real graphs of up to 10 million vertices and 250 million edges, comparing runtimes, when possible, with an adjacency list version of Ullmann’s algorithm and with the VF2 algorithm. To the best of our knowledge, this is the first paper to present results for any centralized subgraph isomorphism algorithm on graphs of this size. We discuss the major factors that influence the runtimes of the algorithms, and we explain why, and in what cases, exact matching can be practical for query processing on large graphs. Chapter 2 presents background information on the subgraph isomorphism problem and explains the terminology used in the rest of the paper. Chapter 3 discusses the basics of graph pattern matching and discusses two principle subgraph isomorphism algorithms. In Chapter 4, we present our algorithm for subgraph isomorphism, along with the pruning algorithm used to reduce the search space, and we describe its time complexity. We present experimental results in Chapter 5, and we conclude with a summary of the results presented and a discussion of future research opportunities.
Chapter 2

Background & Terminology

This chapter begins by covering the basics of graphs and the related terminology used in the paper, before describing graph pattern matching and the subgraph isomorphism problem.

2.1 What Is a Graph?

Conceptually speaking, graphs are data structures that provide an intuitive way to model various entities and the relationships between them. For example, a social network like Facebook can easily be modeled as a graph, where each member or page is an entity and the relationships between them are “friends”, “likes”, and so on. An example of this can be seen in Figure 2.1. In graph terminology, each of these entities is known as a vertex, and each of these relationships is known as an edge. In this example, the edges are directed, which is indicated by the arrows in the figure, but there are also undirected graphs, with directionless edges. The names of the vertices and the edges are called attributes, which we refer to as labels. This paper discusses only directed graphs with natural number vertex labels, no edge labels, and no multiple edges. Thus, within the context of this paper, a graph is a triple $G(V,E,l)$, where $V$ is a set of vertices, $E \subseteq V \times V$ is a set of edges (where the first vertex
indicates the “from” vertex, and the second vertex indicates the “to” vertex), and \( l : V \rightarrow \mathbb{N} \) assigns a label to each vertex. For a given vertex \( v \in V \), we use \( \text{adj}(v) \) (short for adjacency set) to denote the set of vertices to which \( v \) has an outgoing edge. In other words, for some \( v \in V \), \( \text{adj}(v) = \{ v' : (v, v') \in E \} \). We sometimes refer to the vertices in \( \text{adj}(v) \) as the children of vertex \( v \), and conversely, we refer to \( v \) as the parent of all vertices in \( \text{adj}(v) \). We use the term degree to refer to the outdegree of a vertex, which is the size of its adjacency set.

Figure 2.1: A possible social graph.
2.2 Graph Pattern Matching

The goal of graph pattern matching is to find all subgraphs of a large graph, called the data graph, that are similar to a query graph structurally and semantically.\(^1\) To consider why this might be useful, look again at the graph displayed in Figure 2.1. Suppose a user of Facebook has just moved to Lyon, France from the United States and is looking for someone to accompany him to the U2 concert there. Thus, he wants to find out if any of his friends are friends with a person who lives in Lyon and who likes U2. Given that Facebook can be modeled as a graph like Figure 2.1, this question can be modeled as a graph query, as shown in Figure 2.2. In this query, the capital letters represent variables that the user would like filled in. In this case, using the graph in Figure 2.1, the query would return $X = \text{John}$ and $Y = \text{Jim}$. In fact, Facebook Graph Search\(^2\) attempts to allow users to do just that, though at the moment it only has limited querying capabilities. Although this paper does not treat query processing systems with wildcards and edge attributes, the algorithms presented serve as the backbone for more general systems such as these.

\(^1\)For our purposes, semantic matching just refers to the consideration of vertex and edge attributes when determining the similarity of two graphs.

\(^2\)http://www.facebook.com/about/graphsearch
2.2.1 Exact vs. Inexact Matching

There are two general categories of matching algorithms: exact and inexact [2]. The similarity of two graphs in exact matching is measured on a binary scale; either the two graphs match, or they do not. Exact matching seeks to find all embeddings of a query graph in a data graph with the same structure and labelings. This similarity metric is based on subgraph isomorphism, which is defined in a moment. In inexact matching, similarity measures besides isomorphism are used that allow more leniency when matching. Some use a cost function like edit distance to obtain a real value indicating how different two graphs are [2, 6, 10, 29]. These algorithms find the matching subgraphs with the lowest cost (or highest similarity values). Some of these algorithms are still guaranteed to find all exact matches if they exist, but retain an exponential worst-case time complexity [9, 16]. Others reduce the worst-case time complexity to polynomial time at the expense of accuracy [9, 16, 25, 8, 33].

There are also algorithms which find reasonable, but not exact, matches by using heuristics without necessarily using a similarity function [26, 27]. This paper focuses on exact matching, and specifically, algorithms for subgraph isomorphism, and thus, will not discuss inexact matching further.
2.2.2 Subgraph Isomorphism

A common way to define the criteria for exact matching is to use the definition of subgraph isomorphism. Conceptually, a graph is subgraph isomorphic to another if the first graph matches a subgraph of the second structurally and semantically. A query graph and its subgraph isomorphic matches from a data graph are shown in Figure 2.3 and Table 2.1.

Technically, we define subgraph and subgraph isomorphism as follows:

**Definition 2.1.** (Subgraph) Given a graph $G(V, E, l)$, a graph $G'(V', E', l')$ is said to be a subgraph of $G$ if $V' \subseteq V$, $E' \subseteq E$, and $\forall v \in V'$, $l'(v) = l(v)$.

**Definition 2.2.** (Subgraph Isomorphism) Given a query graph $Q(V_q, E_q, l_q)$ and a graph $G(V, E, l)$, a subgraph $G'(V', E', l')$ of $G$ is a subgraph isomorphic match to $Q$ if there exists a bijective function $f : V_q \rightarrow V'$ such that:

1. $\forall v \in V_q$, $l_q(v) = l'(f(v))$.

2. An edge $(u, v)$ is in $E_q$ if and only if $(f(u), f(v))$ is in $E'$.

The objective of the subgraph isomorphism problem is to find all subgraph isomorphic matches of $Q$ in $G$. This problem is known to be NP-hard, [25], but with a fixed query size, can be computed in polynomial time with respect to the query size. Looking at Table 2.1,
it is easy to see why the subgraph isomorphism problem is intractable in the worst case. Suppose we have an unlabeled graph with $n$ vertices, and every vertex is connected to every other vertex. Now suppose we use that same graph as a query graph. Then every possible permutation of the vertices in the data graph is subgraph isomorphic to the query graph. This means that there are $n!$ matches, and it would take at least $O(n!)$ time just to enumerate all of them. Luckily, if the query is size $n_q$, then the number of matches is at most $\frac{n!}{(n-n_q)!}$, which is $O(n^{n_q})$. In practice, because the query graph is often much smaller than the data graph and because the vertex labels reduce the number of possible matches, finding all subgraph isomorphisms can be feasible.
Chapter 3

Techniques for Graph Pattern Matching

As mentioned, one of the current motivations for the development of faster subgraph isomorphism algorithms is for their use in processing queries on graph databases. In [19], the authors present a basic outline for a graph pattern matching algorithm that could be used for this purpose as follows (assuming query graph $Q(V_q, E_q, l_q)$ and vertex ids $0, ..., |V_q| - 1$):

1. Retrieve feasible matches for each vertex in the query graph based on semantic and/or neighborhood information in the data graph. This results in sets $\Phi(0), ..., \Phi(|V_q| - 1)$, where $\Phi(i)$ is the set of feasible matches for vertex $i \in V_q$.

2. (Optional) Reduce the search space globally, refining the set of feasible matches for each query vertex.

3. (Optional) Optimize the search order of vertices in the query.

4. Search the remaining space in a depth-first manner.

This outline describes an entire class of Ullmann-inspired tree search based algorithms [32, 11, 30, 36, 35, 19, 9, 16, 2, 25], of which ours is a member. VF2 is also based on tree search
and follows a depth-first strategy as well, but it follows a slightly different approach. The outline serves as a good reference point for several algorithms discussed in the rest of the paper, and we utilize the notation of [19] in describing feasible matches for a vertex \( i \) in the query graph as a set \( \Phi(i) \). These tree search based algorithms differ mostly in Steps 1-3, and there are various algorithms for each of these [19, 30, 36, 35, 18]. We first discuss Ullmann’s algorithm in the context of this outline, before moving to discuss VF2.

### 3.1 Ullmann’s Algorithm

Ullmann’s algorithm was the foundational algorithm of the tree search class of algorithms for subgraph isomorphism [9, 16, 25], and so follows the outline above very closely. In Step 1, the algorithm obtains feasible matches \( \Phi(u) \) for each vertex \( u \in V_q \) by selecting all vertices \( v \) in the data graph such that \( l(v) = l_q(u) \) and \( |\text{adj}(v)| \geq |\text{adj}(u)| \). In Step 2, the search space is globally pruned by checking that

\[
\forall (u, u') \in E_q, \forall v \in \Phi(u), \exists v' \in \Phi(u') \text{ s.t. } (v, v') \in E
\]

In other words, every candidate vertex \( v \) in the data graph that matches vertex \( u \) in the query graph has to have children that match all children of \( u \). It uses a simple iterative algorithm that we describe in the next section to perform this pruning. In order to understand the optimization performed in Step 3, it is best to first understand the search algorithm for Step 4. Given an ordering \( u_0, ..., u_{|V_q|}^{-1} \) of query vertices, the search procedure works by beginning with \( \Phi(u_0) \) and isolating one of its vertices (call it \( v \)). It then performs the pruning procedure as if \( \Phi(u_0) = \{v\} \) and recursively calls this search procedure on \( \Phi(u_1) \). Meanwhile, the algorithm ensures that no vertex is used to match more than one query vertex. Thus, when the search procedure reaches depth \( |V_q| \), each \( \Phi(u_i) \) contains a single unique vertex and, because of the conditions of the pruning procedure, an isomorphic match.
has necessarily been found. The algorithm then backtracks, until no search path has been left unexplored. Going back to Step 3, Ullmann suggests that the query vertices are processed in order of increasing degree, since this allows more branches to be encountered and pruned early in the process. Though the original algorithm uses adjacency matrices, it can easily be implemented with an adjacency list representation using the same logic.

3.2 VF2 Algorithm

Step 1 of the VF2 algorithm is the same as Step 1 of Ullmann’s algorithm. However, VF2 utilizes a “build up” rather than a “prune down” approach, and so Step 2 does not exactly apply to VF2. Rather, search paths are eliminated as an ongoing process during search. From the initial set of feasible matches, VF2 begins by adding a matching \((\text{query vertex}, \text{data vertex})\) pair to a partial match set, before performing a depth first search through the data graph and the query graph simultaneously starting at these vertices. At each stage it eliminates search paths based on local information. Further details of the algorithm can be found in [11].

3.3 Related Work

The field of subgraph pattern matching has been studied for decades [9]. As previously mentioned, pattern matching differs between two different kinds of graph databases. One consists of a collection of small-medium size graphs (the graph-transactional case), whereas the other consists of a single large graph [16]. In the graph transactional setting, the focus of a pattern matching algorithm is to find all graphs in the database that contain a subgraph similar to a query graph (and possibly to return those subgraphs) [16]. In a single graph setting, which we discuss, the goal is to find all subgraphs of a data graph that are similar
to a query graph. Furthermore, the field is divided into exact and inexact matching, which we discussed earlier.

This paper focuses on exact pattern matching in single graph settings. In [25], a very recent survey of the state of the art in subgraph isomorphism, the authors give an experimental comparison between five recent algorithms for subgraph isomorphism in a unified framework: VF2 [11], GraphQL [19], QuickSI [30], SPath [36], and GADDI [35]. They also present several optimization techniques for each of the algorithms. GraphQL [19] follows the outline for tree search based algorithms discussed earlier. It uses neighborhood signatures of data vertices to prune the initial candidate set and a pruning technique called pseudo subgraph isomorphism to globally narrow the search space. Pseudo subgraph isomorphism works by creating a bipartite graph between the query graph and its potential matches in the data graph and iteratively comparing subtrees of greater height, until it reaches a specified depth. This algorithm is designed to work with the single graph database scenario (though it also applies to the transactional setting), but because the storage of the graph is disk-based rather than memory-based, we do not use it in our comparisons.

QuickSI [30] works by preprocessing data graphs to calculate label frequencies and the frequencies of \((\text{fromLabel}, \text{edgeLabel}, \text{toLabel})\) triples. When a query is requested, it weights the edges of the query graph accordingly and uses these weights to order the search by creating a minimum spanning tree. Despite its demonstrated good performance in [25] on single graph scenarios, they are, however, focused on the graph-transactional setting, attempting to solve the graph containment problem, which seeks to find all graphs in the database that contain a query graph [30].

The SPath algorithm [36] is centered around a local path-based indexing technique for vertices in the data graph and transforms a query graph into a set of shortest paths in order to process a query. While it is focused on the single graph scenario, the authors of [25] demonstrate that it is almost always outperformed by GraphQL due to the fact that its
performance is greatly dependent upon the path search order, and its optimization techniques for this order are lacking. And again, it relies on a disk-based indexing technique.

GADDI [35] indexes a data graph based on a new kind of neighborhood distance metric, but [25] shows poor performance compared to the others mentioned. The authors themselves admit that they restrict their applications to small-medium sized graphs [35].

Though in the experimentation in [25], VF2 was outperformed by some of the aforementioned algorithms in several cases, the experimentation for the single graph case was limited to data sets of less than 5,000 vertices and less than 90,000 edges. Furthermore, the algorithms were stopped after 1,000 returned results, which hides the worst-case exponential time complexity of all of the algorithms and makes it difficult to truly tell how the algorithms scale.

Very recently, the same authors of the survey in [25] present an algorithm called TurboISO which they claim outperforms the others by orders of magnitude in many cases [18]. It introduces the concept of a neighborhood equivalence class for vertices in the query in order to eliminate traversing redundant paths in the search space and uses a novel method for identifying candidate regions of the graph. The paper also indirectly compares TurboISO to a current state of the art algorithm in distributed graph pattern matching, called STwig [31], by running the algorithm on two of the same datasets. It outperforms the STwig algorithm by up to four orders of magnitude. They also provide runtimes for TurboISO on synthetic graphs of up to 4 million vertices and 32 million edges, but this is still much smaller than the 10 million vertex, 250 million edge trials demonstrated here.
Chapter 4

Presentation of Algorithm

Our algorithm falls into the category of tree search based algorithms described earlier. The primary difference lies in the pruning algorithm. The graph is stored in memory with adjacency list representation and a separate array that maps vertices to labels. An index is used to map each label to every vertex in $G$ with that label. This allows fast initial access to feasible matches. The memory taken by the graph is thus bounded by the adjacency list size, which is $O(|E|)$.

4.1 Retrieval of Feasible Matches

Referencing the previous outline, our algorithm begins by obtaining feasible matches. For each given query vertex $u$, it creates $\Phi(u)$ to contain all vertices in the data graph with the same label as $u$. This is the same as Ullmann’s algorithm except that it ignores the degree constraint. On the whole, during experimentation, it turned out that this constraint did not help our algorithm, and in the cases where response times were exceptionally fast, it actually slowed down the algorithm (if only by a few tens of milliseconds). This is because the pruning process rapidly eliminates many of the vertices that would have been eliminated
by an initial degree constraint anyways.

4.2 Pruning Algorithms

4.2.1 Simple Simulation

The pruning procedure used for our subgraph isomorphism algorithm is based on a concept known as graph simulation [20, 26]. The basic version of graph simulation, *simple simulation*, is conceptually equivalent to the refinement procedure used by Ullmann’s algorithm for pruning. The conditions in Equation 3.1 can be adapted to create an algorithm as seen in the pseudocode in Figure 4.2 [20]. Because $|\Phi(0)| + ... + |\Phi(|V_q| - 1)| \leq |V||V_q|$, the outer while loop in line 3 may execute at most $|V||V_q|$ times. This would correspond to a scenario in which only one vertex is removed with each iteration of the loop. The next two for loops (lines 5-6) execute a total of $|E_q|$ times, and there are at most $|V|$ vertices in $|\Phi(u)|$ for any $u \in V_q$, which creates a bound on the innermost for loop (line 7). The intersection operation in line 8 takes at most $|V|$ steps, and so the total time complexity is $O(|E_q||V_q||V|^3)$. Though [20] presents an algorithm to reduce the time complexity to be quadratic in $|V|$, it requires a parent list along with an adjacency list to describe all incoming edges into each vertex, which nearly doubles the memory requirement and may be infeasible for large graphs. As demonstrated in Chapter 5, the simple simulation condition alone (Equation 3.1) fails to prune large graphs well enough to be used effectively in obtaining all subgraph isomorphic matches. An example of simple simulation on a graph can be seen in Figure 4.1. Note that vertex 0 is in $\Phi(1)$ despite the fact that it does not have a vertex in $\Phi(0)$ as a parent.
Figure 4.1: An example of a query graph (left) and its matches via simple, dual, and isomorphism in a data graph (right). Simple matches are denoted by an ‘s’, dual matches by a ‘d’, and isomorphic matches by an ‘i’. Note that any vertex that matches via isomorphism also matches via dual, which in turn matches simple.

1: procedure SIMPLESIM($G, Q, \Phi$):
2:     changed $\leftarrow$ true
3:     while changed do
4:         changed $\leftarrow$ false
5:         for $u \leftarrow V_q$ do
6:             for $u' \leftarrow Q.adj(u)$ do
7:                 for $v \leftarrow \Phi(u)$ do
8:                     if $G.adj(v) \cap \Phi(u') = \emptyset$ then
9:                         remove $v$ from $\Phi(u)$
10:                        if $\Phi(u) = \emptyset$ then
11:                           return empty $\Phi$
12:                        end if
13:                     end if
14:                 end for
15:             end for
16:         end for
17:     end while
18:     return $\Phi$
19: end procedure

Figure 4.2: Pseudocode for the graph simulation algorithm
4.2.2 Dual Simulation

The pruning method used by our algorithm is a straightforward extension of the simple simulation algorithm above, called dual simulation [26]. While simple simulation only checks that matches for a query vertex have the appropriate children, dual simulation also checks that they have the appropriate parents. In other words, in addition to the condition in Equation 3.1, matches via dual simulation must also satisfy the condition that

$$\forall (u, u') \in E_q, \forall v' \in \Phi(u'), \exists v \in \Phi(u) \text{ s.t. } (v, v') \in E$$

(4.1)

The pseudocode for this algorithm is shown in Figure 4.3. Unlike the algorithm in [26], it does not require a list of parents for each vertex in the data graph. Notice that the core of the algorithm is the same as the algorithm for simple simulation in Figure 4.2. In the outer two for loops (lines 5-6), the algorithm iterates through all pairs $(u, u') \in E_q$. The inner for loop (line 8) iterates through all $v \in \Phi(u)$. To check the simple simulation condition, it ensures that the intersection of $\text{adj}(v)$ and $\Phi(u')$ is non-empty (line 9). A key observation is that because every vertex in $\Phi(u')$ must contain some parent in $\Phi(u)$, any valid vertex in $\Phi(u')$ must be contained in some such intersection in the course of the iterations of the inner for loop (line 8). Thus, we build up a new set $\Phi'(u')$ to contain only those vertices that have a parent in $\Phi(u)$ (line 17), and once all vertices in $\Phi(u)$ have been traversed, we take the new $\Phi(u')$ to be $\Phi(u') \cap \Phi'(u')$ (line 25). In other words, considering $\Phi_v(u')$ to be the children of $v$ that currently match $u'$ (line 9), we have:

$$\Phi'(u') = \bigcup_{v \in \Phi(u)} \Phi_v(u'), \text{ and}$$

$$\Phi(u') = \Phi(u') \cap \Phi'(u')$$
This reduces runtime by filtering on both conditions simultaneously and allows the operation of the algorithm without an explicit list of parents. Though it might seem like dual simulation would take longer than simple simulation to run, in practice it is often faster due to the fact that it prunes the search space much more rapidly. The worst-case time complexity is the same as that of our implementation of simple simulation.

To view the distinction between simple simulation and dual simulation, revisit the example in Figure 4.1. In terms of the query graph structure, we have that \( E_q = \{(0, 1), (1, 0), (1, 2)\} \). This means that the vertices in \( \Phi \) must satisfy the following conditions:

1. Every vertex in \( \Phi(0) \) must have both a child and a parent in \( \Phi(1) \).
2. Every vertex in \( \Phi(1) \) must have both a child and a parent in \( \Phi(0) \) and a child in \( \Phi(2) \).
3. Every vertex in \( \Phi(2) \) must have a parent in \( \Phi(1) \).

In contrast with simple simulation, vertex 0 in the data graph is eliminated from \( \Phi(1) \) because it does not have a parent in \( \Phi(0) \). The four vertex cycle \( \{1, 6, 5, 4\} \) serves as a match to the \( \{0, 1\} \) cycle in the query graph, because, although there is not a one-to-one correspondence between them, each vertex in \( \Phi(0) \) has a child in \( \Phi(1) \), and vice versa; and every vertex in \( \Phi(1) \) has a child in \( \Phi(2) \). This preserves both the parent and child relationships from the query in terms of their feasible matches. This demonstrates one scenario where the results of dual simulation can contain vertices that are not in any isomorphic match. The other situation where this can occur is when one vertex in the data graph maps to more than one vertex in the query graph. Although these scenarios are possible, as demonstrated later, dual simulation often eliminates most vertices not found in isomorphic matches. This is the key reason behind the speed of our dual-based isomorphism algorithm. Furthermore, these examples are often pruned quickly in the isomorphism algorithm, as will be seen in the next section.
1:  \textbf{procedure} DualSim\((G, Q, \Phi)\):
2:     \textit{changed} \leftarrow \text{true}
3:  \textbf{while} \textit{changed} \textbf{do}
4:      \textit{changed} \leftarrow \text{false}
5:  \textbf{for} \(u \leftarrow V_q\) \textbf{do}
6:    \textbf{for} \(u' \leftarrow Q.\text{adj}(u)\) \textbf{do}
7:      \Phi'(u') \leftarrow \emptyset
8:    \textbf{for} \(v \leftarrow \Phi(u)\) \textbf{do}
9:      \Phi_v(u') \leftarrow G.\text{adj}(v) \cap \Phi(u')
10:     \textbf{if} \ \Phi_v(u') = \emptyset \textbf{then}
11:        \text{remove} \ v \ \text{from} \ \Phi(u)
12:     \textbf{if} \ \Phi(u) = \emptyset \textbf{then}
13:        \textbf{return} \ \text{empty} \ \Phi
14:     \textit{changed} \leftarrow \text{true}
15:  \textbf{end for}
16:  \Phi'(u') \leftarrow \Phi'(u') \cup \Phi_v(u')
17: \textbf{end for}
18:  \textbf{if} \ \Phi'(u') = \emptyset \textbf{then}
19:     \textbf{return} \ \text{empty} \ \Phi
20: \textbf{end if}
21:  \textbf{if} \ \Phi'(u') \text{ is smaller than} \ \Phi(u') \ \textbf{then}
22:     \textit{changed} \leftarrow \text{true}
23: \textbf{end if}
24:  \Phi(u') = \Phi(u') \cap \Phi'(u')
25: \textbf{end for}
26: \textbf{end while}
27: \textbf{return} \ \Phi
28: \textbf{end procedure}

Figure 4.3: Pseudocode for the dual simulation algorithm
4.3 Dual-based Isomorphism

Because dual simulation prunes the search space so effectively, it makes subgraph isomorphism queries possible even on large graphs. The pseudocode for the algorithm can be seen in Figure 4.4. It starts by finding feasible matches for each vertex $u$ in the query graph by retrieving all vertices $v$ in the data graph such that $l(v) = l_q(u)$. This step uses an index that maps labels to vertices in the data graph. It is worth noting that the procedure to compute feasible matches could utilize any necessary vertex attributes or other information available, and the remaining isomorphism algorithm would remain unchanged. This means that an extension of the algorithm to include multiple vertex attributes would be straightforward.

Following this step, dual simulation is used to prune the global search space. This often eliminates most of the extraneous vertices from the match sets. Next, a procedure is invoked to traverse the remaining matches in a depth-first manner. This works the same way as in Ullmann’s algorithm. First, a copy $\Phi'$ is made of $\Phi$ (line 14), and a vertex $v$ in $\Phi(0)$ is isolated and treated as if it were the only vertex to match query vertex 0 (line 15). In other words, $\Phi'(0)$ becomes equal to $\{v\}$. Dual simulation is then performed on $\Phi'$, which necessarily removes all vertices in $\Phi(1), ..., \Phi(|V_q|-1)$ that are not contained in an isomorphic match with $f(0) = v$ (assuming $f$ is the bijection defining the isomorphism as described in Definition 2.2). If dual simulation eliminates all vertices in $\Phi'$ at this point, then no isomorphic match exists with the current mapping, and the algorithm backtracks. Otherwise, the search procedure is then called recursively, incrementing the depth until maximum depth is reached or until dual simulation eliminates all remaining possible matches. We experimented with several simple order selection schemes, but none showed any average improvement over simple sequential traversal. Exploring more sophisticated order optimization techniques could be a topic of future work.

To picture the operation of the algorithm, consider again the example in Figure 4.1. The
first step retrieves all feasible matches based on labels, which returns

$$
\Phi(0) = \{1, 2, 5\},
$$

$$
\Phi(1) = \{0, 4, 6, 8\}, \text{ and}
$$

$$
\Phi(2) = \{3, 7\}.
$$

Following this, dual simulation is performed on \( \Phi \), yielding the vertices marked with ‘d’ in Figure 4.1. This eliminates nodes 0 and 8 from \( \Phi(1) \). Next, the search process begins by creating a version \( \Phi' \) of \( \Phi \) such that \( \Phi'(0) = 1 \). Thus, when dual simulation is performed again on \( \Phi' \), vertex 4 loses its necessary parent (vertex 5) and vertex 6 loses its necessary child (vertex 2). Consequently, these vertices are removed from \( \Phi'(1) \), which becomes empty, and so dual simulation returns no result, causing the algorithm to backtrack. When the same process is undergone with \( \Phi'(0) = \{2\} \), however, dual simulation only removes vertex 4 from \( \Phi'(1) \) and vertex 3 from \( \Phi'(2) \), leaving \( \Phi'(0) = \{2\}, \Phi'(1) = \{6\}, \text{ and } \Phi'(2) = \{7\} \), which contains only the vertices found in the isomorphic mapping. It recurses with \( \text{depth} = 1 \), finds that all vertices still satisfy dual simulation, recurses again until \( \text{depth} = 3 \) and then returns a match. It backtracks up to the top level, and when vertex 5 is isolated in \( \Phi'(0) \), dual simulation returns no result. The algorithm completes having found the only isomorphic match.

4.3.1 Proof of Correctness

The correctness of the algorithm is now demonstrated.

**Lemma 4.1.** The initial \( \Phi \) contains all possible subgraph isomorphic matches for each vertex in the query graph, and furthermore, no subgraph isomorphic matches are eliminated in the process of search.
Proof. The initial retrieval of feasible matches is based purely on labels, and all vertices are included that satisfy the label condition of subgraph isomorphism for each query vertex. Thus, no valid vertices are precluded in this way. If a subgraph of the data graph is isomorphic to the query graph, then condition 2 of Definition 2.2 holds for the vertices and edges in that subgraph. This implies that the dual simulation conditions are also satisfied for these vertices, and therefore, dual simulation never eliminates a vertex that occurs in a subgraph isomorphic match.

\[\square\]

**Lemma 4.2.** All results of the dual-based isomorphism algorithm are subgraph isomorphic to the query graph.

Proof. In the first case, when the dual-based isomorphism algorithm returns no matches, by Lemma 4.1, there are no subgraph isomorphic matches in the data graph.

In the other case, when maximum depth is reached, if \(\Phi\) is non-empty, the following conditions hold:

1. Each \(\Phi(i)\) contains a single unique vertex. Thus, \(\Phi\) is a bijection from the query graph onto a subset of the vertices of the data graph. Call this subset \(V'\).

2. For each vertex \(u\) in the query graph, \(l_q(u) = l(\Phi(u))\) (due to the condition on the initial retrieval of feasible matches).

3. The condition in Equation 3.1 holds. Because \(\Phi(u)\) and \(\Phi(u')\) are now unique vertices, rather than sets, this condenses to:

\[\forall (u, u') \in E_q, (\Phi(u), \Phi(u')) \in E.\]

Call the set of all such edges in the data graph \(E'\). Then we have that \((u, u') \in E_q\) if and only if \((\Phi(u), \Phi(u')) \in E'\).
Letting \( l' \) be the projection of \( l \) onto \( V' \), by Definition 2.2, the subgraph \( G'(V', E', l') \) is necessarily an isomorphic match to \( Q \) with bijection \( \Phi : V_q \rightarrow V' \).

\[ \square \]

**Lemma 4.3.** The algorithm always successfully terminates.

**Proof.** See runtime analysis in Section 4.3.1.

\[ \square \]

**Theorem 4.1.** The algorithm for dual-based isomorphism correctly finds all subgraph isomorphic matches of a query graph in a data graph.

**Proof.** This follows directly from the previous lemmas.

\[ \square \]

**Runtime Analysis**

Following the logic in Section 2.2.2, the worst-case number of matches given a query graph \( Q(V_q, E_q, l_q) \) a data graph \( G(V, E, l) \) is \( O(|V|^{3|V_q|}) \). Dual simulation must then be executed on each of these \( O(|V_q|) \) times (the maximum depth of the search tree) in the worst case, yielding a time complexity of \( O(|V|^{(|V_q|+3)|V_q|^2|E_q|}) \).
procedure FindMatches(G, Q)
matches ← ∅
Φ₀ ← FeasibleMatches(G, Q)
Φ₀ ← DualSim(G, Q, Φ₀)
Search(G, Q, Φ₀, 0)

procedure Search(G, Q, Φ, depth)
if depth = Q.size then
matches ← matches ∪ Φ
else
for v ← Φ(depth) do
if v ∉ Φ(0) ∪ ... ∪ Φ(depth − 1) then
Φ' ← copy of Φ
Φ'(depth) ← {v}
Φ' ← DualSim(G, Q, Φ')
if Φ' is not empty then
Search(G, Q, Φ', depth + 1)
end if
end if
end for
end if
end procedure

return matches
end procedure

Figure 4.4: Pseudocode for the dual-based isomorphism algorithm
Chapter 5

Experimentation

In this section, we seek to identify the impact of various factors on the runtime of the dual-based isomorphism algorithm, and to display its performance on two real life datasets. The factors explored are the number of distinct labels in the data graph, the number of vertices in the query, the number of vertices in the data graph, the degree distribution in the data graph, and the density of the data graph. The real datasets are geared more towards a demonstration of feasibility for our algorithm on real life problems. All experiments were run on a machine with two 2GHz Intel Xeon E5-2620 CPUs, each having six cores, and 128G of DDR3 RAM. Both Ullmann’s algorithm and the dual-based isomorphism algorithm were written in Scala version 2.10. The Ullmann’s algorithm implementation used an adjacency list representation rather than an adjacency matrix and had access to the same data structures as the dual-based isomorphism algorithm. For the VF2 algorithm, the implementation provided by the iGraph library [12] was used due to its dedication to high performance and its ability to scale to large graphs.\footnote{In contrast, the original vflib [11] package has a limit of 65535 vertices per graph.} This implementation was written in C.\footnote{According to http://benchmarksgame.alioth.debian.org/, across ten benchmarks C was 2X faster than Scala at the median, at best 6X faster, and at its worst, still slightly faster.}

Two methods were used for the generation of synthetic graphs. The first graph generator

created random graphs by connecting each vertex to a random number of other vertices based on a given desired average degree. Like [26] and [27], we specify a variable $\alpha$ to describe the relationship between the number of edges and the number of vertices in the graph, such that $|E| = |V|^\alpha$. In other words, the average degree is equal to $|V|^\alpha - 1$. Unless specified, we use $\alpha = 1.2$ to coincide with the metric used by others [26, 27]. The other generator created graphs with power law degree distributions, as can be found in many real world graphs [2, 15, 17, 3, 23, 24, 5, 4, 28, 1]. Power law graphs contain a small number of “hubs” with a very high degree and many vertices with a much smaller degree. It takes as input a maximum degree and an exponent, and randomly chooses degrees for each vertex with a power law distribution from 0 to that maximum. We chose an exponent of 2.1 for our experiments, which was the reported exponent of the Internet AS graph [2, 15]. Here the maximum degree was chosen to preserve the same average degree according to the parameter $\alpha$.

Queries were also generated in two different ways. One generator worked by choosing a random vertex in the data graph and performing a Breadth-First Search (BFS) until it obtained the desired number of vertices. This ensured that there was at least one subgraph isomorphic match in the data graph. The other method simply worked by generating a small random graph of the specified size. This has the benefit of exposing the system to more unpredictable behavior. In both cases, the average degree of queries was chosen such that $\alpha = 1.2$. It was ensured that all query graphs were connected graphs, because using a disconnected query graph is equivalent to running multiple queries. When not specified, the queries were generated using the BFS technique.

Note that we do not stop experiments after a limited number of results have been returned, but allow them to run their full course. This gives a better picture of the way the algorithm truly behaves on different inputs.
5.1 Synthesized Data

This portion of the experimentation was dedicated to determining the effects of various factors on the runtime of our algorithm, Ullmann’s algorithm, and the VF2 algorithm.

5.1.1 Effect of Data Graph Size

The effect of the size of the data graph on the runtime is important for scalability. Looking at Figure 5.1, it can be seen that our algorithm scales well with graph size given a constant number of unique labels (in this case, 100) and a constant query size. In the experiments shown, it is up to 450 times faster than VF2. The separation continued to grow, and it became infeasible to run VF2 after 3,000,000 vertices. The largest of these graphs had 10 million vertices and over 250 million edges. The behavior of the runtime is very similar for random graphs and for power law graphs. This demonstrates the robustness of the algorithm to various structural types. To the best of our knowledge, this is the largest of any graphs to be tested on a centralized subgraph isomorphism algorithm in the literature.

5.1.2 Effect of query size

Because the query size $|V_q|$ is present in the exponent of the time complexity, it makes sense for runtime to increase as the query size increases. Looking at Figure 5.2, this is the case. Note again, however, that the number of matches is not limited in these experiments. The average number of matches returned in the queries in Figure 5.2d was 443; for queries of size 100, it was 1,599. It makes sense that the runtime increases as the number of matches increases, because it takes longer to enumerate them all. In Figure 5.2a, there is a large spike in the runtime of Ullmann’s algorithm. This is due to a single case where the algorithm timed out after 30 minutes. In this case, there were 0 isomorphic matches, but simple simulation returned 51,696 unique candidate vertices, with 10,186 candidates for a single node, whereas
Figure 5.1: The average runtimes of 10 queries for each graph size indicated on 5 of each kind of graph.

dual simulation returned 0 candidate vertices. This displays the huge difference that an effective pruning algorithm can make. In another case, all four isomorphism algorithms timed out after 30 minutes, and so this outlier was omitted.
Figure 5.2: The average runtimes of 10 queries for each query size indicated on each of 5 different randomly generated graphs. Ullmann’s algorithm is not displayed in the large BFS queries because it took a prohibitively long time in many cases.

5.1.3 Effect of Labels

Because the number of unique labels greatly affects the number of feasible matches for each vertex in a query, it should be expected to have a tremendous impact on running time. As can be seen in Figure 5.3, this is the case for all of the algorithms tested. For these experiments, we generated graphs with the number of specified unique labels randomly distributed across the vertices. This means that for a graph with $n$ labels, the filtering power of a label is approximately $\frac{1}{n}$. Therefore, the more labels there are, the fewer vertices there are in the search space before initial dual simulation. This leads to fewer paths traversed and fewer
matches. It makes sense that graph pattern matching would take the longest in the case of an unlabeled graph (one with only one label) because every vertex in the data graph is initially a feasible match for every vertex in the query graph. Note that VF2 performs better than our algorithm in graphs with only five labels in Figure 5.3. This is because, without the pruning power of labels, the Ullmann-style prune-down approach is less effective than the VF2 style which takes a build-up approach from candidate matches. As the number of labels increases, our algorithm begins to outperform VF2.

5.1.4 Effect of Data Graph Density

The next synthetic experiments deal with the effect of graph density on query response time. The number of vertices in the data graph was fixed at $10^6$, and the number of labels was fixed at 100. Looking at Figure 5.4, the runtime increases as the density increases, with a turn upwards when the average degree reaches 70. The overall growth is due to an increase in matches brought on by the increase in density. The reason it begins to grow so sharply with an average degree above 70 is that the degree is approaching the number of labels, which means that the probability of a given data vertex satisfying the conditions of dual simulation
increases greatly. This causes the initial size of \( \Phi \) to grow, which in turn increases the number of possible matches at the start of search, as well as the number of actual matches to be found. For example, the average number of matches for graphs with an average degree of 100 was 55,426 compared to 18,872 for graphs with an average degree of 90, all the way down to an average of 1.45 matches for average degree 10. It can be seen in Figure 5.4 that the runtime very closely follows the number of matches after the initial pruning time via dual simulation. The takeaway here is that, though the runtime is increasing, the output is increasing proportionally as well. In a practical scenario, limiting the number of results or processing the results as they are returned could ameliorate this issue.

5.2 Real Data

5.2.1 Youtube Dataset

The Youtube dataset\(^3\) is a graph consisting of 509,962 vertices and 2,930,310 edges, where each vertex represents a unique video and a directed edge from one vertex to another indicates that they are related. We performed 100 queries for each size shown in Figure 5.5. Both

\(^3\)http://netsg.cs.sfu.ca/youtubedata/
randomly generated and BFS queries were used. The graph was given 100 randomly distributed labels. In both cases, runtime increased slowly as query size increased, as would be expected. The random tests show a spike in the queries with $|V_q| = 4$ because of one query with 25,398 matches that took 6.94 seconds to run. Another query with 88,350 matches took approximately 1 second. In the case of the BFS queries, runtimes are reasonably stable across query sizes. In all cases, the queries took less than 100 ms on average.

### 5.2.2 Wordnet Dataset

The WordNet dataset uses English words as vertices and various relationships between them as edges. For example, if two words are synonyms or if one word is a subtype of another, they are linked. Vertices are labeled with one of five parts of speech. There are 82,670 vertices and 133,445 edges in the dataset. We perform 100 queries of each type for each of the query sizes specified. To compare to TurboISO and STwig [18, 31], we stop our algorithm after the first 1024 results. While [18] and [31] both use depth-first search queries, the experiments here were run using the BFS queries described earlier because they yielded a higher average runtime.

---

Figure 5.6: The average runtimes of 100 queries of each size on the WordNet dataset. The times are shown only for the first 1024 results, if necessary.

degree and we felt that they more realistically describe practical queries. Note that the average degree is 2 for all of these queries.

Looking at the random queries in Figure 5.6a, the runtimes are stable across query sizes. It is important to note, however, that no results were returned in any query with above 7 vertices, and on average, there were only 2 matches. In contrast, the average number of results returned in the BFS queries in Figure 5.6b is 993. Though we may not directly compare to Turbo$_{ISO}$ or STwig, future work could include a direct comparison between them.

### 5.3 Effectiveness of Dual Simulation

The key behind the dual-based isomorphism algorithm is the effectiveness of dual simulation in pruning unnecessary vertices. In over 5,000 queries tested, dual simulation returned only 4.1% more unique vertices than subgraph isomorphism. In 96.6% of those cases tested, it returned only those vertices that were contained in some subgraph isomorphic match. This is in contrast to simple simulation, which on average returns 5,339 times the number of unique vertices contained in subgraph isomorphic matches, and it only gave exactly the
same vertices in 10.2% of cases. This is because, as explained earlier, there are only a few select situations where a node can be part of a dual simulation match and not part of an isomorphic match. The parent and child restrictions, though seemingly naive, are incredibly effective. This explains why, in so many cases, dual-based isomorphism barely takes longer than dual simulation. This is not to say that it is perfect; in the 3.4% of cases that it differs from subgraph isomorphism, it returns 2.2 times the number of unique vertices on average. On the whole, dual simulation serves as an incredibly effective and efficient way to prune the search space.
Chapter 6

Conclusion & Future Work

In this paper, we have presented a novel algorithm for subgraph isomorphism that is superior to or at least competitive with state of the art algorithms in many cases on large labeled graphs. We present a simple pruning technique, based on dual simulation, that is shown to drastically reduce the search space, often eliminating all vertices not contained in some subgraph isomorphic match. We have demonstrated this with extensive experimentation on both synthetic and real graphs. We covered the major factors that influence the runtimes of the algorithms, and we explained why, and in what cases, exact matching can be practical for query processing on large graphs. Scala code for the dual-based isomorphism algorithm can be found in the graphalytics package of ScalaTion.\footnote{http://www.cs.uga.edu/~jam/scalation} The algorithm is relatively simple and required 21 only lines of code each for dual simulation and dual-based isomorphism.

Future work could include extending the algorithm to work with multiple vertex attributes, multiple edges and edge attributes, and wildcard queries. Because dual simulation is often the bottleneck of the algorithm, ways to parallelize or speed up the dual simulation algorithm would bring further improvements. Adapting the algorithm to work on graphs stored on disk or in a distributed environment would allow it to handle even larger graphs.

\footnote{http://www.cs.uga.edu/~jam/scalation. See Appendix A for more details.}
We would also like to compare ours with the Turbo_{so} algorithm on larger graphs. Overall, the utilization of dual simulation in a subgraph isomorphism algorithm leads to rapid pruning of the search space, which, given a sufficient number of labels, allows for fast query processing independent of graph size.
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Appendix A

Instructions for Download and Execution of Source Code

The code used in the paper is available at http://www.cs.uga.edu/~jam/scalation in the graphalytics package. After downloading ScalaTion as described in the README section, tests for simple simulation, dual simulation, an adjacency list version of Ullmann’s algorithm, and the dual-based isomorphism algorithm can be run by executing the command

```
scala -cp classes scalation.graphalytics.PatternMatcherTest
```

The code for the test can be found in the file PatternMatcherTest.scala. The graphalytics package is independent of other packages, with the exception of the files ColorDag.scala, ColorTree.scala, and ShortestPath.scala. If these files are removed, the graphalytics package can be successfully compiled on its own. The current version of ScalaTion, version 1.0, uses Scala 2.9, but ScalaTion 1.1 uses Scala 2.10.