Quantum computers have the potential to solve certain problems with a significant reduction in resources from their classical counterparts. For this reason, quantum information science has grown into an extremely active field of physics with constant theoretical and experimental development. Superconducting devices provide the functionality necessary to store and process quantum information in a large-scale quantum computer. In this dissertation, a survey of existing and proposed superconducting quantum bits (qubits) is given while demonstrating the mathematical formalism that is necessary to treat superconducting circuits quantum mechanically.

High fidelity demonstration of universal gates is one of the current focuses of both theoretical and experimental work in quantum computation. Of the established universal two qubit logic gates, the most well-known and useful in algorithm design is the controlled-NOT (CNOT). Protocols for performing the CNOT gate are surveyed here and generalized to a protocol that applies to any configuration of weakly coupled two-level system. In this context, a technique for quantum gate design is described.

A certain superconducting quantum computing architecture is focused on, that of a large-area, current-biased Josephson-junction phase qubit coupled to the dilatational mode of a nanomechanical resonator. While the Josephson phase qubit has proven repeatedly to have
the functionality to store and process quantum information, certain other quantum devices, like mechanical or LC oscillators, can store information longer with less interaction from the environment. However, quantum state prepared in a superconducting qubit can be stored and later retrieved from an attached high-Q resonator. Here the memory capabilities of a such a qubit-resonator system are studied.

Quantum logic gates are the building blocks of quantum algorithms, an important class of which are quantum simulation algorithms. Here, we introduce an alternative approach to quantum simulation that does not involve logic gate decomposition. Alternatively, a direct mapping is given between the control parameters of a tunable quantum computer and the matrix element of $H_s(t)$, an arbitrary, real, time-dependent $n \times n$ dimensional Hamiltonian that is simulated in the $n$-dimensional ‘single excitation’ subspace of the quantum computer. Simulation of a molecular collision with three Josephson phase qubits is demonstrated and the fidelity of the simulation is studied.
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Chapter 1

Introduction

Quantum computers promise to solve many important problems more efficiently than currently thought possible with classical computers. These problems include searching \[47\], factoring \[106\], approximating Jones Polynomials \[2\], and other problems of interest in mathematics and computer science. Furthermore, quantum computers are inherently able to simulate certain other quantum systems efficiently \[32\]. If implemented, quantum computation could impact many branches of physics where systems of many interacting particles are studied.

While many of these algorithms have been demonstrated on small scale quantum computers \[118, 72, 66, 93, 27\], it is not clear if and how quantum computers will scale to 100’s or more quantum bits (qubits). Qubits are the basic unit of quantum information, two level quantum systems that can be prepared in an arbitrary superposition. To accommodate a large scale quantum computation, one must be able to prepare qubits in arbitrary superpositions, perform arbitrary single qubit state transformations, entangle pairs of qubit on demand, and accurately measure the state of the qubit. Despite this high level of outside control, qubits must also remain decoupled from their environment to preserve the coherent quantum superpositions that they store.

There are many quantum systems that are currently considered as qubits that meet all of these requirements to varying degrees. The qubit architectures described in this dissertation are constructing from superconducting electrical circuits, the study of which has become an extremely active theoretical and experimental subfield of solid state physics. With the goal
of eventually implementing large scale, coherent superconducting networks, researchers currently tackle the problems of decoherence, quantum logic gate implementation, and accurate measurement for systems of fewer than ten superconducting qubits.

This dissertation is divided into three parts: devices (Chs. 2-4), gate design (Chs. 5-6), and quantum simulation (Ch. 7). These units represent areas of my research, not in any way the basic subfields of superconducting quantum computation. Many interesting topics relating to superconducting quantum computation, such as decoherence and measurement, will not be addressed here.

Chapter 2 surveys the broader categories of superconducting qubits while introducing the basic physics of superconducting devices. There is a short introduction to quantum circuits, superconductivity, and the Josephson effect, all of which are necessary background for the study of superconducting qubits. The broad categories of phase, charge, and flux qubits are described while reporting experimental progress toward implementing each.

Superconducting circuits are a uniquely scalable implementation of quantum bits as many can be fabricated on the same chip and coupled through electronic circuitry that is itself in the quantum regime. However, exactly what type of circuitry should be used to best couple superconducting qubits is still an answered question. A few approaches to coupling superconducting qubits are discussed in Chapter 3.

Chapter 4 focuses on a particular architecture, a superconducting phase qubit capacitively coupled to a nanomechanical resonator, and shows how the natural evolution of the system in a certain regime generates useful operations such as quantum state storage and transfer. The fidelity of the ‘memory’ operation is studied as a function of qubit-resonator coupling strength and the actual state that is being transferred. This chapter is a stand alone journal article, reprinted with permission of Physical Review A.

In Ch. 5, a short mathematical digression allows us to generalize all the superconducting devices covered so far with a surprisingly simple Hamiltonian. These generalization allows us to develop the theory of gate design and quantum simulation in the following chapters
in a platform independent way. After making some connection with the physical systems discussed in Chs. 2-4, the direction of this dissertation will become fairly independent of the details of the superconducting circuits it's directed towards. This keeps theoretical results from becoming obsolete in an environment where superconducting architectures are constantly evolving and improving.

Using the generalized Hamiltonian derived in Ch. 5, the basic principles of gate design are discussed in Ch. 6. We have developed a very general algorithmic approach to two qubit logic gate design that applies to any of the circuits described above, based on the notation of ‘local equivalence’ and Lie algebra theory. In this chapter, our procedure for gate design is described using as a target gate the controlled-NOT (CNOT), a universal two qubit gate that is very useful in many quantum computation algorithms and thus has become an experimental benchmark for any system being considered as a candidate for a quantum computer.

Ch. 7 moves away from discussions of universal gate design whereby superconducting circuits are analyzed within the standard quantum computation regime and asks how the unique features of superconducting circuits can add to the standard quantum computation regime. In particular, we show that the possibility of complex connectedness and tunable couplings offered by superconducting circuits opens up a new class of quantum simulation, one in which the Hamiltonian of different quantum systems can be directly embed into the Hamiltonian of the superconducting circuit. The Hamiltonian is simulated as Schrodinger evolution propels the superconducting circuit forward in time. If the coupling between qubits is tunable, real but otherwise arbitrary $n \times n$-dimensional Hamiltonians can be simulated on $n$-qubit quantum circuits in this way. This final chapter contains a stand alone journal article that has been recently submitted for peer review, reprinted with permission of Physical Review Letters.

If there is one theme pervasive throughout this dissertation, it is the accurate modeling, prediction, and control of Schrodinger dynamics. In the first few chapters, the basic principles of classical Lagrangian and Hamiltonian mechanics are reviewed as well as the procedure
of first quantization so that superconducting circuit Hamiltonians, and consequently their quantum evolution, can be predicted accurately. In Chs. 5-6, we are less concerned with whether the accuracy of these Hamiltonians, but rather assume they are correct and ask what interesting quantum logic gates they can generate. In the final chapter, we demand some control over the Hamiltonian of a superconducting circuit, and use that control to emulate the Schrodinger dynamics of other quantum systems.
Superconducting circuits are one of the leading candidates for quantum bits (qubits) as they exhibit robust, macroscopic quantum behavior and the external controllability necessary for quantum computation. This chapter presents a basic description and survey of superconducting qubits.

To understand the quantum limit of electrical circuits, we first study a simple example: a quantum limited \( LC \) circuit. In this discussion, the theory of modeling a circuit in the quantum regime is developed by reviewing basic principles of quantum mechanics and first quantization.

An \( LC \) circuit does not, however, have the functionality required of qubits. All currently accepted superconducting qubit architectures have a common feature that makes them spectroscopically controllable: a Josephson junction. The second section of this chapter introduces the Josephson effect and explains how Josephson junctions affect the Schrodinger dynamics of a superconducting circuit.

In a superconducting circuit containing a Josephson junction, a tunnel barrier is placed between two superconducting electrodes. The canonically conjugate quantum variables that describe circuits with Josephson junctions are related to the number of Cooper pairs charging the junction, \( N_c \), and the phase difference of the superconducting wave functions across the barrier, \( \varphi \).

All superconducting qubit architectures can be organized into three broad categories based on which of these quantum variables is localized while the other experiences large variations according to the uncertainty principle of quantum mechanics. Circuits containing a
Josephson junction where the phase $\varphi$ is localized are called phase qubits. Energy quantization in a current-biased Josephson junction, which would later become the phase qubit, was one of the first experimental demonstrations of macroscopic quantum coherence $[80]$. The third section of the chapter discusses the basic features of the phase qubit.

In many superconducting qubits, a Josephson junction isolates a small branch of circuit, referred to as an ‘island’ or a ‘Cooper-pair box.’ The amount of charge $Q$ trapped on the island is localized while $\varphi$ fluctuates, hence the name charge qubit. The energy levels between qubit states are externally controlled by changing the gate voltage across the junction. Charge qubits are discussed in the fourth section of this chapter.

Complete superconducting loops broken by one or more Josephson junctions are called flux qubits. Typically neither $\varphi$ nor $N_c$ is more localized, but rather the flux is localized and qubit states are superpositions of persistent supercurrents in the clockwise and counterclockwise directions. Flux qubits are discussed in the fifth section of this chapter.

This chapter and the next follows the discussion in our review article Ref. $[41]$, updating experimental results since its publication and elaborating where appropriate.

### 2.1 The quantum limited $LC$ circuit

The quantum limited $LC$-oscillator forms the perfect introduction into superconducting devices as it bridges a well known classical electronic circuit to a well known quantum system, the quantum harmonic oscillator. This section explains what is meant by the quantum limit of an electrical circuit while developing the mathematical tools necessary to analyze more complex superconducting circuits.

The time evolution of any closed, nonrelativistic system in the quantum regime can be described by a time evolution operator $U(t)$ acting on initial state $|\psi(0)\rangle$:

$$|\psi(t)\rangle = U(t)|\psi(0)\rangle. \quad (2.1)$$
The time evolution operator $U(t)$ is determined by Schrödinger’s equation,

$$i\hbar \frac{dU(t)}{dt} = H(t)U(t), \quad (2.2)$$

the solution of which is

$$U(t) = T e^{-\frac{i}{\hbar} \int_0^t H(t')dt'} \quad (2.3)$$

where $T$ is the time-ordering operator. As long as the system is closed (i.e. there are no outside systems interacting with it), $U(t)$ completely describes the dynamical behavior of the quantum system.

When describing a quantum computer, this time evolution operator is the quantum computation; therefore, understanding how to control $U(t)$ of a superconducting circuit is the fundamental problem faced by both theoretical and experimental researchers aspiring to build a superconducting quantum computer. When interaction with the environment is negligible, $U(t)$ depends only on $H(t)$. Therefore, accurately modeling the Hamiltonian of a superconducting circuit is the first step toward understanding its functionality as a qubit.

To derive the Hamiltonian of a given circuit, we can first establish the classical equations of motion governing that circuit. These should depend on a set of generalized coordinates, $q_1, ..., q_n$, and their corresponding velocities, $\dot{q}_1, ..., \dot{q}_2$, and/or accelerations $\ddot{q}_1, ..., \ddot{q}_2$. The equations of motion can be expressed as

$$F^{(i)}(q_1, ..., q_n; \dot{q}_1, ..., \dot{q}_2; \ddot{q}_1, ..., \ddot{q}_2) = 0. \quad (2.4)$$

for some set of functions $F^{(1)}, ..., F^{(n)}$. There should be as many equations of motion (and thus $F^{(i)}$) as there are independent coordinates in order for the motion of the system to be determined classically. We seek a Lagrangian $L(q_1, ..., q_n; \dot{q}_1, ..., \dot{q}_2)$ that has as its Euler-Lagrange equation of motions

$$F^{(i)} = \frac{d}{dt} \frac{\partial L}{\partial \dot{q}_i} - \frac{\partial L}{\partial q_i} = 0. \quad (2.5)$$

Once established, the Lagrangian can be Legendre transformed to a Hamiltonian

$$H(q_1, ..., q_n; p_{q_1}, ..., p_{q_n}) = \sum_i p_{q_i} \dot{q}_i - L. \quad (2.6)$$
where \( p_{q_i} = \frac{\partial L}{\partial \dot{q}_i} \) is the momentum conjugate to the generalized coordinate \( q_i \). The system is ‘quantized’ by introducing an uncertainty relation between the generalized coordinates and momenta:

\[
[q_i, p_{q_i}] = i\hbar
\]  
(2.7)

This procedure of first quantization is followed for a simple closed \( LC \) circuit with inductance \( L \) and capacitance \( C \), as shown in Fig. 2.1(a). The characteristic equations for current and voltage drop across the inductor and capacitor separately, \( V_L = LI_L \) and \( I_C = CV_C \), together with Kirchhoff’s voltage and current laws applied to the loop, \( V_L = -V_C \equiv V \) and \( I_C = I_L \equiv I \), give the familiar harmonic oscillator equation of motion for the current:

\[
\ddot{I} + \frac{1}{LC} I = 0.
\]  
(2.8)

Because the equation of motion depends on \( I \) and \( \dot{I} \), we take \( I \) to be the generalized coordinate describing the circuit. There is only one classical degree of freedom in this system. We can always change the generalized coordinate by a coordinate transform; for example,
the $LC$ circuit Hamiltonian is written in terms of generalized coordinate $\Phi = IL$ below. A generalized coordinate should be chosen for convenience as long as its equation of motion can be derived from a valid Lagrangian. $I$ is chosen here only for the familiarity of the classical equation of motion Eqn. (2.8).

The Lagrangian producing Eqn. (2.8) as its Euler-Lagrange equation of motion is

$$L_{LC}(I, \dot{I}) = \frac{1}{2}CL^2\dot{I}^2 - \frac{1}{2}LI^2,$$

so the conjugate momentum to generalized coordinate $I$ is

$$p_I = \frac{\partial L_{LC}}{\partial \dot{I}} = CL^2\dot{I} = M_{LC}\dot{I}$$

where $M_{LC} = CL^2$ is the effective ‘mass’ of the circuit with current $I$, which actually has units of kg⋅m$^2$⋅s/C. The corresponding Hamiltonian is

$$H(I, p_I) = \dot{I}CL^2 \dot{I} - L_{LC}(I, \dot{I})$$

$$= \frac{p_I^2}{2M_{LC}} + \frac{1}{2}LI^2,$$

which is completely analogous to that of a mass on a spring with current replacing position and inductance replacing spring constant.

So far our treatment of the $LC$ circuit has been purely classical; however, this circuit can be ‘quantized’ by introducing a commutation relation

$$[I, p_I] = i\hbar.$$  

Whether or not the circuit should be quantized depends on its thermal energy $kT$ compared to the energy level spacing, $\hbar\omega_{LC}$ where $\omega_{LC} = (LC)^{-1/2}$. The state of an electrical circuit in the quantum limit can no longer be described by a single value for current; instead, it is better described as a wave function in the current representation, $\psi(I, t)$. $|\psi(I, t)|^2$ tells us the probability of finding the circuit with current $I$ at time $t$ upon measurement; however, before measurement, the circuit may be in a superposition of different currents, even those
going in opposite directions. The wave function $\psi(I,t)$ obeys Schrodinger’s equation with the Hamiltonian derived above,

$$i\hbar \frac{d\psi(I,t)}{dt} = -\frac{\hbar^2}{2M_{LC}} \frac{\partial^2 \psi(I,t)}{\partial I^2} + \frac{1}{2} LI^2. \quad (2.12)$$

Stationary states will have energies $E_n = \hbar \omega_{LC} (n + \frac{1}{2})$ for $n = 1, \ldots, \infty$, forming a ladder of allowed energy levels $\hbar \omega_{LC}$ as shown in Fig. 2.1 (b) [99].

In some cases it is more convenient to choose the flux through the inductor $\Phi \equiv IL$ as the generalized coordinate of the circuit, in which case the charge $Q$ on the capacitor is the generalized momentum. When quantized,

$$[\Phi, Q] = i\hbar \quad (2.13)$$

and the Hamiltonian is

$$H(\Phi, Q) = \frac{1}{2C} Q^2 + \frac{1}{2L} \Phi^2, \quad (2.14)$$

which has the same eigenstate energies as Eqn. (2.12). The wave function can be expressed in many representation, e.g. $I$, $\Phi$, $Q$, ..., depending on what is convenient.

2.1.1 The Josephson Effect

While it is certainly possible to observe an $LC$ circuit in the quantum limit [107, 54], an $LC$ circuit itself cannot be used as a qubit. Because the energy levels are linear with $n$, i.e. they are equally spaced, transitions cannot be selectively driven between only two energy states of an $LC$ circuit. This makes preparing an arbitrary superposition of exactly two energy states of an $LC$ oscillator impossible without the assistance of a nonlinear circuit device.

Here we introduce a circuit element that, when placed in a circuit like the one described above, causes the energy levels to become unequally spaced by adding nonquadratic terms to the potential of the quantum variable of interest. This device is called a Josephson junction, based on the Josephson effect described below. In order to observe the Josephson effect we
need our circuit to be superconducting, but up until now, none of the properties described for the $LC$ circuit in the quantum limit required superconductivity.

Here we briefly review some of the main results of superconductivity theory. Phenomenologically, a superconducting material becomes a perfect conductor exhibiting perfect diamagnetism (the Meissner effect) when cooled below its critical temperature $T_C$. In 1950, Ginzburg and Landau proposed a theory of superconductivity that successfully described these phenomenological properties by assigning to superconductors a complex-order parameter

$$\psi_{GL}(r) = |\psi(r)|e^{i\phi(r)}.$$  \hspace{1cm} (2.15)

They argued based on thermodynamic considerations that this order parameter would obey a differential equation similar to Schrodinger’s equation [114]. The modulus squared of the order parameter represents the local density of superconducting electrons. In 1957, the microscopic behavior of superconductors was described by the Bardeen, Cooper and Schrieffer (BCS) theory of superconductivity [7]. According to this theory, at low temperatures, electrons would become weakly attracted to each other and form ‘Cooper pairs.’ These pairs have Bosonic statistics and can condense into a macroscopic wave function like Eqn. (2.15), except that $|\psi_{BCS}(r)|^2 = n_C(r)$ is interpreted as the local density of Cooper pairs instead of superconducting electrons. Cooper pairs are considered the basic charge carriers in the superconductor, each having a charge of $2e$ where $e$ is the charge of a single electron [7, 101, 114].

In 1962, Brian Josephson described the low energy dynamics of two superconductors separated by a barrier in terms of the complex phases of the two superconductor’s BCS wave function. He predicted that the dynamical behavior of supercurrent through the insulating barrier would depend on the difference in complex phases of the two superconductors,

$$\varphi = \phi_2 - \phi_1,$$  \hspace{1cm} (2.16)

according to what are now called the Josephson’s equations:

$$I = I_0 \sin \varphi \text{ and } V = \alpha \frac{d\varphi}{dt}.$$
Figure 2.2: The symbol for Josephson junction with intrinsic capacitance $C$ is box with an $X$ inside. It is equivalent to a circuit containing in parallel a capacitor $C$ and a circuit device marked by $X$ that strictly obeys Josephson’s equations (2.17).

$I$ is the superconducting current through the insulating barrier, $I_0$ is the critical current of the system above which the tunneling effect breaks down, $V$ is the voltage change across the barrier, and $\alpha = h/2e$.

Josephson junctions are added to superconducting circuits to add nonlinearity to the circuit’s energy levels. Adding a Josephson junction to a superconducting circuit not only forces the circuit to obey Josephson’s equation at the junction, but also introduces an intrinsic capacitance at the junction. In circuit diagrams, a Josephson junction is often represented by an $X$ inside a box, as shown in Fig. 2.2. This is equivalent to a circuit containing the intrinsic capacitance $C$ of the junction in parallel to a circuit element that strictly obeys Josephson’s equations, denoted by the symbol $X$. 
Consider a ‘current-biased Josephson junction’ through which the current bias $I$ is externally controlled. Some of this current, denoted $I_C$ may pass through the effective capacitor $C$, and the rest of the current, denoted $I_J$, must pass through the element obeying Josephson’s equation’s. These currents are controlled by the characteristic equations of the circuit elements through which they pass,

\[ I_J = I_0 \sin \varphi \]
\[ I_C = \dot{Q}_C = C \dot{V}_C. \]  \hspace{1cm} (2.17)

Kirchhoff’s laws for the circuit, $I = I_J + I_C$ and $V_C = V_J$, connect these equation giving an overall equation of motion in $\varphi$:

\[ I_C = I - I_J = C \dot{V}_J \]
\[ \Rightarrow \ C \alpha \ddot{\varphi} + I_0 \sin \varphi - I = 0. \]  \hspace{1cm} (2.18)

It is common to define two energy scales, one that is proportional to $I_0$ and describes the strength of coupling across the junction,

\[ E_J \equiv \frac{\hbar I_0}{2e}, \]  \hspace{1cm} (2.19)

and another that gives the energy stored in the effective capacitor when charged by a Cooper pair,

\[ E_c \equiv \frac{(2e)^2}{2C} \]  \hspace{1cm} (2.20)

($e$ is the charge of an electron). Written in terms of these energies and an effective ‘mass’ $M = \hbar^2 / 2E_c$ (which actually has dimensions of mass×length$^2$), the equations of motion for the Josephson junction are

\[ M \ddot{\varphi} + E_J \left( \sin \varphi - \frac{I}{I_0} \right) = 0. \]  \hspace{1cm} (2.21)

The Lagrangian that gives Eq. (2.21) as its Euler-Lagrange equation of motion is

\[ L_{JJ} = \frac{1}{2} M \dot{\varphi}^2 + E_J \left( \cos(\varphi) - \frac{I}{I_0} \right) \]
\[ = \frac{1}{2} M \dot{\varphi}^2 - U(\varphi) \]  \hspace{1cm} (2.22)
where

\[ U(\varphi) \equiv -E_J \left( \cos \varphi + \frac{I}{I_0} \varphi \right). \]  

(2.23)

\( U(\varphi) \) is the characteristic washboard potential of a current-biased Josephson junction. The overall slope of the potential, and consequently the depth of its wells, is determined by the current bias \( I \). The effect of applying a current \( I \) depends on the critical current of a particular Josephson junction, so we define a dimensionless bias current

\[ s \equiv \frac{I}{I_0}. \]

(2.24)

so that \( U(\varphi, s)/E_J = -(\cos(\varphi) + s\varphi) \) is independent of specific junction parameters. A plot of \( U(\varphi)/E_J \) is given in Fig. 2.3 for a particular \( s \)-value.

![Figure 2.3: The characteristic washboard potential (over \( E_J \)) of a current-biased Josephson junction with \( s = 0.5 \).](image)

The momentum conjugate to the generalized coordinate \( \varphi \) is

\[ p_\varphi = \frac{\partial L_{JJ}}{\partial \dot{\varphi}} = M \ddot{\varphi} = \frac{hQ}{2\epsilon}; \]

(2.25)
therefore, the Hamiltonian describing a Josephson junction is

\[ H_{JJ}(\varphi, p_\varphi) = \dot{\varphi} p_\varphi - L_{JJ} = \frac{p_\varphi^2}{2M} + U(\varphi). \]  \hspace{1cm} (2.26)

The Josephson junction is quantized by introducing the commutation relation,

\[ [\varphi, p_\varphi] = i\hbar. \]  \hspace{1cm} (2.27)

Note that \( p_\varphi = \hbar N_c \) where \( N_c = Q/2e \) is the number of Cooper pairs charging the junction’s effective capacitor. Often the Hamiltonian is written as a function of \( N_c \) and \( \varphi \):

\[ H_{JJ}(\varphi, N_c) = E_c N_c^2 + U(\varphi), \]  \hspace{1cm} (2.28)

and (2.27) becomes

\[ [\varphi, N_c] = i. \]  \hspace{1cm} (2.29)

### 2.2 Superconducting Qubits

In order for a superconducting circuit to be considered a qubit, it must have two energy levels that can be prepared in an arbitrary superposition, the state of the circuit must be measurable, and the circuit must be well isolated from its environment so that it decoheres slowly.

While all of the superconducting qubits described below satisfy these basic properties, improving coherence times, state preparation and readout accuracies are all ongoing directions of research. Here the phase, flux, and charge qubits are defined without addressing all of these points in detail.

With knowledge of the basic Hamiltonian (2.28), the basic categories of qubits can be identified by their relative energy scales. The phase qubit, for which \( \varphi \) is the localized quantum variable, is in the regime \( E_J \gg E_c \). \( E_c \gg E_J \) for the charge qubit, for which \( N_c \) is the localized quantum variable. The flux qubit, for which neither \( \varphi \) or \( N_c \) is highly localized, is in the regime \( E_J \sim E_c \).
Figure 2.4: Dimensionless potential $U/E_J$ plotted near the minima at $\varphi = \sin^{-1}(s)$ for $s = 0.5$ (black curve). In the harmonic approximation, the phase qubit potential is approximated as quadratic (red curve).

### 2.2.1 Josephson Phase Qubits

In the regime that $E_J \gg E_c$, quasibound states of the potential $U$ will be stationary states of the superconducting circuit. As shown in Fig. 2.4, the wells of the washboard potential are approximately quadratic near their minimum. By solving $dU/d\varphi = 0$, one finds the minima of $U$ are located at phase $\varphi_0$ where

$$\varphi_0 = \sin^{-1}(s).$$

(2.30)

The Josephson potential $U$ shown in Fig. 2.3 is approximately quadratic in regions close to minima, as shown in Fig. 2.4, with curvature (effective spring constant)

$$\left. \frac{\partial^2 U(\varphi)}{\partial \varphi^2} \right|_{\varphi_0} = E_J \cos(\sin^{-1}(s)) = E_J (1 - s^2)^{\frac{1}{2}}.$$

(2.31)
The energy level spacing of the phase qubit is therefore approximately

\[ \hbar \omega_p = \sqrt{E_J(1 - s^2)^{\frac{1}{2}} \cdot 2E_c} = \hbar \omega_{p0}(1 - s^2)^{\frac{1}{4}} \] (2.32)

where \( \hbar \omega_{p0} = \sqrt{2E_JE_c} \). However, it is corrections to this harmonic approximation of order \( \sim \varphi^4 \) and higher that allow the individual levels of the phase qubit to be addressed spectroscopically. Quasibound states trapped in the well become more closely spaced the larger their excitation energy above the ground state. The qubit states \( |0\rangle \) and \( |1\rangle \) are defined to be the two quasibound states lowest in energy.

It was in a current-biased Josephson junction that quantized energy levels for a macroscopic variable were first observed in the research group of John Clarke at UC Berkeley in 1985 [80, 26]. In 2002, the group of John Martinis began to explore the suitability of a current-biased Josephson junction as a superconducting qubit by demonstrating Rabi oscillations between the \( |0\rangle \) and \( |1\rangle \) state of what would become the phase qubit [81]. Shortly after, it was shown that the phase qubit could be prepare in an arbitrary superposition of the \( |0\rangle \) and \( |1\rangle \) state [112]. Decoherence [103, 61, 91], measurement [57, 58], and state preparation [73] are all actively researched and continuously improved for phase qubits.

### 2.2.2 Charge Qubits

In the regime that \( E_c \gg E_J \), the number \( N_c \) of Cooper pairs charging the Josephson junction is well determined, while the phase \( \varphi \) across the superconductors experiences large fluctuations. Note that \( E_c \) is inversely proportional to \( C \) and \( E_J \) is proportional to \( I_0 \), so this limit can be obtained by having a small junction so that both \( I_0 \) and \( C \) are very small. This is often achieved by separating a small ‘Cooper-pair box’ or ‘island’ from the rest of the circuit. A charge qubit is normally voltage-biased, not current-biased like the phase qubit, as shown by the circuit in Fig. 2.5. It is typically constructed from a small Cooper pair island separated by two Josephson junctions from a larger superconducting reservoir. The beige material forms electrodes that are used to produce a gate voltage \( V_g \) across the junction.
Figure 2.5: A circuit equivalent to a superconducting charge qubit.

The equation of motion for the charge qubit is the same as for the current-biased Josephson junction derived above, except that the current into the qubit \( I \) is not controlled directly. This current, which passes over the capacitor \( C_g \), is controlled indirectly by the gate voltage \( V_g \):

\[
I = \dot{Q}_g = C_g \frac{d}{dt} (V_g - \alpha \dot{\phi}) \\
= C_g \dot{V}_g - \alpha C_g \ddot{\phi} \\
(2.33)
\]

Combining this with Eqn. [2.18], the equation of motion for the charge qubit is

\[
\alpha^2 (C + C_g) \ddot{\phi} + I_0 \sin \varphi = C_g \dot{V}_g \\
(2.34)
\]

which corresponds to Lagrangian

\[
L_{CQ} = \frac{1}{2} \alpha^2 (C + C_g) \dot{\varphi}^2 + E_J \cos \varphi - \alpha C_g V_g \dot{\varphi}. \\
(2.35)
\]
The conjugate momentum to the generalized coordinate $\varphi$ is

\[
\frac{\partial L_{CQ}}{\partial \dot{\varphi}} = p_\varphi = \alpha^2 (C + C_g) \dot{\varphi} - \alpha C_g V_g \\
= \alpha [CV - C_g (V_g - V)] \\
= \frac{\hbar}{2e} [Q - Q_g] \\
\equiv \hbar N_l
\]

(2.36)

where $N_l$ is defined as the total number of Cooper pairs on the island, the portion of the circuit between the Josephson junction and $C_g$. The Hamiltonian describing a charge qubit is typically written as

\[
H(\varphi, N) = E_c (N_l - N_g)^2 - E_J \cos \varphi
\]

(2.37)

where $E_c = (2e)^2 / 2(C + C_g)$ and $N_g = C_g V_g / (2e)$. The charge qubit is quantized by introducing

\[
[\varphi, N_l] = i.
\]

(2.38)

Macroscopic quantum states were first shown spectroscopically in a charge qubit in 1997 by Nakamura et al. [86]. The charge qubit was the first superconducting circuits considered as a qubit in 1999 when Rabi oscillations were driven between the state where no excess Cooper pair are on the island, labeled $|0\rangle$, and the state where one excess pair is on the island, labeled $|1\rangle$ [87]. Decoherence [6, 88, 31], measurement [37], and state preparation [20] are all actively researched and continuously improved for charge qubits. Researchers at Yale University have implemented a charge qubit that is remarkably immune to decoherence which they refer to as the transmon qubit [63, 100, 51, 52].

### 2.2.3 Flux Qubits

If a superconducting circuit containing one or more Josephson junctions is closed, the magnetic flux through the superconducting loop becomes quantized to maintain the single-valuedness of the superconducting wave function. Flux qubits are formed from superpositions of persistent currents in the clockwise and counterclockwise directions. Typically, flux
qubits are in the regime that the charging energy \( E_C \) and Josephson Energy \( E_J \) are of similar magnitude,

\[
E_J/E_C \sim 1 - 10^3.
\] (2.39)

A diagram of a simple flux qubit containing only one Josephson junction is shown in Fig. 2.6 (a), which can be compared to the SEM of a flux qubit with four junctions in Fig. 2.2 (a) coupled to a RF-SQUID, which is also superconducting loop with two larger Josephson junctions.

![Diagram of a simple flux qubit](image)

Figure 2.6: (a) A cartoon of a superconducting loop broken by one Josephson junction. (b) An equivalent circuit.

A superconducting loop without a direct current source or potential change can be controlled by applying flux through the loop. A loop with steady current \( I \) has a self-induced flux \( \Phi_{\text{ind}} = cIL \) opposed to that of the applied flux \( \Phi_{\text{ext}} \) so that the total flux through the superconducting loop is

\[
\Phi(t) = \Phi_{\text{ext}} - \Phi_{\text{ind}}
\] (2.40)

The current through the inductor \( I_L \) will obey the characteristic equation \( V_L = L \frac{dI}{dt} \), but with only one Josephson junction in the loop, \( V_L = V = \alpha \dot{\varphi} \), so

\[
I_L = \frac{1}{L} \int_{-\infty}^{t} V(t) dt
= \frac{\alpha}{L} \int_{-\infty}^{t} d\varphi
= \frac{\alpha}{L} \varphi(t)
\] (2.41)
where $\varphi(-\infty)$ is assumed to be zero. When passing through the Josephson junction, current from the inductor will branch into a current passing over the capacitor $I_C$ and a current governed by Josephson’s equation $I_L$. This gives the equation of motion

$$I_L = I_C + I \Rightarrow C \ddot{\varphi} + I_0 \sin \varphi - \frac{\alpha}{L} \varphi = 0 \quad (2.42)$$

There is a relationship between the phase variable $\varphi$ and the total flux through the loop,

$$\frac{\Phi}{\Phi_0} = \frac{\varphi}{2\pi} \mod 1, \quad (2.43)$$

that is a consequence of the order parameter of the superconducting loop being single-valued.

$$\Phi_0 \equiv \frac{h}{2e} \quad (2.44)$$

is the fundamental quanta of magnetic flux. Using Eqn. (2.43) to express $\varphi$ in terms of the externally applied flux $\Phi_{\text{ext}} = \Phi - \Phi_{\text{ind}}$, the Lagrangian producing equation of motion in Eq. (2.42) is

$$L_{\text{FQ}} = \frac{1}{2} \alpha^2 C \dot{\varphi}^2 + E_J \cos \varphi - \frac{\hbar^2 \omega_{\text{LC}}^2}{4E_c} \left( \varphi - \frac{2\pi \Phi_{\text{ext}}}{\Phi_0} \right)^2. \quad (2.45)$$

The generalized coordinate $\varphi$ has conjugate momentum $p_\varphi = Q$, the charge on $C$, like the flux of an $LC$ circuit. However, the Hamiltonian of a flux qubit has a more complicated potential than the $LC$ circuit:

$$H = E_c N^2 - E_J \cos \varphi + \frac{\hbar \omega_{\text{LC}}^2}{4E_c} \left( \varphi - \frac{2\pi \Phi_{\text{ext}}}{\Phi_0} \right)^2 \quad (2.46)$$

Macroscopic persistent-current states were first demonstrated experimentally in 2000 by van der Wal et al. [116] and Friedman et al. [34]. Decoherence [10] and measurement [43] are actively researched for flux qubits. It should be noted that modern phase qubits are actually a hybrid of the flux qubit and the original current-biased phase qubit described above. While still in the regime that $\varphi$ is localized and $E_J \sim 10^4 E_c$, phase qubits are now fabricated in loops with large inductances where the persistent current is controlled inductively. This makes
Hamiltonian (2.46) the appropriate description of the modern phase qubit, the distinguishing factor between the phase and flux qubit being their relative energy scales [112, 103, 61, 91, 57, 58, 73].
Chapter 3

Coupling Superconducting Qubits

All of the superconducting circuits surveyed in the last chapter exhibit robust macroscopic quantum behavior and externally controllability that make them good candidates for quantum bits. However, the most attractive feature of superconducting qubits will be discussed in this chapter: namely, the ease with which superconducting qubits are coupled together in a larger circuit to form a scalable quantum computer.

In the first two sections of this chapter, we describe how superconducting qubits can be coupled together using a fixed capacitor. This successful method of coupling superconducting qubits was the first to be realized experimentally. We derive the Hamiltonian for capacitively coupled phase qubits, followed by the Hamiltonian for capacitively coupled charge qubits.

While straightforward to describe mathematically and implement experimentally, fixed capacitive coupling has the disadvantage that it can never be turned off. This produces errors during portions of a quantum computation when entanglement is undesirable, such as state preparation and read out. One approach to this problem is to separate the qubits by adding an intermediate circuit element. The additional circuit element may be an \( LC \) oscillator, a mechanical resonator, or a another superconducting circuit containing a Josephson junction. In the third section we discuss how qubits can couple to an \( LC \) oscillator.

Not only does an intermediate resonator turn off the interaction between qubits more effectively, but resonators may be used in tandem with the qubits as memory devices. Resonators are typically more stable and less affected by environmental interaction than qubits. Furthermore, there is a whole direction of experimental research whereby people explore the quantum properties of resonators using coupled Josephson junction to aid in state storage.
and preparation. In the following chapter, which is a stand alone journal article, nanomechanical resonators coupled to superconducting qubits are studied as memory (state storage) devices.

Throughout this chapter we build on the mathematical framework developed in the last chapter to accurately model the Hamiltonians of systems with multiple qubits coupled together. For each coupled superconducting circuit that is considered, the equation of motion and Hamiltonians are derived.

3.1 Capacitive Coupling

The most experimentally tested method of coupling two superconducting qubits involves placing a fixed capacitor in a circuit branch connecting the two qubits. In the next section we discuss the circuit design for such a two qubit system in detail, and compare it to similar models in following sections.

![Figure 3.1: A circuit model describing the capacitively coupled phase qubits.](image)
3.1.1 Capacitively Coupled Phase Qubits

Two phase qubits coupled capacitively as in Fig. 3.1 are controlled independently by external current sources \( I_1 \) and \( I_2 \). The equations of motions for each of the qubits are the same as in Eqn. (2.21) except that the current passing through the \( i \)th junction is no longer just the external bias current \( I_i \), but also has a contribution from the connecting branch with coupling capacitor \( C_{\text{int}} \). Assuming that the current \( I_{\text{int}} \) flows from right to left across \( C_{\text{int}} \), the equations of motion for the qubit on the left are:

\[
I_1 + I_{\text{int}} = I_C + I_J
\]

\[
\Rightarrow I_1 + \dot{Q}_{\text{int}} = \dot{Q}_C + I_0^{(1)} \sin \varphi
\]

\[
\Rightarrow I_1 + C_{\text{int}} \dot{V}_{\text{int}} = C_1 \dot{V}_1 + I_0^{(1)} \sin \varphi
\]

\[
\Rightarrow 0 = \alpha^2 (C_1 + C_{\text{int}}) \ddot{\varphi}_1 + E_J^{(1)} (\sin \varphi_1 - s_1) - \alpha^2 C_{\text{int}} \ddot{\varphi}_2 \tag{3.1}
\]

where \( V_{\text{int}} = V_2 - V_1 \). Similarly,

\[
\alpha^2 (C_2 + C_{\text{int}}) \ddot{\varphi}_2 + E_J^{(1)} (\sin \varphi_2 - s_2) - \alpha^2 C_{\text{int}} \ddot{\varphi}_1 = 0. \tag{3.2}
\]

The corresponding two qubit Lagrangian is

\[
L_{\text{CCPQ}}(\varphi_1, \dot{\varphi}_1, \varphi_2, \dot{\varphi}_2) = \sum_i \left[ \frac{\alpha^2}{2} (C_i + C_{\text{int}}) \dot{\varphi}_i^2 + E_J^{(i)} (\cos \varphi_i + s_i \varphi_i) \right] - \alpha^2 C_{\text{int}} \dot{\varphi}_1 \dot{\varphi}_2. \tag{3.3}
\]

The conjugate momentum to the generalized coordinate \( \varphi_1 \) is

\[
p_{\varphi_1} = \alpha^2 C_1 \dot{\varphi}_1 + \alpha^2 C_{\text{int}} (\dot{\varphi}_1 - \dot{\varphi}_2) = \alpha (Q - Q_{\text{int}}) \equiv \hbar N_{I_1} \tag{3.4}
\]

where \( N_{I_1} \) is the number of excess Cooper pairs charging the ‘island’ between the junction on the left and the coupling capacitor. Similarly,

\[
p_{\varphi_2} = \hbar (Q_2 + Q_{\text{int}}) \equiv \hbar N_{I_2} \tag{3.5}
\]
where \( N_{I2} \) is the number of excess Cooper pairs charging the ‘island’ between the second junction and the coupling capacitor. Because the momenta \( p_{\varphi_1} \) and \( p_{\varphi_2} \) mix the generalized coordinates \( \varphi_1 \) and \( \varphi_2 \), it is not obvious how to write the Hamiltonian

\[
H(\varphi_1, p_{\varphi_1}, \varphi_2, p_{\varphi_2}) = \phi_1 p_{\varphi_1} + \phi_2 p_{\varphi_2} - L(\varphi_1, \dot{\varphi}_1, \varphi_2, \dot{\varphi}_2)
\]

\[
= \frac{1}{2} \alpha^2 C_1 \dot{\varphi}_1^2 + \frac{1}{2} \alpha^2 C_2 \dot{\varphi}_2^2 + \alpha^2 C_{\text{int}} (\varphi_1^2 - 2 \dot{\varphi}_1 \varphi_2 + \varphi_2^2)
\]

\[
- E_j^{(1)} (\cos \varphi_1 + s_1 \varphi_1) - E_j^{(2)} (\cos \varphi_2 + s_2 \varphi_2)
\]

(3.6)

explicitly in terms of \( p_{\varphi_1} \) and \( p_{\varphi_2} \). Note that \( \vec{p}/\alpha^2 = \hat{C} \cdot \vec{\varphi} \) where

\[
\vec{p} \equiv \begin{pmatrix} p_{\varphi_1} \\ p_{\varphi_2} \end{pmatrix}, \quad \hat{C} \equiv \begin{pmatrix} C_1 + C_{\text{int}} & -C_{\text{int}} \\ -C_{\text{int}} & C_2 + C_{\text{int}} \end{pmatrix}, \quad \text{and} \quad \vec{\varphi} \equiv \begin{pmatrix} \dot{\varphi}_1 \\ \dot{\varphi}_2 \end{pmatrix}.
\]

(3.7)

By inverting \( \hat{C} \) we can express the velocites \( \dot{\varphi}_i \) in terms of the generalized momenta \( p_{\varphi_i} \):

\[
\begin{pmatrix} \dot{\varphi}_1 \\ \dot{\varphi}_2 \end{pmatrix} = \hat{C}^{-1} \cdot \vec{p} = (C_2 + C_{\text{int}})p_{\varphi_1} + C_{\text{int}} p_{\varphi_2} \\
(C_1 + C_{\text{int}})p_{\varphi_2} + C_{\text{int}} p_{\varphi_1}) / \alpha^2 (C_1 C_2 + C_{\text{int}} (C_1 + C_2)).
\]

(3.8)

After some algebra we find,

\[
H(\varphi_1, p_{\varphi_1}, \varphi_2, p_{\varphi_2}) = \frac{p_{\varphi_1}^2}{2 \alpha^2 C_1} - E_j^{(1)} (\cos \varphi_1 + s_1 \varphi_1)
\]

\[
+ \frac{p_{\varphi_2}^2}{2 \alpha^2 C_2} - E_j^{(2)} (\cos \varphi_2 + s_2 \varphi_2) + \frac{p_{\varphi_1} p_{\varphi_2}}{\alpha^2 C_{\text{int}}}.
\]

(3.9)

where

\[
\hat{C}_1 \equiv C_1 + (C_{\text{int}}^{-1} + C_2^{-1})^{-1}
\]

\[
\hat{C}_2 \equiv C_2 + (C_{\text{int}}^{-1} + C_1^{-1})^{-1}
\]

\[
\hat{C}_{\text{int}} \equiv C_1 C_2 (C_1^{-1} + C_2^{-1} + C_{\text{int}}^{-1})^{-1}.
\]

(3.10)

The two-qubit Hamiltonian is quantized by introducing the commutation relations

\[
[\varphi_1, N_{I1}] = i
\]

\[
[\varphi_2, N_{I2}] = i.
\]

(3.11)
Capacitively coupled phase qubits were one of the first two-qubit superconducting circuits considered, both theoretically \cite{13, 55, 113} and experimentally \cite{9, 82, 111, 124}. Moreover, the two-qubit Hamiltonian (3.9) is easily scalable to an \( n \)-qubit Hamiltonian. Each qubit contributes to the Hamiltonian a kinetic and potential energy term uncoupled to the other qubits,

\[
H_{0}^{(i)} = \frac{p_{\varphi_{i}}^{2}}{2\alpha^{2}C_{i}} - E_{J}^{(i)}(\cos \varphi_{i} + s_{i}\varphi_{i}),
\]

and every pair of qubits that is interacting via a fixed capacitive coupling contributes an interaction term to the Hamiltonian of the form

\[
H_{\text{int}}^{(ij)} = \frac{p_{\varphi_{i}}p_{\varphi_{j}}}{\alpha^{2}C_{\text{int}}^{ij}}. \tag{3.13}
\]

For example, in a recent experiment \cite{89}, maximally entangled GHZ states were created between three of the four superconducting phase qubits on a chip. Each qubit couples capacitively to each other qubit. The total Hamiltonian is modeled as \( H_{4Q} = H_{0} + H_{\text{int}} \) where

\[
H_{0} = \sum_{i=1}^{4} H_{0}^{(i)}
\]

\[
H_{\text{int}} = \frac{1}{2} \sum_{i=1}^{4} \sum_{j=1}^{4} H_{\text{int}}^{(ij)} \tag{3.14}
\]

and the factor of 1/2 in the interaction Hamiltonian prevents double counting.

### 3.1.2 Capacitively Coupled Charge Qubits

In this section the Hamiltonian is derived for two capacitively coupled charge qubits. The circuit description of this system is given in Fig. 3.2.

Each of the charge qubits are controlled independently by gate voltages \( V_{g1} \) and \( V_{g2} \), and there are two independent generalized coordinates \( \varphi_{1} \) and \( \varphi_{2} \). The equations of motion are like that of a single charge qubit, the current modified by a small addition from the coupling capacitor:

\[
\alpha^{2}(C_{1} + C_{g1} + C_{\text{int}})\ddot{\varphi}_{1} + E_{J}^{(1)} \sin \varphi_{1} - \alpha^{2}C_{\text{int}}\dot{\varphi}_{2} - \alpha C_{g1}\dot{V}_{g1} = 0
\]

\[
\alpha^{2}(C_{2} + C_{g2} + C_{\text{int}})\ddot{\varphi}_{2} + E_{J}^{(2)} \sin \varphi_{2} - \alpha^{2}C_{\text{int}}\dot{\varphi}_{1} - \alpha C_{g2}\dot{V}_{g2} = 0. \tag{3.15}
\]
The corresponding Lagrangian is

\[
L(\varphi_1, \dot{\varphi}_1, \varphi_2, \dot{\varphi}_2) = \frac{\alpha^2}{2} (C_1 + C_{g1} + C_{int}) \dot{\varphi}_1^2 + \frac{\alpha^2}{2} (C_2 + C_{g2} + C_{int}) \dot{\varphi}_2^2 + E^{(1)}_J \cos \varphi_1 + E^{(2)}_J \cos \varphi_2
- \alpha C_{g1} V_{g1} \dot{\varphi}_1 - \alpha C_{g2} V_{g2} \dot{\varphi}_2 - \alpha^2 C_{int} \dot{\varphi}_1 \dot{\varphi}_2,
\]

and the phase variables \(\varphi_1\) and \(\varphi_2\) have conjugate momenta

\[
\Pi_1 = p_{\varphi_1} + \alpha C_{g1} V_{g1}
\]
\[
\Pi_2 = p_{\varphi_2} + \alpha C_{g2} V_{g2}
\]

where \(p_{\varphi_1}\) and \(p_{\varphi_2}\) are the conjugate momenta of capacitively coupled phase qubits in Eqn. (3.4). Following the same analysis that was applied to phase qubits, the Hamiltonian of two capacitively coupled charge qubits can be written as

\[
H = \frac{\Pi_1^2}{2\alpha^2 C_1} + \frac{\Pi_2^2}{2\alpha^2 C_2} - E^{(1)}_J \cos \varphi_1 - E^{(2)}_J \cos \varphi_2 + \frac{\Pi_1 \Pi_2}{\alpha^2 C_{int}}
\]
where

\begin{align*}
\tilde{C}_1 &\equiv C_1 + C_{g1} + \left[ C_{int}^{(-1)} + (C_2 + C_{g2})^{(-1)} \right]^{(-1)} \\
\tilde{C}_2 &\equiv C_2 + C_{g2} + \left[ C_{int}^{(-1)} + (C_1 + C_{g1})^{(-1)} \right]^{(-1)} \\
\tilde{C}_{int} &\equiv C_1 + C_{g1} + C_2 + C_{g2} + (C_1 + C_{g1})(C_2 + C_{g2})C_{int}^{-1}.
\end{align*}

(3.18)

The first superconducting qubit coupling scheme to be successfully implemented experimentally was that of two charge qubits coupled capacitively [92, 125].

3.2 Coupling Qubits to Resonators

Coupling qubits to resonators has become a popular way to build a scalable superconducting quantum computer [74, 107, 51, 3, 50, 49, 120, 102, 119, 77, 105, 76, 84, 126, 127, 13, 96, 131, 18, 12, 96, 119, 23, 39, 133, 78, 132, 94]. In this section, the Hamiltonian is derived for a phase qubit coupled to an intermediate superconducting LC circuit, as shown in Fig. 3.3, using the techniques developed in this and the previous chapter. In the following section, several other qubit-resonator models are surveyed, with emphasis on the phase qubit coupled to a NEMS resonator model of Refs.[39, 23] that will be used in the following chapter.

3.2.1 A Phase Qubit Coupled to an LC Circuit

Here we derive the Hamiltonian of the circuit in Fig. 3.3. The generalized coordinate of the Josephson junction is \( \varphi \) while we take the generalized coordinate for the \( LC \) circuit to be \( \Phi = I_{\text{res}} L_{\text{res}} \). The equation of motion for \( \varphi \) will be a slight modification of Eqn. (3.1):

\[ \alpha^2 (C + C_{int}) \ddot{\varphi} + E_j^{(1)} (\sin \varphi - s) - \alpha^2 C_{int} \ddot{\Phi} = 0. \]  

(3.19)

The equation of motion for the \( LC \) oscillator is

\[ \alpha (C_{\text{res}} + C_{int}) \ddot{\Phi} + \frac{\alpha}{L_{\text{res}}} \Phi - \alpha C_{int} \ddot{\varphi} = 0. \]  

(3.20)
Figure 3.3: A circuit description of a phase qubit coupled capacitively to an $LC$-circuit.

The Lagrangian giving these equations of motion is

\[
L(\varphi, \dot{\varphi}, \Phi, \dot{\Phi}) = \frac{\alpha^2}{2} (C + C_{\text{int}}) \dot{\varphi}^2 + E_J (\cos \varphi + s \varphi) \\
+ \frac{\alpha^2}{2} (C_{\text{res}} + C_{\text{int}}) \dot{\Phi}^2 - \frac{\alpha^2}{2L_{\text{res}}} \Phi^2 - \alpha^2 C_{\text{int}} \dot{\Phi} \dot{\varphi},
\]

(3.21)

therefore the canonical momenta are

\[
p_{\varphi} = \alpha^2 (C + C_{\text{int}}) \dot{\varphi} - \alpha^2 C_{\text{int}} \dot{\Phi}
\]

\[
p_{\Phi} = \alpha^2 (C_{\text{res}} + C_{\text{int}}) \dot{\Phi} - \alpha^2 C_{\text{int}} \dot{\varphi}
\]

(3.22)

(3.23)

Following the procedure for capacitively coupled phase qubits,

\[
H(\varphi, p_{\varphi}, \Phi, p_{\Phi}) = \frac{p_{\varphi}^2}{2\alpha^2 C} - E_J (\cos \varphi + s \varphi) \\
+ \frac{p_{\Phi}^2}{2\alpha^2 C_{\text{res}}} + \frac{\alpha^2 \dot{\Phi}^2}{2L_{\text{res}}} + \frac{p_{\varphi} p_{\Phi}}{\alpha^2 C_{\text{int}}},
\]

(3.24)
where
\[
\tilde{C} \equiv C + \left( C_{\text{int}}^{-1} + C_{\text{res}}^{-1} \right)^{-1}
\]
\[
\tilde{C}_{\text{res}} \equiv C_{\text{res}} + \left( C_{\text{int}}^{-1} + C^{-1} \right)^{-1}
\]
\[
\tilde{C}_{\text{int}} \equiv CC_{\text{res}}(C^{-1} + C_{\text{res}}^{-1} + C_{\text{int}}^{-1})^{-1}.
\] (3.25)

An experiment at NIST in Boulder in the group of Raymond Simmonds has shown that energy quanta can be transferred between two phase qubits coupled via an intermediate $LC$ oscillator $^{[107]}$. A similar experiment has also been performed in a quantum circuit containing a flux qubit and an $LC$ oscillator $^{[54]}$.

### 3.2.2 Other Qubit-Resonator Models

Recall that the Hamiltonian of a resonator in the quantum limit with energies $E_n = \hbar \omega_{\text{res}}(n + \frac{1}{2})$ can be written as

\[
H_{\text{res}} = \hbar \omega_{\text{res}} a^\dagger a
\] (3.26)

where $a$ and $a^\dagger$ are creation and annihilation operators of the resonator’s energy quanta (phonons for a mechanical resonator, photons for a transmission line). This second quantization notation is more natural to describe resonators other than the $LC$ oscillator. To transform between the notations, recall that the quantum variable and coordinate of the oscillator can be written as

\[
q = \sqrt{\frac{\hbar}{2m_{\text{res}}\omega_{\text{res}}}}(a^\dagger + a)
\]
\[
p_q = i\sqrt{\frac{\hbar m_{\text{res}}\omega_{\text{res}}}{2}}(a^\dagger - a)
\] (3.27)

where $m_{\text{res}}$ is its effective mass.

In all three of the examples given in this chapter so far, the final coupling between qubits, or qubit and resonator, has been very similar. In particular, it is of the form ‘momentum-momentum’, where the exact form of the momentum depends on the system that is being considered.
In the following chapter, we consider a qubit-resonator model whereby a superconducting phase qubit is coupled capacitively to a high-$Q$ nanoelectromechanical (NEMS) resonator. This architecture, first proposed by Michael Geller and Andrew Cleland in Refs. [39, 23], is shown in the circuit diagram of Fig. 3.4. The resonator should be made of a piezoelectric material, such as AlN, so that its mechanical oscillations produce an oscillating electric field that can couple to the current of capacitively coupled Josephson junctions. The Hamiltonian derived from Refs. [39, 23] to describe a single resonator coupled to $n$ phase qubits is

$$H = \sum_{i=1}^{n} H_0^{(i)} + \hbar \omega_{\text{res}} a^\dagger a - i g (a - a^\dagger) \sum_{i=1}^{n} \varphi_i$$  \hspace{2cm} (3.28)$$

where $H_0^{(i)}$ is the uncoupled phase qubit Hamiltonian given above and $g$ is a coupling constant of dimensions of energy that depends on the fabrication of the resonator and the coupling circuit. This interaction Hamiltonian is seemingly different from those derived earlier, in particular, it is of the form ‘momentum-position,’ and it is not symmetric with respect to
circuit devices. It is for these types of variations in superconducting circuits that we derive a more general model of interaction in Ch. 5 and implement quantum logic in Ch. 6.

Several experimental demonstrations of the usefulness of coupling phase qubits to resonators have come from the combined efforts of John Martinis and Andrew Cleland at UCSB. Bell’s inequality was violated for entangled superconducting phase qubits separated by a stripline resonator [3], which can be modeled as a quantum harmonic oscillator with photonic excitations. Phase qubits have been used to prepare pure photon Fock states [50], arbitrary superpositions of Fock states [49], and study the decoherence of photons [120]. Using the qubit-resonator model, oscillations between phase qubits and microscopic spurious resonances in their Josephson junction tunnel junction materials have been measured [24].

At Yale University, the experimental groups of Rob Schoelkopf and Michele Deverot, consider charge qubits coupled to microwave transmission lines. They have demonstrated coherent coupling between the qubit and resonator [74], strong coupling of single photons to charge qubits [119], and also prepared photon fock states in the resonator [102].
CHAPTER 4

QUANTUM MEMORY FOR SUPERCONDUCTING QUBITS
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4.1 Introduction

The macroscopic quantum properties of superconductors make Josephson junctions strong candidates for large-scale quantum information processing [77]. Several proposed architectures involve coupling Josephson-junction (JJ) flux, phase, or charge qubits together with \( LC \) resonators [77, 105, 76, 84, 126, 127, 13, 96, 131], superconducting cavities [18, 12, 96, 119], mechanical resonators [23, 39, 133], or other types of oscillators [78, 132, 94]. Such resonator-based coupling schemes have the advantage of additional functionality resulting from the ability to tune the qubits relative to the resonator frequency, as well as to each other. Although the lowest pair of levels in a harmonic oscillator cannot be frequency selected by an external driving field, resonators are quite desirable as coupling elements because of their potential for having extremely high quality factors.

In JJ-resonator architectures, the resonators store qubits states, transfer states from one JJ to another, entangle two or more JJs, and mediate two-qubit quantum logic. In this paper we discuss the speed and accuracy with which a qubit state can be stored in a resonator and later retrieved, which depends on both the JJ-resonator coupling strength and the location of the state on the Bloch sphere. The specific architecture we consider is a large-area, current-biased JJ phase qubit coupled to a nanoelectromechanical resonator [23, 39]. The Hamiltonian is similar to that of a tunable few-level atom in a single-mode electromagnetic cavity, and many of our results will apply to other qubit-oscillator models. However, the precise tradeoff between memory speed and fidelity depends on the detailed form of the JJ-resonator interaction Hamiltonian, which varies from architecture to architecture.

Transfer of simple qubit states from a JJ to a weakly coupled resonator has been considered previously in Refs. [23, 39]. Here we study a complete memory operation, where the qubit is stored in the resonator and then transferred back to the JJ, for a large range of JJ-resonator coupling strengths and for a variety of qubit states. Furthermore, we show that a dramatic improvement in memory performance can be obtained by a numerical optimization procedure where the resonant interaction times and off-resonant detunings are varied to max-
imize the overall gate fidelity. This allows larger JJ-resonator couplings to be used, leading to faster gates and therefore more operations carried out within the available coherence time. Our results suggest that it should be possible to demonstrate a fast quantum memory using existing superconducting circuits, which would be a significant accomplishment in solid-state quantum computation.

In addition to its relevance for quantum information processing, our paper builds on recent interesting proposals to entangle a nanomechanical resonator with a Cooper-pair box \[4, 53\]. There is considerable interest in pushing a variety of nanoelectromechanical systems (NEMS) to the quantum limit \[4, 53, 62, 64, 14\], and the memory operation described here would provide a particularly clean demonstration of quantum effects.

4.2 Phase Qubit Coupled to NEMS Resonator

The low-energy dynamics of a JJ is determined by the phase difference $\varphi$ between the phases of the spatially uniform order parameters in the superconductors forming the junction. The Hamiltonian for the system we consider is \( H = H_3 + H_{\text{res}} + \delta H \), where \( H_3 \equiv -E_c \left( \frac{d^2}{d\varphi^2} \right) + U(\varphi) \) is the Hamiltonian for the JJ with current bias \( I_b \), with \( U \equiv -E_J (\cos \varphi + s \varphi) \) and \( s \equiv I_b/I_0 \). \( E_c \equiv (2e)^2/2C \) is the charging energy, and \( E_J \equiv \hbar I_0/2e \) is the Josephson energy, with \( C \) the junction capacitance and \( I_0 \) the critical current. In the large-area JJ of interest here, \( E_J \gg E_c \). \( \omega_{p0} \equiv \sqrt{2E_c E_J}/\hbar \) is the zero-bias plasma frequency. The lowest two eigenstates, \( |0\rangle \) and \( |1\rangle \), are used to make a qubit. \( H_{\text{res}} \equiv \hbar \omega_0 a^\dagger a \) is the Hamiltonian for the resonator, with \( a^\dagger \) and \( a \) the creation and annihilation operators for dilatational-mode phonons of frequency \( \omega_0 < \omega_{p0} \). The resonator is a piezoelectric disk sandwiched between two capacitor plates. Finally, the interaction term is \( \delta H = -i g (a - a^\dagger) \varphi \), where \( g \) is a coupling constant with dimensions of energy that depends on the geometric and material properties of the resonator \[23, 39\]. A similar interaction Hamiltonian applies to a current-biased JJ capacitively coupled to an \( LC \) circuit.
The junction Hamiltonian $H_J$ depends on the dimensionless bias current $s$, which is time dependent. We expand the state of the coupled system in a basis of instantaneous eigenstates $|mn\rangle_s$ of $H_0 \equiv H_J + H_{\text{res}}$, defined by $H_0(s)|mn\rangle_s = E_{mn}(s)|mn\rangle_s$, where $|mn\rangle_s \equiv |m\rangle_J \otimes |n\rangle_{\text{res}}$. Here $|m\rangle_J$ and $|n\rangle_{\text{res}}$ are the eigenstates of the uncoupled JJ and resonator, respectively. The wave function is expanded as $|\psi(t)\rangle = \sum_{mn} c_{mn}(t)e^{-(i/\hbar) \int_0^t dt' E_{mn}(s)}|mn\rangle_s$. The probability amplitudes in the instantaneous interaction representation then satisfy

\[ ih\dot{c}_{mn} = \sum_{m'n'} \langle mn|\delta H - ih\partial_t|m'n'\rangle_s e^{-(i/\hbar) \int_0^t dt' [E_{mn}(s) - E_{m'n'}(s)]}c_{m'n'}. \quad (4.1) \]

All effects of dissipation and decoherence are assumed to be negligible over the time scales studied here. We will also assume that the JJ states are well approximated by harmonic oscillator eigenfunctions, which is an excellent approximation unless $s$ is very close to unity. Transitions between instantaneous eigenstates caused by a nonadiabatic variation of $s$ are described by the term $\langle mn|\partial/\partial t|m'n'\rangle_s = \langle mn|\partial/\partial s|m'n'\rangle_s \dot{s}$, which can be evaluated analytically in the harmonic limit [39].

### 4.3 NEMS Resonator as a Quantum Memory Element

An arbitrary qubit state,

\[ |\psi\rangle_J = \alpha|0\rangle_J + \beta|1\rangle_J, \quad (4.2) \]

prepared in the JJ can be stored in the ground and one-phonon states of the resonator’s dilatational mode as follows: Assuming the resonator is initially in the ground state $|0\rangle_{\text{res}}$ and the JJ is detuned from the resonator, the coupled system is prepared in the initial state $\langle \alpha|0\rangle_J + \beta|1\rangle_J \otimes |0\rangle_{\text{res}} = \alpha|00\rangle + \beta|10\rangle$, with $|\alpha|^2 + |\beta|^2 = 1$. The bias current $s$ is then adiabatically varied to tune the JJ level spacing $\Delta \epsilon = \hbar \omega_0 (1 - s^2)^{1/4}$ to $\hbar \omega_0$, reaching the resonant value $s^* \equiv \sqrt{1 - (\omega_0/\omega_0)^4}$ at time $t = 0$. Neglecting any nonadiabatic corrections, the probability amplitudes in the instantaneous interaction representation at this time are $c_{mn}(0) = (\alpha \delta_{m0} + \beta \delta_{m1})\delta_{n0}$. 
If the interaction strength \( g \) is small compared with \( \hbar \omega_0 \), the subsequent dynamics is well described by the rotating-wave approximation (RWA) of quantum optics [104]. In this approximation, and on resonance, we can write (4.1) as

\[
\dot{c}_{0n} = \frac{g}{\hbar} \sqrt{n} x_{01} c_{1,n-1}
\]

(4.3)

\[
\dot{c}_{1n} = -\frac{g}{\hbar} \sqrt{n+1} x_{01} c_{0,n+1},
\]

(4.4)

where \( x_{01} \equiv \langle 0 | \varphi | 1 \rangle_J = l^* / \sqrt{2} \) is an effective dipole moment. Here \( l^* \equiv (2E_c/E_J)^{1/4}[1 - (s^*)^2]^{-1/8} \) is the characteristic width in \( \varphi \) of the JJ eigenfunctions, when tuned to the resonator. Then we obtain, for \( t \geq 0 \),

\[
c_{00}(t) = \alpha
\]

\[
c_{01}(t) = \beta \sin \left( \frac{\Omega t}{2} \right)
\]

\[
c_{10}(t) = \beta \cos \left( \frac{\Omega t}{2} \right)
\]

\[
c_{11}(t) = 0,
\]

(4.5)

and all \( c_{mn}(t) \) with \( n > 1 \) equal to zero. \( \Omega \equiv 2g x_{01} / \hbar \) is the resonant vacuum Rabi frequency.

After a time \( \Delta t = \pi / \Omega \), a \( \pi \) pulse, the nonvanishing probability amplitudes are \( c_{00}(t) = \alpha \) and \( c_{01}(t) = \beta \), corresponding to the interaction-representation state \( |0\rangle_J \otimes (\alpha |0\rangle_{\text{res}} + \beta |1\rangle_{\text{res}}) \).

The qubit state (4.2) has been stored in the resonator’s vacuum and one-phonon states. The JJ is now adiabatically detuned from the resonator. To retrieve the stored state, we again bring the systems into resonance at time \( t_1 \). Using the stored amplitudes as initial conditions, the RWA equations now lead to (for \( t \geq t_1 \))

\[
c_{00}(t) = \alpha
\]

\[
c_{01}(t) = \beta \cos \left( \frac{\Omega}{2} (t - t_1) \right)
\]

\[
c_{10}(t) = -\beta \sin \left( \frac{\Omega}{2} (t - t_1) \right)
\]

(4.6)

the others vanishing. This time the systems are held in resonance for an interval \( \Delta t = 3\pi / \Omega \), a \( 3\pi \) pulse, after which the original state \( (\alpha |0\rangle_J + \beta |1\rangle_J) \otimes |0\rangle_{\text{res}} \) is recovered.
The above analysis, which is based on the adiabatic approximation and the RWA, suggests that perfect memory performance can be obtained with arbitrarily fast gate times (arbitrarily large $g/\hbar \omega_0$). This is incorrect, of course, because the actual quantum memory performance is controlled by the corrections to these approximations, which become significant if $g/\hbar \omega_0$ is not small.

4.4 Quantum Memory Fidelity

The accuracy of a storage and retrieval operations can be characterized by the absolute value of the overlap between the intended and achieved final states, or the fidelity $F$ of the memory operation. Accounting for the fact that the intended and actual final state have the same phase factors resulting from the time evolution of the instantaneous eigenstates, $F$ is given by the absolute value of the inner product of the intended and achieved interaction-representation probability amplitudes. We actually report the fidelity squared,

$$F^2 = |\alpha^* c_{00}(t_f) + \beta^* c_{10}(t_f)|^2,$$  \hspace{1cm} (4.7)

which is the probability that the memory device operates correctly. The fidelity is measured at a time $t_f$, 1 ns after the qubit has been transferred back to the JJ. The $c_{mn}$ in (4.6) are obtained by numerically integrating the exact equation of motion (4.1).

Dissipation and decoherence are not included in our model and do not affect the $F$ we calculate. Thus, any loss of fidelity we find is a consequence of the breakdown of the rotating-wave and adiabatic approximations. An alternative approach would be to introduce phenomenological dissipation and decoherence rates for the qubit and resonator, and calculate the fidelity from the density matrix equation of motion. However, the resulting fidelity versus gate speed curve would then depend sensitively on the assumed dissipation and decoherence rates, which vary considerably from system to system. By including only the pure ”gate error” contribution to $R$, one can immediately apply our results to a given experimental system by focusing on gate times short compared with the relevant energy and phase relaxation times.
When the JJ is weakly coupled to the resonator, with \( g/\hbar \omega_0 \) below a few percent, the RWA memory protocol of Sec. 4.3 works well, and qubits are stored and retrieved with high fidelity. However, such gates are slow. As \( g/\hbar \omega_0 \) is increased, making the gate faster, the fidelity becomes very poor, and it becomes necessary to deviate from the RWA protocol by numerically searching for optimum values of the resonant interaction times and off-resonant detunings. By performing this optimization for a variety of coupling strengths, we find that the \( \pi \) and \( 3\pi \) pulse times should be shortened to \( \Delta t = [1 - 0.8(g/\hbar \omega_0)]\Delta t_{\text{RWA}} \), where \( \Delta t_{\text{RWA}} \) is the RWA values.

In Fig. 4.1 we show the result of simulating the storage and retrieval of the qubit state \( 2^{-1/2}(|0\rangle + |1\rangle) \), which is on the equator of the Bloch sphere. The JJ is that of Ref. [81], with parameters \( E_J = 43.05 \) meV and \( E_c = 53.33 \) neV, and the resonator has a dilatational-mode frequency \( \omega_0/2\pi \) of 15 GHz. The JJ and resonator are somewhat strongly coupled, with \( g = 0.20 \hbar \omega_0 \). The dimensionless bias current on resonance is \( s^* = 0.545 \), and the off-resonant values were determined by optimization. Trapezoidal bias profiles with 1 ns ramps and optimized interaction times were used. The gate takes about 10 ns to complete, disregarding times during which the system is detuned, and a squared fidelity of about 91% is achieved. As stated above, the loss of fidelity comes entirely from corrections to the rotating-wave and adiabatic approximations.

### 4.4.1 Memory fidelity versus coupling strength

In the upper panel of Fig. 4.2 we plot the memory fidelity for the same qubit state \( 2^{-1/2}(|0\rangle + |1\rangle) \) as a function of \( g/\hbar \omega_0 \). As expected, the fidelity gradually decreases with increasing \( g \). The small deviations from a strictly monotonic dependence on \( g \) are caused by oscillations in the probability amplitudes occurring when the JJ is detuned from the resonator, as in the final nanoseconds of Fig. 4.1 (These could be eliminated by choosing an optimal \( t_f \) for each \( g \)). The lower panel of Fig. 4.2 gives the gate time as a function of \( g/\hbar \omega_0 \), again disregarding nonresonant evolution. These results suggest that memory fidelities better than 90% can be
Figure 4.1: Storage and retrieval of the state $2^{-1/2}(\ket{0} + \ket{1})$. The solid curve is the overlap squared with the initial state. After about 19 ns the qubit is successfully retrieved with a squared fidelity of 91%. The dotted curve gives the occupation of the state $2^{-1/2}(\ket{00} + \ket{01})$, in which the qubit is stored in the resonator. $g/\hbar\omega_0$ is 20%. The dashed curve is $s$ achieved using phase qubits and resonators with coherence times longer than a few tens of nanoseconds.

4.4.2 State dependence of memory fidelity

The memory fidelity depends not only on the strength of the JJ-resonator interaction, but also on the qubit state itself. This is because the fidelity is determined by the corrections to the adiabatic and rotating-wave approximations, and these corrections are state dependent. Using a Bloch sphere representation $\cos(\theta/2)\ket{0} + \sin(\theta/2)e^{i\phi}\ket{1}$ for the stored qubit, we show in Fig. 4.3, the memory fidelity along two great circles, from $\ket{0}$ to $\ket{1}$ along $\phi = 0$ (left) and around the equator (right) starting and finishing at $2^{-1/2}(\ket{0} + \ket{1})$.

The dependence of $F$ on $\theta$ can be understood as follows: When $\theta = 0$, the initial state of the coupled system is $\ket{00}$, because the resonator always starts in the ground state. For a
Figure 4.2: (Upper panel) Memory fidelity for the equator state $2^{-1/2}(|0⟩ + |1⟩)$ as a function of $g/\hbar\omega_0$, using both the RWA (unfilled circles) and optimized (solid circles) pulse times. (Lower panel) The time needed to store and retrieve the state, using both the RWA (dashed curve) and optimized (solid curve) pulse times.

weakly coupled system, $|00⟩$ is close to the exact ground state for any $s$, because there are no other $|mn⟩$ states degenerate with $|00⟩$. In the adiabatic $ds/dt \to 0$ limit, the large component of $|00⟩$ in the exact instantaneous ground state will remain there with unit probability, a consequence of the adiabatic theorem, leading to a high memory fidelity for the qubit state $|0⟩$. The $|1⟩$ state, by contrast, derives no protection from the adiabatic theorem and is subject to errors caused by the corrections to the RWA. The weaker $φ$ dependence is a consequence of the form of $δH$, which favors equator states pointing in the $2^{-1/2}(|0⟩ + |1⟩)$ or “positive x” direction.
Figure 4.3: State dependence of memory fidelity, for the same JJ-resonator system studied in Fig. 1, with $g/\hbar \omega_0 = 20\%$. (Left) Fidelity as a function of $\theta$, along the arc $\phi = 0$ on the Bloch sphere. (Right) Fidelity around the equator.

4.5 Discussion

We have explored the speed and accuracy with which a NEMS resonator can be used to store qubit states prepared in a current-biased JJ. We find that a simple optimization of resonant interaction times and off-resonant detuning leads to a tremendous improvement in gate performance compared with that resulting from the primitive RWA protocol. Finding the right balance between gate fidelity and operation time will be essential in the design of large-scale superconducting quantum computers. Overall, our simulation suggests that generic states on the Bloch sphere can be stored and retrieved in a few tens of nanoseconds with accuracies better than 90\%. We expect that many of the results presented here will apply to other qubit-oscillator systems as well.
In the previous chapters, many superconducting circuits were considered as possible building blocks of a quantum computer. In the following chapters we discuss how to implement quantum logic and simulate other systems with these superconducting circuits. This chapter serves as a bridge between the physically motivated discussions in the previous chapters to the more mathematical discussions in the following chapters.

A very general model of weakly coupled qubits is described, one that has a wide range of applicability including all of the superconducting qubit circuits described previously, and some architectures not described, such as NMR and ion traps. Assumptions are placed on this model only when the benefits of simplicity outweigh the cost of generality.

This purpose of defining such a general and abstract model is efficiency and longevity. With a model that encompasses any system of weakly coupled qubits, we can perform a calculation abstractly that applies to many different physical systems simultaneously. Also, as superconducting qubit architectures rapidly evolve, results tailored to a specific architecture become quickly obsolete.

Theory development using a general model of weakly coupled qubits also has experimental benefit. We show that certain types of interactions between qubits have no benefit to gate design or quantum simulation and are therefore expendable, while others prove crucial for effective qubit-qubit coupling. These considerations can affect circuit design and fabrication.

In the first section of this chapter, a general model Hamiltonian for weakly coupled qubits is established. This model is time dependent, and contains large energy discrepancies
between the diagonal and off-diagonal terms. This makes calculating the time evolution of
the physical systems described by the Hamiltonian difficult analytically.

In the second section, we transform the general Hamiltonian into a rotating frame. In
the final section we approximate the rotating frame Hamiltonian as a time-independent
Hamiltonian that is used as a substitution for the more general Hamiltonian for the purposes
of gate design.

Inaccuracies based on these approximations are small when qubits are coupled weakly.
Gate design and simulation techniques that use these approximate Hamiltonian solutions
should be considered as guidelines about which more process architecture-dependent opti-
mizations can be performed.

5.1 Projecting Superconducting Qubit Hamiltonians into the Computational Basis

In chapters 2-4 the Hamiltonians describing superconducting circuits were written in terms
of continuous quantum variables, e.g. \( \varphi_i, Q, p_\varphi \), etc., in infinite dimensional Hilbert spaces.
While this is necessary to identify the energy eigenstates of the quantum circuit, only two
of the infinite number of energy levels in the quantum circuit will be used for quantum
computation. The two eigenstates lowest in energy are usually defined as the qubit states of
the circuit, and they are labelled \(|0\rangle\) and \(|1\rangle\). The ‘computational subspace’ of an \(n\)-qubit
quantum computer is the \(2^n\)-dimensional Hilbert space spanned by only the qubit states of
each superconducting qubit.

Circuit Hamiltonians are projected into the computational basis state to simplify the
process of gate design. For example, in the case of capacitively coupled phase qubits, the
Hamiltonian can be written as \( H = H_0 + H_{\text{int}} \) where

\[
H_0 = \sum_{i=1}^{n} \left[ \frac{p_{\varphi_i}^2}{2\alpha C_i} - E_i^{(i)}(\cos \varphi_i + s_i \varphi_i) \right] \quad \text{and} \quad H_{\text{int}} = \frac{1}{2} \sum_{i\neq j} \frac{p_{\varphi_i} p_{\varphi_j}}{\alpha^2 C_{\text{int}}^{ij}}.
\]  

(5.1)
Projecting into the computational basis involves first finding energy eigenstates (or localized quasibound states) of $H_0$ for each qubit. For the $i$th qubit, suppose the energies are $\epsilon^0_i$, $\epsilon^1_i$, $\epsilon^2_i$, etc. The states lowest in energy are defined to be the qubit states represented by $|0\rangle$ and $|1\rangle$, so if all other states are ignored,

$$H_0 = \sum_i -\frac{\epsilon_i}{2}\sigma^z_i$$

(5.2)

where $\epsilon_i = \epsilon^1_i - \epsilon^0_i$ and an additive constant has been dropped. The following notation is used for the Pauli matrices:

$$\sigma^x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \text{and} \quad \sigma^z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$$

(5.3)

The sign of $H_0$ in Eqn. (5.2) comes from the convention of using the computational basis states in the order $|0\rangle$, $|1\rangle$. The projected interaction Hamiltonian is of the form

$$H_{\text{int}} = \frac{g}{2} \sum_{i \neq j} \sigma^y_i \otimes \sigma^y_j$$

(5.4)

where $g$ is a coupling constant of dimensions of energy that depends on the properties of the junctions and their interaction capacitance. All of the ‘momentum-momentum’ couplings derived in Ch. 3 will be of this forms with differing $g$ values. A ‘position-position’ coupling is of the form

$$H_{\text{int}} = \frac{g}{2} \sum_{i \neq j} \sigma^x_i \otimes \sigma^x_j,$$

(5.5)

and so forth.

Leakage out of the computational subspace is an important concern to gate design. However, the details of how the computational basis states couple to higher lying energy levels are architecture specific. We do not include any states outside of the computational subspace here, but note that techniques to reduce leakage out of the computational basis do exist and can be used in combination with theory developed in the computational subspace [85]. It is also interesting to consider the possibility of generalizing the theory presented here in the computational subspace to allow three (or more) states per qubit.
5.2 A General Model Hamiltonian of \( n \) Weakly Coupled Qubits

The Hamiltonian of a quantum computer of \( n \) weakly coupled qubits can be written as the sum of three terms,

\[
H = H_0 + H_C + H_{\text{int}},
\]

where \( H_0 \) in Eqn. (5.2) describes \( n \) noninteracting qubits, \( H_C \) describes external control on the qubits, and \( H_{\text{int}} \) describes qubit-qubit interaction. The Pauli matrices together with the 2\( \times \)2 identity \( \sigma^0 \) form a basis for any operator acting on a single two level system, and will be used to describe \( H_0 \) and \( H_C \). Control Hamiltonians can vary in detail between architectures, but we assume

\[
H_C = \sum_{i=1}^{n} \Omega_i \cos(\omega_{rf} t + \phi_i) \sigma_i^x,
\]

which has a wide range of applicability in superconducting qubit architectures. Oscillations between qubit energy levels are driven by external sources of flux and/or current described with magnitude \( \Omega \), driving frequency \( \omega_{rf} \), and phase \( \phi \). Note that \( \Omega = \Omega(t) \) and \( \phi = \phi(t) \) are in general time dependent.

Interactions occur between pairs of qubits, and can therefore be written in a basis of tensor products of two Pauli matrices: \( \sigma_i^x \sigma_j^x, \sigma_i^z \sigma_j^z \), etc. Interactions can cause one qubit to rotate while the other remains unchanged, so terms of the form \( \sigma_i^x \otimes \sigma_j^0 \), etc. appear in the most general description of interaction:

\[
H_{\text{int}}(t) = \frac{1}{2} \sum_{i \neq j} g_{ij}(t) J_{\mu\nu} \sigma_i^\mu \otimes \sigma_j^\nu,
\]

where \( \mu, \nu \in \{0, x, y, z\} \) are summed over. \( g_{ij}(t) = g_{ji}(t) \) are pairwise qubit interaction strengths which have dimensions of energy and may in general be time-dependent. \( J_{\mu\nu} \) is a 4\( \times \)4 dimensionless tensor that describes the time-independent structure of the qubit interaction and is determined by the computer’s architecture. The coefficient of a particular
tensor product $\sigma_i^\mu \otimes \sigma_j^\nu$ is determined by the element $J_{\mu\nu}$:

$$J_{\mu\nu} \sigma_i^\mu \otimes \sigma_j^\nu = J_{00} \mathbb{I} + J_{01} \sigma_j^1 + J_{02} \sigma_j^2 + J_{03} \sigma_j^3$$

$$+ J_{10} \sigma_i^1 + J_{11} \sigma_i^1 \otimes \sigma_j^1 + J_{12} \sigma_i^1 \otimes \sigma_j^2 + J_{13} \sigma_i^1 \otimes \sigma_j^3$$

$$+ J_{20} \sigma_i^2 + J_{21} \sigma_i^2 \otimes \sigma_j^1 + J_{22} \sigma_i^2 \otimes \sigma_j^2 + J_{23} \sigma_i^2 \otimes \sigma_j^3$$

$$+ J_{30} \sigma_i^3 + J_{31} \sigma_i^3 \otimes \sigma_j^1 + J_{32} \sigma_i^3 \otimes \sigma_j^2 + J_{33} \sigma_i^3 \otimes \sigma_j^3. \quad (5.9)$$

$J_{\mu\nu}$ can be generalized to describe systems of nonidentical two level systems where each pair of two level systems may have a different interaction, requiring $J_{i\mu}^{ij}$ to have four indices. The interaction between each pair of qubits is more often identical; therefore, these additional indices will be suppressed. Furthermore, when describing identical qubits, $J_{\mu\nu}$ is symmetric:

$$J_{\mu\nu} = J_{\nu\mu} \quad (5.10)$$

### 5.3 Rotating Frame

The time evolution generated by the quantum computer’s Hamiltonian $H = H(t)$ is

$$U = e^{-i/\hbar \int_0^t H(t') dt'} \quad (5.11)$$

according to Schrodinger’s Equation. The state of the quantum computer measured after evolving by time evolution operator $U$ will be identical to the state measured after operation $\tilde{U} \cdot U$, so long as the operation $\tilde{U}$ commutes with measurement. One such operation is a rotation of each of the qubits about the $\sigma_i^z$ ‘direction’,

$$\tilde{U} = e^{-i \sum_{i=1}^n \omega_i \sigma_i^z t}, \quad (5.12)$$

since $\sigma_i^z$ is diagonal in the basis of energy eigenstates (which is the basis of measurement). We calculate the Hamiltonian that generates the product of operators $\tilde{U} \cdot U$, which we denote as $\tilde{H}$. This Hamiltonian, commonly referred to as the Hamiltonian in the ‘rotating frame’, will generate a time evolution that is indistinguishable from the actual time evolution of the
computer as generated by \( H \), not because the lab is rotating, but because \( \tilde{U} \) commutes with measurement.

Since \( \text{i} \hbar \partial_t U(t) = H(t) U(t) \),

\[
\text{i} \hbar \partial_t [\tilde{U}(t) \cdot U(t)] = \text{i} \hbar [\partial_t \tilde{U}] \cdot U + \text{i} \hbar \tilde{U} \cdot [\partial_t U] = \left[ \sum_i \frac{\hbar \omega_i}{2} \sigma_i^z + \tilde{U} H(t) \tilde{U}^{-1} \right] \tilde{U} \cdot U, \tag{5.13}
\]

and the rotating frame Hamiltonian \( \tilde{H} \) that generates \( \tilde{U} \cdot U \) is

\[
\tilde{H} = \sum_i \frac{\hbar \omega_i}{2} \sigma_i^z + \tilde{U} H(t) \tilde{U}^{-1} = \frac{1}{2} \sum_{i=1}^n [\hbar \omega_i - \epsilon_i(t)] \sigma_i^z + \tilde{U} H_C \tilde{U}^{-1} + \tilde{U} H_{\text{int}} \tilde{U}^{-1} \tag{5.14}
\]

since \( H_0 \) and \( \tilde{U} \) commute. For convenience, define \( \tilde{H}_C \equiv \tilde{U} H_C \tilde{U}^{-1} \) and \( \tilde{H}_{\text{int}} = \tilde{U} H_{\text{int}} \tilde{U}^{-1} \).

Note that

\[
\tilde{U} \sigma_i^x \tilde{U}^{-1} = \cos (\omega_i t) \sigma_i^x + \sin (\omega_i t) \sigma_i^y
\]

\[
\tilde{U} \sigma_i^y \tilde{U}^{-1} = \cos (\omega_i t) \sigma_i^y - \sin (\omega_i t) \sigma_i^x
\]

and \( \tilde{U} \sigma_i^z \tilde{U}^{-1} = \sigma_i^z \), so

\[
\tilde{H}_C = \frac{\hbar}{2} \sum_{i=1}^N \Omega_i \left[ \cos (\omega_i^r t + \phi_i + \omega_i t) + \cos (\omega_i^r t + \phi_i - \omega_i t) \right] \sigma_i^x
\]

\[
+ \frac{\hbar}{2} \sum_{i=1}^N \Omega_i \left[ \sin (\omega_i^r t + \phi_i + \omega_i t) - \sin (\omega_i^r t + \phi_i - \omega_i t) \right] \sigma_i^y
\]

\[
\tilde{H}_{\text{int}} = \frac{1}{2} \sum_{i \neq j} g_{ij}(t) \left\{ J_{00} \mathbb{1} + J_{0x} \sigma_j^x + J_{0y} \sigma_j^y + J_{0z} \sigma_j^z \otimes \sigma_j^z \right.\right.
\]

\[
+ \left[ \cos (\omega_j t) + \sin (\omega_j t) \right] \cdot \left[ J_{0x} \sigma_j^x + J_{xx} \sigma_j^x \otimes \sigma_j^x \right] + \left[ \cos (\omega_j t) + \sin (\omega_j t) \right] \cdot \left[ J_{xx} \sigma_j^x + J_{0x} \sigma_j^x \otimes \sigma_j^x \right] + \left[ \cos (\omega_j t) + \sin (\omega_j t) \right] \cdot \left[ J_{xx} \sigma_j^x \otimes \sigma_j^x \right]
\]

\[
+ \left[ \cos (\omega_j t - \sin (\omega_j t)) \right] \cdot \left[ J_{0y} \sigma_j^y + J_{yy} \sigma_j^y \otimes \sigma_j^y \right] + \left[ \cos (\omega_j t - \sin (\omega_j t)) \right] \cdot \left[ J_{yy} \sigma_j^y + J_{0y} \sigma_j^y \otimes \sigma_j^y \right] + \left[ \cos (\omega_j t - \sin (\omega_j t)) \right] \cdot \left[ J_{yy} \sigma_j^y \otimes \sigma_j^y \right]
\]

\[
+ \frac{1}{2} \left[ \cos (\omega_j t + \omega_j t) + \cos (\omega_j t - \omega_j t) \right] \cdot \left[ J_{xx} \sigma_j^x \otimes \sigma_j^x + J_{yy} \sigma_j^y \otimes \sigma_j^y \right] + \left[ \cos (\omega_j t - \sin (\omega_j t)) \right] \cdot \left[ J_{yy} \sigma_j^y \otimes \sigma_j^y \right]
\]

\[
+ \frac{1}{2} \left[ \cos (\omega_j t - \sin (\omega_j t)) \right] \cdot \left[ J_{xx} \sigma_j^x \otimes \sigma_j^y + J_{yy} \sigma_j^y \otimes \sigma_j^y \right] + \left[ \cos (\omega_j t - \sin (\omega_j t)) \right] \cdot \left[ J_{xx} \sigma_j^x \otimes \sigma_j^y \right]
\]

\[
+ \frac{1}{2} \left[ \sin (\omega_j t + \omega_j t) \right] \cdot \left[ J_{xx} \sigma_j^x \otimes \sigma_j^y - J_{yy} \sigma_j^y \otimes \sigma_j^y \right] + \left[ \sin (\omega_j t + \omega_j t) \right] \cdot \left[ J_{xx} \sigma_j^x \otimes \sigma_j^y \right]
\]

\[
+ \frac{1}{2} \left[ \sin (\omega_j t + \omega_j t) \right] \cdot \left[ J_{xx} \sigma_j^x \otimes \sigma_j^y - J_{yy} \sigma_j^y \otimes \sigma_j^y \right] + \left[ \sin (\omega_j t + \omega_j t) \right] \cdot \left[ J_{xx} \sigma_j^x \otimes \sigma_j^y \right]
\].
5.4 The Rotating Wave Approximation

At first glance, going into a rotating frame does not seem to help simplify $H(t)$ as $\tilde{H}_C$ and $\tilde{H}_{\text{int}}$ are much more complicated than $H_C$ and $H_{\text{int}}$ respectively. However, by choosing the frequencies $\omega_i$ cleverly, certain terms in $\tilde{H}_C$ and $\tilde{H}_{\text{int}}$ are made time independent while others oscillate very quickly with time. For example, by taking $\omega_i = \omega = \omega_i^{\text{rf}},$

\[
\tilde{H}_C = \frac{\hbar}{2} \sum_{i=1}^{n} \Omega_i \left[ \cos(\phi_i + 2\omega t) + \cos(\phi_i) \right] \sigma_i^x
\]

\[+ \frac{\hbar}{2} \sum_{i=1}^{N} \Omega_i \left[ \sin(\phi_i + 2\omega t) - \sin(\phi_i) \right] \sigma_i^y \tag{5.17}
\]

\[
\tilde{H}_{\text{int}} = \frac{1}{2} \sum_{i \neq j} g_{ij}(t) \left\{ J_{00} \mathbb{I} + J_{0z} \sigma_j^z + J_{z0} \sigma_i^z + J_{zz} \sigma_i^z \otimes \sigma_j^z \right. \\
+ \left[ \cos(\omega t) + \sin(\omega t) \right] \cdot [J_{0x} \sigma_j^x + J_{xx} \sigma_i^x \otimes \sigma_j^x + J_{x0} \sigma_i^x + J_{xx} \sigma_i^x \otimes \sigma_j^x] \\
+ \left[ \cos(\omega t) - \sin(\omega t) \right] \cdot [J_{0y} \sigma_j^y + J_{yy} \sigma_i^y \otimes \sigma_j^y + J_{y0} \sigma_i^y + J_{yy} \sigma_i^y \otimes \sigma_j^y] \\
+ \frac{1}{2} \left[ (J_{xx} + J_{yy}) \left( \sigma_i^x \otimes \sigma_j^x + \sigma_i^y \otimes \sigma_j^y \right) + (J_{xy} - J_{yx}) \left( \sigma_i^x \otimes \sigma_j^y - \sigma_i^y \otimes \sigma_j^x \right) \right] \\
+ \frac{1}{2} \cos(2\omega t) \left[ (J_{xx} - J_{yy}) \left( \sigma_i^x \otimes \sigma_j^x - \sigma_i^y \otimes \sigma_j^y \right) + (J_{xy} + J_{yx}) \left( \sigma_i^x \otimes \sigma_j^y + \sigma_i^y \otimes \sigma_j^x \right) \right] \\
+ \frac{1}{2} \sin(2\omega t) \left[ (J_{xx} - J_{yy}) \left( \sigma_i^x \otimes \sigma_j^y + \sigma_i^y \otimes \sigma_j^x \right) + (J_{xy} + J_{yx}) \left( \sigma_i^x \otimes \sigma_j^y - \sigma_i^y \otimes \sigma_j^x \right) \right] \right\}
\]

Using a standard and very accurate approximation from quantum optics called the Rotating Wave Approximation (RWA) \[104\], terms that change quickly with time are averaged, leaving

\[
\tilde{H}_C \simeq \frac{\hbar}{2} \sum_{i=1}^{n} \Omega_i (\cos \phi_i \sigma_i^x + \sin \phi_i \sigma_i^y) \tag{5.18}
\]

\[
\tilde{H}_{\text{int}} \simeq \frac{1}{2} \sum_{i \neq j} g_{ij}(t) \left\{ J_{00} \mathbb{I} + J_{0z} \sigma_j^z + J_{z0} \sigma_i^z + J_{zz} \sigma_i^z \otimes \sigma_j^z \\
+ J \left( \sigma_i^x \otimes \sigma_j^x + \sigma_i^y \otimes \sigma_j^y \right) + J' \left( \sigma_i^x \otimes \sigma_j^y - \sigma_i^y \otimes \sigma_j^x \right) \right\}
\]

where $J \equiv (J_{xx} + J_{yy})/2$ and $J' \equiv (J_{xy} - J_{yx})/2$. The RWA is improved for $\tilde{H}_C$ and $\tilde{H}_{\text{int}}$ as $\Omega/\omega \to 0$ and $g||J_{\mu\nu}||/\omega \to 0$ respectively.
Evolution by $H(t)$ is indistinguishable from evolution from $\tilde{H}(t)$, which to a good approximation is equivalent to evolution generated by $\mathcal{H}_{\text{RWA}} = \mathcal{H}_C + \mathcal{H}$, where

$$\mathcal{H}_C = \frac{1}{2} \sum_{i=1}^{n} \left\{ \hbar \Omega_i (\cos \phi_i \sigma_i^x + \sin \phi_i \sigma_i^y) + \left[ \hbar \omega - \epsilon_i(t) + \frac{J_{z0}}{2} \sum_{j \neq i} g_{ij}(t) \right] \sigma_i^z \right\}$$

$$\mathcal{H} = \frac{1}{2} \sum_{i \neq j} g_{ij}(t) \left[ J \left( \sigma_i^x \otimes \sigma_j^x + \sigma_i^y \otimes \sigma_j^y \right) + J' \left( \sigma_i^x \otimes \sigma_j^y - \sigma_i^y \otimes \sigma_j^x \right) + J_{zz} \sigma_i^z \otimes \sigma_j^z \right]$$

Note that the parameters $\Omega(t)$, $\phi(t)$, and $\epsilon(t)$ give complete control over $\mathcal{H}_C(t)$. In particular, $\mathcal{H}_C$ can be set to zero, even with $J_{z0}$ and $J_{0z}$ are nonzero. $\mathcal{H}$ is much simpler than the original $H_{\text{int}}$, as can be seen by its matrix form:

$$\mathcal{H} = \begin{pmatrix}
J_{zz} & 0 & 0 & 0 \\
0 & -J_{zz} & \gamma & 0 \\
0 & \gamma^* & -J_{zz} & 0 \\
0 & 0 & 0 & J_{zz}
\end{pmatrix} \quad (5.19)$$

where $\gamma(t) = 2g_{ij}(t)(J + iJ') = |\gamma(t)|e^{i\phi}$. Note that since $J_{\mu\nu}$ is assumed time independent, only the magnitude of $\gamma$ changes with time. In this approximation, which is extremely accurate in the weak coupling limit, all qubit-qubit interactions can be characterized by three parameters: $J$, $J'$, and $J_{zz}$, or alternatively, $|\gamma|$, $\theta$, and $J_{zz}$. These parameters depend only on 5 of the original 16 elements of the original coupling tensor $J_{\mu\nu}$: $J_{xx}$, $J_{yy}$, $J_{xy}$, $J_{yx}$, and $J_{zz}$. Terms involving one $\sigma_i^z$, namely $\sigma_i^x \otimes \sigma_j^z$, $\sigma_i^y \otimes \sigma_j^z$, $\sigma_i^z \otimes \sigma_j^x$, and $\sigma_i^z \otimes \sigma_j^y$, have no effect on qubit-qubit interaction in the RWA. This result will be used in the next chapter on gate design.
Quantum Gate Design For Weakly Coupled Qubits

One of the first and most important discoveries in quantum information science was that any $2^n \times 2^n$ dimensional time evolution operator $U$ can be decomposed into a universal set of one- and two-qubit logic gates on an $n$-qubit register [8, 90]. One of most important long term challenges to the physical implementation of a quantum computer is the fast and accurate implementation of such a universal set of gates on a physically realizable quantum system. This chapter explores gate design for weakly coupled qubits, using figures from our paper [40] unless otherwise noted.

6.1 The problem of Gate Design

Recall that any computation performed by a quantum computer is that computer’s time evolution $U(t)$ generated by its Hamiltonian $H(t)$ according to Schrodinger’s equation:

$$U(t) = Te^{-\frac{i}{\hbar} \int_0^t H(t')dt'}.$$  \hspace{1cm} (6.1)

In order for a physical system to be considered as a possible quantum computer, it must offer time dependent control over its Hamiltonian so that a universal set of gates can be performed on demand. Therefore, the Hamiltonian of a quantum computer must be a function of several control parameters $\xi_1, \xi_2, \ldots, \xi_k$:

$$H(t) = H(\xi_1(t), \xi_2(t), \ldots, \xi_k(t)).$$  \hspace{1cm} (6.2)
The problem of gate design can be stated as finding the time-dependent profiles of these parameters that will cause the computer to evolve the desired target gate $U_T$. Given $H(t)$, calculating $U(t)$ according to Eqn. (6.1) is straightforward numerically and sometimes straightforward analytically when $H(t)$ has certain properties. However, inverting this equation, e.g. finding $H(t)$ given the target gate $U_T$, is much more difficult. This is precisely what makes the process of gate design challenging. In this chapter, we focus on two qubit gate design, taking the CNOT gate

$$U_T = U_{\text{CNOT}} \equiv \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}, \quad (6.3)$$

as an example target gate when required.

In general, two-qubit gate design is a control problem in the continuous Lie group $U(N)$ of unitary transformations on an $N$ dimensional quantum system where $N \geq 4$. In this chapter, $N = 4$ is considered. This restriction seems reasonable since the two-qubit computational subspace is four dimensional; however, there is an important class of two-qubit gate protocols excluded by this approach that is mentioned briefly here.

Specifically, when a two-qubit system evolves a CNOT, its time evolution operator $U(t)$ may leave the computational subspace and return during the course of a gate’s implementation. This technique has proven very powerful for CNOT gate design. For example, if the $|11\rangle$ state performs a $2\pi$ rotation with an auxiliary state, like the $|02\rangle$ or $|20\rangle$ states of a superconducting circuit, while the other computational basis states only evolve an overall phase, the computational subspace will evolve the Controlled-Z(CZ) gate (up to an overall phase), where

$$U_{\text{CZ}} \equiv \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}. \quad (6.4)$$
The CZ gate is itself universal for quantum computation; however, the canonical CNOT in Eqn. (6.3) is useful for algorithm implementation and may be obtained from the CZ by only single qubit (non-entangling) transformations [90]:

$$U_{\text{CNOT}} = H_2 \cdot U_{\text{CZ}} \cdot H_2$$  \hspace{1cm} (6.5)

where $H_2$ is the Hadamard gate on the second qubit, which can be constructed from single qubit rotations:

$$H_i \equiv 2^{-\frac{1}{2}} \cdot \begin{pmatrix} 1 & 1 \\ 0 & -1 \end{pmatrix} = i R_x(\pi)_i \cdot R_y\left(\frac{\pi}{2}\right)_i.$$  \hspace{1cm} (6.6)

The notation for single qubit rotations is defined as follows:

$$R_{\hat{n}}(\theta)_i \equiv e^{-i \frac{\theta}{2} \hat{n} \cdot \vec{\sigma}_i}$$  \hspace{1cm} (6.7)

where $\hat{n}$ is any three dimensional unit vector and $\vec{\sigma}_i \equiv \sigma_i^x \hat{x} + \sigma_i^y \hat{y} + \sigma_i^z \hat{z}$.

This CNOT protocol was first proposed in 1995 by Cirac, et al. [21] for an ion trap quantum computer, then in 2003 by Strauch et al. for two capacitively coupled phase qubits [113]. It has been implemented experimentally for phase qubits [124, 89], transmon qubits [27, 28], and trapped ions [83]. While this chapter only considers evolution in the two-qubit computational subspace, it is possible that the approaches described here may be generalizable to $U(N)$ for $N \geq 5$ so that the results just mentioned may be included.

6.2 The Entangling Gates Generated by Weakly Coupled Qubits

Along with the many approaches to physically realizing a quantum computer come a variety of approaches to implementing universal logic. Often these approaches use details about the physical system being considered, or require the Hamiltonian to obey certain symmetries. For example, an exact CNOT gate construction is known when the qubits interact via an Ising interaction ($H \sim \sigma_1^z \otimes \sigma_2^z$) [90], as well as when qubits interact via a Heisenberg interaction ($H \sim \sigma_1 \cdot \sigma_2$) [71, 19].
The goal of this chapter is to develop an algorithmic approach to gate design that applies to any two-qubit gate and any interaction Hamiltonian. The model Hamiltonian derived in the last chapter is used, which only assumes a system of weakly coupled qubits. We also assume that \( H_C = 0 \), which implies that the qubits are tuned in energy, \( \epsilon_1 = \epsilon_2 \), unless \( J_{z0} = J_{0z} \) is nonzero.

The interaction part of the two-qubit RWA Hamiltonian is rewritten here for convenience:

\[
H = g(t) \left[ J(\sigma_1^x \otimes \sigma_2^x + \sigma_1^y \otimes \sigma_2^y) + J'(\sigma_1^x \otimes \sigma_2^y - \sigma_1^y \otimes \sigma_2^x) + J_{zz} \sigma_1^z \otimes \sigma_2^z \right]
\]

where \( \gamma(t) = 2g_{ij}(t)(J + iJ') = |\gamma(t)|e^{i\phi} \). It is straightforward to show that the time evolution generated by \( H(t) \) is

\[
U(t) = Te^{\int_{t_0}^{t} -iH(t')dt'}
\]

\[
= e^{-i\phi(t)} \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & e^{i2\phi(t)} \cos \Gamma(t) & e^{i(2\phi(t)+\varphi-\pi/2)} \sin \Gamma(t) & 0 \\
0 & e^{i(2\phi(t)-\varphi-\pi/2)} \sin \Gamma(t) & e^{i2\phi(t)} \cos \Gamma(t) & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

where \( \Gamma(t) = \int_{t_0}^{t} |\gamma(t')|dt' \), \( \phi(t) = J_{zz} \int_{t_0}^{t} g(t')dt' \), and \( \hbar = 1 \). Clearly, \( H \) will not naturally evolve the target CNOT gate in Eqn. (6.3) after any time \( t \).

### 6.3 Local Equivalence

\( H(t) \) cannot generate a CNOT directly; however, the single qubit control term in the RWA Hamiltonian adds three controls per qubit, \( \epsilon(t), \Omega(t) \) and \( \phi(t) \), that have not yet been considered. There are (at least) two ways one can add single qubit control to this problem. One is by simply adding \( H_C \) to \( H \) and using the single qubit rotation terms to ‘steer’ the
time evolution to the desired gate. This approach, as formulated by Zhang et al. in 2003 [129, 130], has been studied in detail by another member of our group Andrei Galiautdinov [35, 36].

Here a different approach is taken, namely, single qubit control is not added to $\mathcal{H}$, but arbitrary single qubit transformations are allowed before and after the time evolution $U(t)$ generated by $\mathcal{H}$. The target gate is decomposed as

$$U_T = e^{i\varphi}R^2 \cdot U_{\text{ent}} \cdot R^1$$

where $U_{\text{ent}}$ is the entangling part of the gate, $\varphi$ is an overall phase, and $R^{1,2}$ are pre- and post-single qubit rotations of the form in Eqn. (6.7). For most experimental implementations of a quantum computer, it is known how to perform an arbitrary single qubit rotation quickly and accurately.

Because the problem of implementing arbitrary single qubit rotations is so much easier than that of implementing arbitrary two-qubit gates, we will be satisfied if our interaction Hamiltonian $\mathcal{H}$ has evolved a gate equivalent to the target gate up to single qubit rotations and an overall phase. When the relationship between $U_{\text{ent}}$ and $U_T$ holds for some $R^{1,2}$ and $\varphi$, we say that $U_{\text{ent}}$ and $U_T$ are ‘locally equivalent,’ denoted as

$$U_T \sim U_{\text{ent}}.$$  

Both $U_T$ and $U_{\text{ent}}$ are in $U(4)$, a 16 dimensional Lie group (generated by, for example, the basis vectors of the $J_{\mu \nu}$ tensor). Single qubit rotations $R^1$ and $R^2$ are in the 6 dimensional Lie group $SU(2) \otimes SU(2)$, which can be generated by two copies of the three Pauli matrices: $\sigma_1^x, \sigma_1^y, \sigma_1^z, \sigma_2^x, \sigma_2^y, \sigma_2^z$. The overall phase $e^{i\varphi}$ is in the 1-dimensional group $U(1)$. This suggests that

$$\text{dim. of } U(4) - 2 \times (\text{dim. of } SU(2) \otimes SU(2)) - \text{dim. of } U(1) = 3$$

degrees of freedom are required to specify an operator’s ‘local equivalence class.’ In the next two subsections, two existing approaches to establishing an operators equivalence class are reviewed.
6.3.1 Makhlin Invariants

Yuriy Mahklin derived the condition for local equivalence in 2003 by proving that two quantities, $G_1(U)$ and $G_2(U)$, will be unchanged if local rotations are performed on $U$. $G_1$ is in general complex while $G_2$ is always real, so this amounts to three real variables that determine a gate's local equivalence. $G_1(U)$ and $G_2(U)$ are calculated as follows:

Define $U_B \equiv Q^\dagger U Q$ to be the transformation of $U$ into the Bell basis, defined as

$$Q \equiv \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 & 0 & i \\ 0 & i & 1 & 0 \\ 0 & i & -1 & 0 \\ 1 & 0 & 0 & -i \end{pmatrix}. \quad (6.13)$$

Let $u = U_B^T U_B$. Then

$$G_1(U) = \text{tr}^2 u \det U^\dagger / 16$$
$$G_2(U) = [\text{tr}^2 u - \text{tr}(u^2)] \det U^\dagger / 4. \quad (6.14)$$

$G_1$ and $G_2$ are referred to as ‘Makhlin Invariants.’ This result makes it convenient to numerical check whether the time evolution of any particular Hamiltonian will ever be locally equivalent to the desired target gate. For example, in the case of $U_T = U_{\text{CNOT}},$

$$G_1(U_T) = 0$$
$$G_1(U_T) = 1. \quad (6.15)$$

It is straightforward to show that for $U(t)$ in Eqn. (6.9),

$$G_1(U(t)) = \frac{1}{4} e^{-4i\phi(t)} \left[1 + e^{4i\phi(t)} \cos (2\Gamma(t))\right]^2$$
$$G_2(U(t)) = \cos (4\phi(t)t) + 2 \cos (2\Gamma(t)) \quad (6.16)$$

This means that $U(t)$ is locally equivalent to a CNOT when

$$\frac{1}{4} e^{-4i\phi(t)} \left(1 + e^{4i\phi(t)} \cos (2\Gamma(t)t)\right)^2 = 0$$
$$\cos (4\phi(t)t) + 2 \cos (2\Gamma(t)) = 1 \quad (6.17)$$
Both equations in (6.17) are satisfied only when both

\[ \Gamma(t) = 0 \mod \pi \]
\[ \phi(t) = \pi/4 \mod \pi/2. \]  

This requires that

\[ \frac{J_{zz}}{|\gamma|} = \frac{1 + 2m}{4n} \]  

for integers \( m \) and \( n \), or that \( \gamma = 0 \), in which case \( \mathcal{H} = J_{zz} \sigma_z^1 \sigma_z^2 \) and a gate locally equivalent to \( U_{\text{CNOT}} \) evolves when \( \phi(t) = \pi/4 \), a well-known result \[90\]. For superconducting qubits, the relative sizes of the coupling constants in \( J_{\mu\nu} \) depend on the physical architecture of the quantum circuit as well as details of circuit fabrication. Obtaining the exact ratio in Eqn. (6.19) is very restrictive and not satisfying as a general approach to gate design. It does, however, give us some useful information: A general interaction Hamiltonian \( \mathcal{H} \) only generates a \( U(t) \) locally equivalent to a CNOT in special cases.

An alternate approach to evolving the target gate will be required. So far we have only explored the possibility of performing a ‘single shot’ CNOT, by which only one entangling pulse is applied. Instead, we can look for ‘two shot solutions’, by which

\[ U_T \sim U_{\text{ent}} \cdot \mathcal{R} \cdot U_{\text{ent}} \]  

where \( U_{\text{ent}} \) is the time evolution generated by \( U(t) \) after some time \( t \). Makhlin’s result does not help us with this problem besides giving a numerical way to search over all possible times \( t \) and single qubit rotations \( \mathcal{R} \) for solutions to Eqn. (6.20). In the next section, we explore a more intuitive, geometric approach.

### 6.3.2 Cartan Decomposition

To gain geometric insight into the theory of two qubit gates, we turn to Lie algebra theory to better describe the group \( \text{SU}(4) \), a subgroup of \( \text{U}(4) \) in which all elements have determinant 1. Any element of \( \text{U}(4) \) can be transformed to an element in \( \text{SU}(4) \) by multiplication of an
overall phase, so we do not lose any of the physically observable behavior of \( U(4) \) by making this simplification. A convenient representation of the Lie algebra \( \mathfrak{su}(4) \) that generates the Lie group \( SU(4) \) is the set of 15 tensor products of Pauli matrices that form a basis for \( J_{\mu\nu} \) (the identity is excluded).

As introduced to the field of quantum computation by Khaneja and Glaser in 2001 \cite{60, 59}, the Lie algebra \( \mathfrak{su}(4) \) can be written as the direct some of two subalgebras,

\[ \mathfrak{su}(4) = \mathfrak{l} \oplus \mathfrak{p} \]  

(6.21)

where

\[ \mathfrak{l} = \mathfrak{su}(2) \otimes \mathfrak{su}(2) = \text{span}\{\sigma^x_1, \sigma^y_1, \sigma^z_1, \sigma^x_2, \sigma^y_2, \sigma^z_2\} \]  

(6.22)

\[ \mathfrak{p} = \mathfrak{su}(4)/\mathfrak{su}(2) \otimes \mathfrak{su}(2) = \text{span}\{\sigma^x_1 \otimes \sigma^x_2, \sigma^x_1 \otimes \sigma^y_2, \sigma^x_1 \otimes \sigma^z_2, \sigma^y_1 \otimes \sigma^x_2, \sigma^y_1 \otimes \sigma^y_2, \sigma^y_1 \otimes \sigma^z_2, \sigma^z_1 \otimes \sigma^x_2, \sigma^z_1 \otimes \sigma^y_2, \sigma^z_1 \otimes \sigma^z_2\} \].  

(6.23)

The subalgebra \( \mathfrak{l} \) generates single qubit rotations, while the subalgebra \( \mathfrak{p} \) generates entanglement between the qubits. Because the subalgebras \( \mathfrak{l} \) and \( \mathfrak{p} \) obey certain commutation relations,

\[ [\mathfrak{l}, \mathfrak{l}] \subset \mathfrak{l}, \ \ [\mathfrak{p}, \mathfrak{l}] \subset \mathfrak{p}, \ \ [\mathfrak{p}, \mathfrak{p}] \subset \mathfrak{l}, \]  

(6.24)

any maximal abelian (commuting) subalgebra of \( \mathfrak{p} \) is a Cartan subalgebra of \( \mathfrak{su}(4) \). Suppose \( \mathfrak{a} \subset \mathfrak{p} \) is a Cartan subalgebra. For our purposes, a particularly useful property of Cartan subalgebras is that any \( U \in SU(4) \) can be written as

\[ U = \mathcal{R}^1 \cdot \mathcal{A} \cdot \mathcal{R}^2 \]  

(6.25)

where \( \mathcal{R}^{1,2} \) are generated by \( \mathfrak{l} \) and \( \mathcal{A} \) is generated by \( \mathfrak{a} \) \cite{48}.  

There are several 3-element Cartan subalgebras in \( \mathfrak{p} \). We choose one that contains generators most often found in physical Hamiltonians,

\[ \mathfrak{a} \equiv \text{span}\{\sigma^x_1 \otimes \sigma^y_2, \sigma^y_1 \otimes \sigma^y_2, \sigma^z_1 \otimes \sigma^z_2\}. \]  

(6.26)
In this case, the Cartan decomposition of Eqn. (6.25) translates to every $U \in SU(4)$ being locally equivalent to an $A$ of the form

$$A(x, y, z) \equiv e^{-i(x\sigma_i^x \otimes \sigma_j^x + y\sigma_i^y \otimes \sigma_j^y + z\sigma_i^z \otimes \sigma_j^z)}.$$  

This is a very powerful statement, as it says that only three entangling generators are needed to describe an arbitrary $U$, even though there are a total of 9 entangling generators in $su(4)$. Furthermore, every $U$ can be mapped to a point in a 3-dimensional space by assigning to it the point $(x, y, z)$ of its corresponding $A(x, y, z)$. This mapping from $U$ to the 3d ‘space of entanglers’ is not unique, however. Not only do the variables $x$, $y$, and $z$ have the $2\pi$ periodicity in $x$, $y$ and $z$ that we may expect, but there are several other ways that one can change $A$ non-trivially by single qubit rotations. For example,

$$R_x(-\pi)A(x, y, z)R_x(\pi) = A(x, -y, -z);$$  

therefore,

$$A(x, y, z) \sim A(x, -y, -z),$$

and any gate locally equivalent to $A(x, y, z)$ will also be locally equivalent to $A(x, -y, -z)$. This means that a given $U$ is locally equivalent to many $A(x, y, z)$. For a full discussion of the geometry of the group generated by $\alpha$, see Refs. [129, 130]. There is a continuous subspace of the full space of entanglers, called the Weyl chamber, that does have a one-to-one correspondence with the local equivalence classes of $SU(4)$. While this is a beautiful result, allowing $U(t)$ to evolve outside of this subspace is more useful for gate design.

### 6.4 The Space of Entanglers

The theories of Makhlin invariance combined with Cartan decomposition give us powerful intuition toward gate design. Given a target gate $U_T$, it is not often easy to identify which $A(x, y, z)$ to which it corresponds. In [129], a very useful relationship is given between the Makhlin invariants, which can be calculated directly from $U_T$, and the arguments $x$, $y$, and
$z$ of an equivalent $A$:

\[
G_1 = \cos^2(2x) \cos^2(2y) \cos^2(2z) - \sin^2(2x) \sin^2(2y) \sin^2(2z) \\
+ \frac{i}{4} \sin(4x) \sin(4y) \sin(4z)
\]

\[
G_2 = 4 \cos^2(2x) \cos^2(2y) \cos^2(2z) - 4 \sin^2(2x) \sin^2(2y) \sin^2(2z)
- \cos(4x) \cos(4y) \cos(4z)
\]

(6.30)

For example, if $U_T$ is the CNOT gate, then it is straightforward to calculate the Makhlin invariants $G_1 = 0$ and $G_2 = 1$. By inspection of Eqn. (6.30), it can be seen that

$$U_{\text{CNOT}} \sim A \left( \pm \frac{\pi}{4}, 0, 0 \right) \sim A \left( 0, \pm \frac{\pi}{4}, 0 \right) \sim A \left( 0, 0, \pm \frac{\pi}{4} \right).$$

(6.31)

These $A$ values correspond to the green dots in the space of entanglers shown in Fig. 6.1. In the following sections, gate design is outlined for differing conditions on $J$, $J'$ and $J_{zz}$.

**CASE 1: $J' \neq J$:**

In this case,

$$\mathcal{H} = g_{ij}(t) [J(\sigma_1^x \otimes \sigma_2^x + \sigma_1^y \otimes \sigma_2^y) + J_{zz} \sigma_1^z \otimes \sigma_2^z],$$

(6.32)

which is in the Cartan subalgebra $a$. Because each of the terms in $\mathcal{H}$ commute,

$$U(t) = Te^{-\frac{i}{\hbar} \int_{t_0}^t g_{ij}(\tau) [J(\sigma_1^x \otimes \sigma_2^x + \sigma_1^y \otimes \sigma_2^y) + J_{zz} \sigma_1^z \otimes \sigma_2^z)]d\tau}$$

(6.33)

corresponds to the trajectory $r(t) = (x(t), y(t), z(t))$ where

$$x(t) = y(t) = \int_{t_0}^t g_{ij}(\tau) J d\tau = J \cdot G(t)$$

$$z(t) = \int_{t_0}^t g_{ij}(\tau) J_{zz} d\tau = J_{zz} \cdot G(t).$$

(6.34)

$G(t) \equiv \int_{t_0}^t g_{ij}(t') dt'$ is the area swept out by the coupling strength. In the common situation where $g$ is time independent, $G(t) = gt$. $r(t)$ traces the black line in Fig. 6.1 which starts from the origin (the identity) and naturally follows the line $x = y = z \tan \theta$ where $\theta = \tan^{-1}(J/J_{zz})$.
Figure 6.1: The ‘space of entanglers.’ Green points correspond to entanglers that are locally equivalent to a CNOT. The blue stars are locally equivalent to the swap gate, and the purple squares are locally equivalent to SWAP$\times$CNOT. The black curve represents a possible trajectory corresponding to Schrödinger evolution with $J' = 0$. A $\pi$-pulse is applied at $A\left(\frac{\pi}{8}, \frac{\pi}{8}, z\right)$ to ‘refocus’ the trajectory back the $x$-axis.

is the angle taken from the $z$-axis. In order for $r(t)$ to intersect a green dot (indicating $U(t)$ is locally equivalent to a CNOT), the special condition given in Eqn. (6.19) is required.

Alternatively, the path of $U(t)$ can be turned by inserting a single qubit rotation. Recall that a ‘$\pi$-pulse’ applied one of the qubits before and after the entangler $A(x, y, z)$ produces the entangler $A(x, -y, -z)$, as shown in Eqn. (6.28). Suppose a time evolution operator $U(t)$
sweeps out a line \( r(t) \) in the space of entanglers, indicated by the correspondence

\[
U(t) \leftrightarrow r(t) = (x(t), y(t), z(t)).
\]  
(6.35)

If a \( \pi \)-pulse is applied on one of the qubits before and after evolution by \( U(t) \), the resulting path in the space of entanglers is the reflection of \( r(t) \) over the \( x \)-axis:

\[
\mathcal{R}_x(-\pi)U(t)\mathcal{R}_x(\pi) \leftrightarrow r'(t) = (x(t), -y(t), -z(t)).
\]  
(6.36)

The combined effect of evolution by \( U(t) \) followed by \( \mathcal{R}_x(\pi)U(t)\mathcal{R}_x(\pi) \) is to reach a point exactly on the \( x \)-axis:

\[
\mathcal{R}_x(-\pi)U(t)\mathcal{R}_x(\pi)U(t) \leftrightarrow r'(t) + r(t) = (2x(t), 0, 0).
\]  
(6.37)

By this sequence with \( G(t) = \pi/8J \), the trajectory in the space of entanglers ends exactly at the point \((\pi/4, 0, 0)\), which corresponds to a net time evolution that is locally equivalent to the CNOT.

Note that if the angle \( \theta \) had been less that \( \pi/4 \), in other words \( J_{zz} > J \), then \( G(t_z) = \pi/8J_{zz} \) for a \( t_z < t \). In other words, a gate locally equivalent to a CNOT could be implemented faster by applying the \( \pi \)-pulses about the \( z \)-axis and turning the trajectory toward the point \((0, 0, \pi/4)\), which is also locally equivalent to a CNOT.

**Case 2:** \( J = J' = 0 \):

When \( J = J' = 0 \), \( \mathcal{H} = g_{ij}(t)J_{zz}\sigma^z_1 \otimes \sigma^z_2 \), so

\[
U(t) = e^{-\frac{i}{\hbar}J_{zz} \int_0^t g_{ij}(t') dt'} \leftrightarrow (0, 0, \frac{\pi}{4})
\]  
(6.38)
after \( G(t) = \pi/4J_{zz} \). This is the well known Ising case, mentioned before.

**Case 3:** \( J = 0 \neq J' \):

Note that \( \sigma^x_1 \otimes \sigma^y_2, \sigma^y_1 \otimes \sigma^x_2, \sigma^z_1 \otimes \sigma^z_2 \) also form a Cartan subalgebra where \((6.31)\) holds. The result from Case 1 is therefore applicable, with the modification that \( G(t) = \pi/8J' \) when \( J' > J_{zz} \).
CASE 4: \( J \neq 0 \) AND \( J' \neq 0 \)

In this case, the phase of \( \gamma, \varphi \equiv \arg(J + i J') \), is nonzero. The identity

\[
R_z(-\varphi)_2 U(t) R_z(\varphi)_2 = A(\Gamma(t), \Gamma(t), \phi(t))
\]

(6.39)

tells us that the following gate sequence

\[
R_z(-\varphi)_2 R_x(-\pi)_1 U(t) R_x(\pi)_1 U(t) R_z(\varphi)_2 \leftrightarrow \left( \frac{\pi}{4}, 0, 0 \right)
\]

(6.40)

produces a gate locally equivalent to a CNOT when \( \Gamma(t) = |\gamma| \cdot G(t) = \pi/8 \).

6.5 A General CNOT

The procedure for gate design applied to \( U_{CNOT} \) described in the last section can be summarized as follows: Define \( t \) so that \( G(t) = \pi/8|\gamma| \). Execute the gate sequence

\[
U_{ent} \equiv R_z(-\varphi)_2 R_x(-\pi)_1 U(t) R_x(\pi)_1 U(t) R_z(\varphi)_2 \\
\sim A\left( \frac{\pi}{4}, 0, 0 \right)
\]

(6.41)

which produces a gate that is locally equivalent to a CNOT. The canonical CNOT can be obtained exactly with the following pre- and post- single qubit rotations and overall phase:

\[
U_{CNOT} = e^{i \frac{3\pi}{4}} \left[ R_y\left( -\frac{\pi}{2} \right)_1 \otimes R_x\left( -\frac{\pi}{2} \right)_2 \right] \cdot U_{ent} \cdot R_y\left( \frac{\pi}{2} \right)_1.
\]

(6.42)

This generalization includes all but the second case above, the Ising limit. In this case, after a time \( t \) defined so that \( G(t) = \pi/4J_{zz} \), the system evolves \( A(0, 0, \frac{\pi}{4}) \) exactly, which is related to the CNOT gate according to

\[
U_{CNOT} = e^{-i \frac{\pi}{4}} H_2 \left[ R_z\left( -\frac{\pi}{2} \right)_1 \otimes R_z\left( -\frac{\pi}{2} \right)_2 \right] \cdot A\left( 0, 0, \frac{\pi}{4} \right) \cdot H_2.
\]

(6.43)

Another member of our group, Joydip Ghosh, has investigated the numerical accuracy of this general approach with differing \( J, J' \), and \( J_{zz} \) values in Ref. [42].
6.6 An Alternative to CNOT

Local equivalence simplifies the analysis of two qubit gates by removing the effect of single qubit rotations which are straightforward to perform experimentally. There is a two qubit operation that is simple to perform at the level of compiling a gate sequence, namely, the action of swapping two qubits. This is implemented simply by swapping the labels of the qubits. The action of swapping qubits is equivalent to the unitary transformation

\[ U_{\text{swap}} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}. \] (6.44)

When searching for an implementation of a particular \( U_T \), one may also search for that target gate before and after swapping. For the case of CNOT, the points corresponding to

\[ \text{CNOT} \times \text{SWAP} \]

\[ \text{SWAP} \times \text{CNOT} \] (6.45)

(which are locally equivalent to each other) are indicated by purple squares in Fig. 6.1. In the case that \( J' = J_{zz} = 0 \),

\[ U(t) = A \left( \frac{\pi}{4}, \frac{\pi}{4}, 0 \right) \sim \text{SWAP} \times \text{CNOT} \sim \text{CNOT} \times \text{SWAP} \] (6.46)

after \( G(t) = \pi/4 \cdot J \). The canonical SWAP×CNOT can be obtained by the following sequence of pre- and post- single qubit rotations:

\[
\text{SWAP} \times \text{CNOT} = i \left[ \mathcal{R}_x \left( \frac{\pi}{2} \right)_1 \otimes \mathcal{R}_x \left( \frac{\pi}{2} \right)_2 \right] \cdot \left[ \mathcal{R}_y \left( \frac{\pi}{2} \right)_1 \otimes \mathcal{R}_y \left( \frac{\pi}{2} \right)_2 \right] \mathcal{R}_x \left( \frac{\pi}{2} \right)_2 \\
\times A \left( \frac{\pi}{4}, \frac{\pi}{4}, 0 \right) \cdot \mathcal{R}_y \left( -\frac{\pi}{2} \right)_2.
\] (6.47)

The canonical CNOT can be obtained by from the SWAP×CNOT by simply relabeling the qubits.
Chapter 7

QUANTUM SIMULATION OF MOLECULAR COLLISIONS WITH SUPERCONDUCTING QUBITS

Quantum simulation algorithms can significantly reduce the resources necessary to simulate quantum mechanical systems [32]. Typically, these algorithms construct the simulated system’s time evolution operator, energies and/or eigenstates from a universal set of gates [70, 29, 121, 128, 16, 1, 123, 17, 109, 56, 5, 67, 30]. Alternatively, ultracold atoms, trapped ions, and liquid-state NMR have directly emulated the time evolution of certain other quantum systems [44, 115, 68, 33, 108]. Recent experimental progress suggests that quantum simulation will be one of the first practical applications of quantum computation [67, 30, 44, 115, 68, 33, 108, 15].

In principle, an $n$-qubit quantum computer can store the state of any $N = 2^n$ dimensional quantum system, an exponential reduction in the resources necessary to store quantum information on a classical computer. However, simulation may require $\sim N^2 = 2^{2n}$ elementary gates per time step unless the simulated Hamiltonian has special properties, e.g. locality [8, 70, 29]. Even for these special Hamiltonians, fully digital quantum simulation often requires an excessive number of gates for current quantum computing technology [17, 56, 5].

In this Letter, we show that a subspace of a tunable $n$-qubit quantum computer can emulate an arbitrary $n$-dimensional quantum system, trading an exponential reduction in resources for simulations of a wider variety of Hamiltonians. This subspace simulates other quantum systems very different from the computer itself in an amount of time that is independent of $n$. By comparison, classical simulation of an $n$-dimensional quantum system requires $\sim n^3$ elementary operations per time step. While the most efficient quantum simulation algorithms offer an exponential reduction in both qubits and elementary operations, they typically apply to specific, fundamental time-independent Hamiltonians, or those already similar to that of the computer itself. We show that with a more modest polynomial reduction in resources, a subspace of a tunable quantum computer can simulate any real, time-dependent Hamiltonian.

We begin by outlining the theory behind our approach to simulation. To this effect, we identify an $n$-dimensional invariant subspace suitable for quantum simulation. Then we define
a time dependent energy/time rescaling that maximizes the speed of the simulation within
the constraints of the quantum computer. Finally, we explicitly give the control parameters
of the quantum computer as a function of the matrix elements of $H_s(t)$.

This theory is tested by performing a simulation of a molecular collision with a cir-
cuit of tunably coupled Josephson phase qubits. Molecular collisions and electronic struc-
ture calculations are widely studied as important applications of quantum simulation tech-
niques [56 51 30]. We show in detail how a superconducting circuit of three tunably coupled
Josephson phase qubits simulates a three channel Na-He collision. Finally, we discuss the
relationship between simulation fidelity and total simulation time for this particular example.

An n-Dimensional Subspace of the full quantum computer’s Hilbert space, $\mathcal{H}$, can emulate
another quantum system at all times only if it is invariant to the time evolution generated
by the computer’s Hamiltonian $H_{qc}$ (so that the subspace is well-isolated from the rest of $\mathcal{H}$
and evolves unitarily). We model $H_{qc}$ as

$$ H_{qc}(t) = \frac{\sum_{i=1}^{n} -\epsilon_i(t) \sigma_i^z + \frac{1}{2} \sum_{i \neq j} g_{ij}(t) J_{\mu \nu} \sigma_i^\mu \otimes \sigma_j^\nu}{\epsilon_i(t)} , $$

where $\mu, \nu \in \{0, 1, 2, 3\}$ are summed over. $\epsilon_i(t)$ are the uncoupled qubit energies and $g_{ij}(t) = g_{ji}(t)$ are the pairwise qubit interaction strengths, both of which may in general be time-
dependent. $J_{\mu \nu}$ is a $4 \times 4$ tensor that describes the time-independent structure of the qubit
interaction which is determined by the computer’s architecture, as explained in detail in
Chapter 5.

In the weak coupling limit, $|g_{ij}|||J_{\mu \nu}||/\epsilon_i \ll 1$, subspaces of $\mathcal{H}$ are invariant to time evolu-
tion generated by $H_{qc}$ if spanned by computational basis states having the same number of
excited (tunable) qubits. The ‘single excitation subspace’, denoted as $\mathcal{H}_n$, is an $n$-dimensional
invariant subspace spanned by $|i\rangle_n \equiv |00..01_i..0_n\rangle$ for all $i = 1, 2, ..., n$.

The control parameters $\epsilon_i(t)$ and $g_{ij}(t)$ directly control the Hamiltonian that $\mathcal{H}_n$ simu-
lates. We define $H_n$ as $H_{qc}$ projected into the single excitation subspace,

$$ H_n(t) \equiv PH_{qc}(t)P^\dagger $$
where $P$ is an $n \times 2^n$ dimensional operator that projects $\mathcal{H}$ onto $\mathcal{H}_n$. Up to an additive energy shift, $H_n$ has matrix elements

$$H_n^{ij}(t) \equiv \begin{cases} 
\epsilon_i(t) - \alpha \sum_{k \neq i} g_{ik}(t), & i = j \\
g_{ij}(t), & i \neq j 
\end{cases}$$

(7.3)

with $\alpha \equiv 2(J_{zo} + J_{zz})$. We assume $J_{xx} + J_{yy} \neq 0$ and normalize $J_{\mu\nu}$ so that $J_{xx} + J_{yy} = 1$. In the weak coupling limit, $\mathcal{H}_n$ is approximately invariant and generated by $H_n$:

$$U_n(t) \equiv PU_{qc}(t)P^\dagger$$

$$\simeq \mathcal{T} e^{-\frac{i}{\hbar} \int_0^t H_n(t')dt'}$$

(7.4)

where $\mathcal{T}$ is the time-ordering operator. $H_n$ generates $U_n$ exactly when no matrix elements of $H_{qc}$ mix $H_n$ with the rest of $\mathcal{H}$ (i.e. $J_{0x} = J_{0y} = J_{xx} = J_{yy} = 0$). The $(n^2 + n)/2$ parameters $\epsilon_i(t)$ and $g_{ij}(t)$ independently control each of the $(n^2 + n)/2$ matrix elements of the real $H_n$ and can therefore be used to simulate any arbitrary, real Hamiltonian in $\mathcal{H}_n$.

While we can simulate $H_s$ in $\mathcal{H}_n$ by choosing $\epsilon_i(t)$ and $g_{ij}(t)$ so that $H_n(t) = H_s(t)$ for all $t$, a direct mapping between Hamiltonians limits the computer to simulating other quantum systems with similar energy scales over lengths of time within the computer’s coherence time. Fortunately, simulation of $H_s$ only requires equality up to an overall phase between $U_n$ and the time evolution operator generated by $H_s$:

$$U(t) \equiv \mathcal{T} e^{-\frac{i}{\hbar} \int_0^t H_s(t')dt'}$$

$$= e^{i\phi(t)} U_n(t_{qc}(t)).$$

(7.5)

The time elapsed on the quantum computer, $t_{qc}(t)$, is a strictly increasing function of simulated time $t$, admitting a much less restrictive relationship between Hamiltonians:

$$H_s(t) + c(t) = \lambda(t)H_n(t_{qc}(t)).$$

(7.6)

c(t) is a time-dependent, additive energy shift giving the overall phase difference $\phi(t) = \frac{1}{\hbar} \int_0^t c(t')dt'$, and we have introduced a positive, time-dependent energy/time scaling

$$\lambda(t) \equiv dt_{qc}/dt.$$
The energy/time scaling \( \lambda(t) \) determines the speed of the simulation. By carefully minimizing \( \lambda(t) \), we reduce the total simulation time and, consequently, the error due to decoherence. \( \lambda(t) \) is bounded from below by experimental constraints on the allowed values of control parameters \( \epsilon_i(t) \) and \( g_{ij}(t) \) as well as their maximum rates of change. Suppose qubit interaction strengths can vary in a range \( g_{ij}(t) \in [-g_{\text{max}}, g_{\text{max}}] \), and the uncoupled qubit energies can vary in a range \( \epsilon_i(t) \in [\epsilon_{\text{min}}, \epsilon_{\text{max}}] \). For convenience, we define a simulated energy \( E_i(t) \) analogous to \( \epsilon_i(t) \) when diagonal contributions from qubit interactions are anticipated:

\[
E_i(t) \equiv H_s^{ii}(t) + \alpha \sum_{j \neq i} H_s^{ij}(t).
\] (7.8)

Using this definition together with equations (3) and (6), we relate the control parameters of the quantum computer to the simulated energies in \( H_s(t) \):

\[
g_{ij}(t) = H_s^{ij}(t)/\lambda(t),
\]

\[
\epsilon_i(t) = [E_i(t) - c(t)]/\lambda(t).
\] (7.9)

By choosing \( c(t) = E_{\text{max}}(t) - \lambda(t)\epsilon_{\text{max}} \) where \( E_{\text{max}}(t) \) is the largest value obtained by the \( E_j(t) \) at a particular \( t \), we force each \( \epsilon_i \) to be as large as possible and therefore minimize leakage out of \( H_n \).

Each of the computer’s control parameters remains within its allowed range when \( \lambda(t) \) is larger than \((n^2 + n)/2 \) energy ratios at all times:

\[
\lambda(t) \geq \begin{cases} 
|H_s^{ij}(t)|/g_{\text{max}}, & i \neq j \\
\Delta E_i(t)/\Delta \epsilon_{\text{max}} & \end{cases}
\] (7.10)

where \( \Delta E_i(t) \equiv E_{\text{max}}(t) - E_i(t) \) and \( \Delta \epsilon \equiv \epsilon_{\text{max}} - \epsilon_{\text{min}} \). \( \lambda(t) \) is also bounded by constraints on the speeds with which control parameters can change. Suppose \( v_{\epsilon}^i(t_{\text{qc}}) \equiv d\epsilon_i(t_{\text{qc}})/dt_{\text{qc}} \) and \( v_{g}^{ij}(t_{\text{qc}}) \equiv dg_{ij}(t_{\text{qc}})/dt_{\text{qc}} \) can never be larger in magnitude than \( v_{\epsilon_{\text{max}}}^\epsilon \) and \( v_{\text{max}}^g \) respectively. Then for all \( t \),

\[
v_{\text{max}}^g \geq \frac{1}{\lambda^2} \left| \frac{dH_s^{ij}(t)}{dt} - \frac{H_s^{ij}(t)}{\lambda} \frac{d\lambda}{dt} \right|.
\] (7.11)
To simulate $H_s(t)$ in $\mathcal{H}_n$, we first choose $\lambda(t)$ as small as both inequalities (10) and (11) allow, guaranteeing a fast simulation within the experimental constraints of the quantum computer. We integrate over $\lambda(t)$ to calculate $t_{qc}$ as a function of $t$:

$$t_{qc}(t) = \int_{t_i}^t \lambda(t') dt' + t_{qc}(t_i).$$

With both $\lambda(t)$ and $t_{qc}(t)$ known, we can explicitly map the matrix elements of $H_s$ to the control parameters of the quantum computer:

$$\epsilon_i(t_{qc}(t)) = \epsilon_{\text{max}} + \Delta E_i(t) / \lambda(t),$$

$$g_{ij}(t_{qc}(t)) = H_{sij}(t) / \lambda(t).$$

To demonstrate our theory in detail, we describe three Josephson phase qubits simulating a three-channel collision between a sodium and a helium atom. For three phase qubits with tunable inductive coupling,

$$H_{qc}(t) = \sum_{i=1}^{3} -\epsilon_i(t)/2 \sigma_i^z + \frac{1}{2} \sum_{i \neq j} g_{ij}(t) \hat{\Phi}_i \otimes \hat{\Phi}_j$$

where $\hat{\Phi}_i$ is defined in terms of the matrix elements $\varphi_{jk} = \langle j | \hat{\varphi}_i | k \rangle$ of the local Josephson phase operator in the computational basis of the $i$th qubit:

$$\hat{\Phi}_i \equiv \sigma_i^x + \frac{\varphi_{00} - \varphi_{11}}{2\varphi_{01}} \sigma_i^z + \frac{\varphi_{11} + \varphi_{00}}{2\varphi_{01}} \sigma_i^0.$$ 

Both the $\epsilon_i$ and the $\varphi_{jk}$ depend on $\Phi_x$, the externally applied flux through the superconducting circuit. External flux bias is quantified by a dimensionless parameter $s_i(t) = \Phi_x / \Phi_x^*$ where $\Phi_x^*$ is the qubit’s critical flux bias, or alternatively, by the dimensionless well depth $\Delta U / \hbar \omega_p \text{[22]} \text{[79]}$. We consider external bias values for which $s \in [0.89, 0.90]$ and $\Delta U / \hbar \omega_p \in [13.7, 15.5]$. In this range, $\Delta \epsilon / h = 190 \text{MHz}$ while $\hat{\Phi}_i \simeq \sigma_i^1 + 11 \sigma_i^0$ varies little. A tunable mutual inductance independently controls the couplings $g_{ij}(t)$ between each pair of qubits. We have assumed Josephson junction parameters $I_0 = 2.93 \mu \text{A}$, $C = 1.52 \text{ pF}$, and $L = 808 \text{ pH}$.
An n-dimensional subspace can simulate a molecular collision only after we project the full, many-body Hamiltonian of the interacting electrons and nuclei into an n-dimensional basis. We construct the collision Hamiltonian from Born-Oppenheimer energies and nonadiabatic couplings calculated previously for three molecular channels: Na(3s) + He(1s2) [1 2Σ+] and Na(3p) + He(1s2)[1 2Π; 2 2Σ+] [69], labeled as |1⟩s, |2⟩s and |3⟩s respectively. The energies are stored for fixed values of the internuclear distance R, which we assume takes straight-line trajectories in a standard semiclassical approximation: 

\[ R(t) = \sqrt{b^2 + v^2 t^2} \]

where v is the incoming particle’s velocity and b is the impact parameter of the collision.

Figure 7.1 outlines our simulation protocol for \( H_s(t) \) describing a three-channel Na-He collision. The matrix elements of \( H_s(t) \) are displayed in Fig. 7.1(a) for a given semiclassical trajectory \( R(t) \). Directly below, we plot the energy/time scaling parameter \( \lambda(t) \) as a black curve enveloping the six energy ratios given in Eq. (10). A small \( \lambda(t) \) speeds the quantum computer through times when the internuclear distance \( R \) is large, but as \( R \) decreases (\( t \to 0 \)), a relatively small \( g_{\text{max}} \) value constrains the growing couplings. \( \lambda(t) \) increases over two orders of magnitude, creating a highly nonlinear relationship between \( t_{\text{qc}} \) and \( t \), as shown in Fig. 7.1(c). This effectively stretches the portion of the collision when internuclear distance is small over the entire simulation, as can be seen in the plot of the quantum computer’s control parameters as a function of \( t_{\text{qc}} \) in Fig. 7.1(d).

To study the fidelity of the simulation, we compare the exact and simulated time evolution operators, \( U(t) \) and \( U_n(t_{\text{qc}}(t)) \) respectively, by plotting (in Fig. 7.2) transition probabilities out of \( |1\rangle \): 

\[ P_{1i}(t) = |\langle i | U(t) | 1 \rangle|^2. \]  

(7.16)

Because the exact transition probabilities evolve differently with \( t \) than the simulated evolve with \( t_{\text{qc}} \), we define a time-dependent transition fidelity which accounts for time scaling,

\[ F(t) = |\langle 1 | U^\dagger(t) U_n(t_{\text{qc}}(t)) | 1 \rangle_n|^2, \]  

(7.17)
Figure 7.1: (color online) $H_s(t)$ describes a three channel Na-He collision with $b = 0.5$ and $v = 1.0$. (a) Diagonal energy differences $H_{ii}^s - H_{33}^s$ and couplings $H_{ij}^s$ ($i \neq j$) are plotted as a function of time in atomic units. (b) The dimensionless time scaling parameter $\lambda(t)$ envelopes the six energy ratios $\Delta E_i/\Delta \epsilon$ and $|H_{ij}^s|/g_{\text{max}}$ ($\Delta E_3 = 0$ for all $t$). We assume $g_{\text{max}}/h = 2.0$ MHz and $\Delta \epsilon_{\text{max}}/h = 190$ MHz. (c) $t_{\text{qc}}(t)$ plotted when $t_{\text{qc}}(t_i) = 0$, $t_i = -40$ a.u.. (d) Control parameters $g_{ij}/h$ and $(\epsilon_i - \epsilon_{\text{max}})/h$ that simulate $H_s(t)$ are plotted as a function of $t_{\text{qc}}$ ($\epsilon_3 = \epsilon_{\text{max}}$ for all $t_{\text{qc}}$).
Figure 7.2: (upper) Exact transition probabilities generated by $H_s(t)$ plotted in Fig. 7.1(a).
(lower) Transition probabilities simulated with parameter profiles given in Fig. 7.1(d). Final simulation fidelity is .998.

and a time-dependent leakage out of $H_n$,

$$L(t) \equiv \sum_\perp |\langle i | U_{qc}(t_{qc}(t)) | 1 \rangle_n|^2$$  \hspace{1cm} (7.18)

where $\sum_\perp$ is the sum over all computational basis states $|i\rangle_\perp$ orthogonal to $H_n$. In the upper part of Fig. 7.3 fidelity and leakage are plotted together for four different $g_{\text{max}}$ values.

Minimizing $g_{\text{max}} ||J_{\mu\nu}||/\epsilon_{\text{min}}$, either by decreasing $g_{\text{max}}$ or by increasing $\epsilon_{\text{min}}$, reduces leakage and thus improves simulation fidelity. In this example, we find simulation fidelity more sensitive to the cutoff in $g_{\text{max}}$ because leakage is most prominent when the interatomic distances are small ($t \to 0$) and the diabatic couplings between channels are the dominant terms. By reducing $g_{\text{max}}$ we also increase $\lambda(t)$ and thus the total simulation time, as studied in the lower plot of Fig. 7.3. To increase fidelity from .9990 to .9999 we need to increase the simulation time by a factor of $\sim 3$, a relationship that is independent of $n$. While
not introducing specific models of decoherence, we note that high fidelity simulations are possible on superconducting qubits with coherence times around 100 ns.

When applied to molecular collisions, our approach to quantum simulation requires classical overhead to project the fundamental, time-independent, many-body Hamiltonian into an $R$-dependent, $n$-channel $H_s$. The quantities of physical interest, cross sections, are obtained by integrating the final transition probabilities over many semiclassical trajectories with different impact parameters, which requires no further classical overhead. A classical simulation of transition probabilities requires $\sim n^3$ elementary operations per time step for a single impact parameter, thus cross section calculations are computationally intensive for large $n$. Alternatively, simulation time is independent of $n$ using our protocol, so once the $R$-dependent $H_s$ has been calculated, cross sections can be obtained quickly.

In summary, we present a straightforward protocol for quantum simulation that can be implemented with currently available superconducting quantum computing technology. While a promising application of quantum computation, current quantum simulation protocols require a threshold number of gates and qubits that prohibits fully digital quantum simulations from being demonstrated on available quantum computers. However, we have shown how quantum computers of only a few qubits can simulate arbitrary quantum systems accurately and quickly even before they reach the regime of fault tolerant quantum computation.
Figure 7.3: (upper) Fidelity and leakage as a function of simulation time for four different $g_{\text{max}}$ values, all other parameters the same as in figure 1. (lower) Final simulation fidelity compared with total simulation time for varying $g_{\text{max}}$. The $g_{\text{max}}$ value referenced by the shade of the data point.
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