


that the AQY selection remains the most critical choice in these models. As another 

application of this new ratio method, we can reevaluate the results of Chapter 2 where 

CO2 photoproduction estimates were inferred from those for CO.  By using either the 

open ocean H2O2 AQY spectrum (Chapter 3) or the Dean Creek AQY spectrum (Chapter 

5) and the new CO2:H2O2 ratio, calculated CO2 photoproduction rates average 246 or 441 

Gg C yr-1, respectively, well above the 85 Gg C yr-1 estimated in Chapter 2 for both CO2 

and CO combined. This could mean that direct photochemistry is capable of removing far 

more DOC, increasing from 12.5% of the 0.68 Tg C terrigenous DOC remineralized per 

year in the Northern Gulf of Mexico (Fichot and Benner, 2014) to potentially somewhere 

between 36 – 65% of that remineralization. A higher role of direct photochemistry is 

consistent with the findings of Miller and Moran (1997), who observed almost equal 

contributions of direct photochemical loss of DOC (as CO2 and CO) and loss via 

microbial utilization of photoproduced labile products. In this study, only 4% of the DOC 

was lost due to microbial uptake in the absence of light. Of course, as more marine 

spectral photo-efficiency data for H2O2 become available, the overall value of this 

CO2:H2O2 proxy may be fully realized. 

Because sensitive chemiluminescent methods are available to monitor O2
- fluxes 

in both the field and controlled laboratory experiments (Rose et al., 2008), instantaneous 

photoproduction rates for superoxide can be determined in less than two minutes of 

irradiation. Constant rates are an assumption of photochemical efficiency calculations 

(Miller, 1998) and a lack of reciprocity exists for both H2O2 and CO2 photoproduction, 

even under short exposure times (Kieber et al., 2014). While further work is needed to 

investigate the relationships between the photochemical production of O2
-, H2O2 and CO2 
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in natural waters, perhaps calculation of initial O2
- photoproduction rates from measured 

O2
- steady state and dark decay data best represents the potential maximum rates for 

photochemical CDOM oxidation in the marine environment. Future work that teases out 

these relationships will likely impact our current understanding on the importance of 

photochemistry in the global ocean. This is especially true for the case of photoproduced 

CO2, although it has been identified as the largest carbon based photoproduct for nearly 

20 years, no reliable data on its magnitude in the global ocean exists. 
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APPENDIX A 

 

SUPPORTING INFORMATION FOR CHAPTER 2 

 

 Below are detailed tables and figures referenced in the Chapter 2.  Details include 

locations and dates for all samples collected for CO photochemical experiments, fitting 

parameters (generally listed as m-values) for CO and CO2 AQY spectra, relationships to 

CDOM optical properties, and various monthly estimates for CO and CO2 

photoproduction rates in our Northern Gulf of Mexico study region. 
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Table A1. AQY fitting parameters (m1 and m2, Equation 2.10), salinity (PSU), ag(320)  
(m-1), and calculated vs. measured production r2 for samples used in CO photochemical 
experiments. Stations in bold indicate repeated occupation for each of the 4 cruises (April 
19 – May 1, 2009; July 18 – 30, 2009; October 28 – November 9, 2009; March 10 – 22, 
2010).  
 

Cruise Station Lat Long S ag(320) m1 m2 r2 
April A1 30.24 -88.04 13.9 14.44 8.82 0.026 0.94 
April A3 29.80 -88.02 30.7 1.33 8.85 0.030 0.96 
April B1 29.25 -89.76 24.8 4.03 10.28 0.029 0.95 
April B3 28.74 -89.76 23.4 3.42 8.88 0.030 0.86 
April B5 28.00 -89.77 36.3 0.15 10.33 0.036 0.95 
April C0 29.13 -90.59 28.1 4.19 9.81 0.041 0.91 
April C2 28.64 -90.36 28.6 2.21 7.36 0.056 0.92 
April D2 28.59 -91.02 30.1 1.98 8.28 0.040 0.96 
April D5 27.54 -91.03 37.5 0.22 9.97 0.059 0.96 
April E0 29.38 -91.37 0.2 13.36 7.87 0.044 0.96 
April E1 29.17 -91.56 26.1 3.62 8.91 0.030 0.94 
April E3 28.79 -91.69 31.3 1.61 9.06 0.030 0.97 
April F1 29.42 -92.43 29.0 2.61 8.51 0.038 0.93 
April F4 28.51 -92.35 36.1 0.64 9.14 0.064 0.97 
April G2 29.14 -93.00 34.2 0.90 11.31 0.032 0.96 
April H1 29.61 -93.81 25.1 4.64 8.85 0.032 0.95 
April H2 29.32 -93.67 32.6 1.34 9.20 0.030 0.93 
April H3 28.94 -93.67 35.9 0.30 9.77 0.061 0.93 
April MR1 29.03 -89.33 0.4 8.46 9.41 0.037 0.98 
April MR2 28.90 -89.43 31.0 6.88 8.43 0.031 0.95 
July A1 30.24 -88.04 30.3 2.93 7.53 0.066 0.93 
July A2 30.12 -88.04 34.2 1.31 9.84 0.020 0.95 
July A3 29.80 -88.03 33.6 0.88 10.26 0.054 0.95 
July B1 29.27 -89.76 15.1 5.50 8.97 0.044 0.86 
July B4 28.43 -89.77 28.6 1.42 11.67 0.023 0.93 
July C0 29.13 -90.59 20.6 3.74 9.99 0.040 0.95 
July C2 28.64 -90.36 32.6 0.84 9.45 0.069 0.88 
July C5 27.54 -90.36 30.9 0.79 11.19 0.029 0.97 
July D4 27.94 -91.03 32.4 0.63 11.47 0.031 0.89 
July E0 29.38 -91.37 0.4 10.40 9.17 0.045 0.97 
July E1 29.17 -91.56 9.0 9.26 8.06 0.076 0.94 
July E3 28.79 -91.69 32.4 0.86 12.41 0.011 0.92 
July F1 29.42 -92.43 30.8 2.13 8.81 0.038 0.94 
July F5 28.01 -92.36 36.6 0.06 9.65 0.046 0.73 
July G3 28.82 -93.01 32.8 0.63 10.33 0.054 0.81 
July H1 29.61 -93.81 35.6 1.09 8.66 0.041 0.87 
July H2 29.32 -93.67 35.7 0.45 11.25 0.024 0.45 
July MR1 29.03 -89.33 1.4 8.38 9.29 0.047 0.87 
July MR2 28.90 -89.43 17.6 5.35 8.17 0.040 0.89 
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July MR3 28.70 -89.50 31.2 1.00 10.73 0.047 0.91 
Oct A1 30.24 -88.04 13.0 8.86 7.58 0.050 0.95 
Oct A2 30.12 -88.04 31.9 1.05 8.37 0.038 0.95 
Oct B1 29.27 -89.76 22.0 3.46 11.34 0.011 0.93 
Oct B2 28.96 -89.76 24.4 2.83 8.91 0.030 0.95 
Oct B3 28.74 -89.76 20.8 4.59 9.52 0.029 0.95 
Oct C0 29.13 -90.59 25.8 5.56 9.18 0.031 0.94 
Oct C2 28.64 -90.36 28.1 2.13 7.97 0.050 0.84 
Oct C4 27.93 -90.36 36.1 0.18 11.66 0.031 0.73 
Oct D2 28.59 -91.02 32.9 0.80 10.54 0.045 0.96 
Oct E0 29.38 -91.37 6.1 25.35 8.21 0.032 0.99 
Oct E1 29.17 -91.56 25.7 4.64 8.47 0.033 0.98 
Oct E2 29.03 -91.67 30.0 1.60 9.52 0.017 0.90 
Oct F1 29.42 -92.43 25.8 11.51 7.50 0.047 0.95 
Oct F5 28.01 -92.36 36.6 0.14 10.20 0.039 0.93 
Oct G1 29.44 -93.00 28.8 2.54 9.67 0.014 0.97 
Oct H1 29.61 -93.81 23.7 5.02 8.40 0.036 0.98 
Oct H2 29.32 -93.67 33.2 0.81 10.79 0.034 0.89 
Oct H3 28.94 -93.67 35.1 0.39 12.41 0.015 0.82 
Oct MR1 29.03 -89.33 0.2 12.63 8.58 0.062 0.98 
Oct MR2 28.90 -89.43 3.3 11.02 9.13 0.025 0.98 
Oct MR3 28.70 -89.50 27.2 2.42 8.19 0.048 0.95 

March A1 30.24 -88.04 23.0 3.97 7.12 0.075 0.77 
March A2 30.12 -88.04 32.2 1.26 10.35 0.027 0.75 
March B1 29.27 -89.76 20.8 3.29 10.67 0.018 0.93 
March B2 28.96 -89.76 28.6 1.71 8.48 0.039 0.96 
March B3 28.74 -89.76 25.2 2.25 8.65 0.032 0.91 
March C0 29.13 -90.59 22.2 4.05 8.37 0.050 0.95 
March C1 28.98 -90.36 27.8 1.75 8.94 0.026 0.96 
March C2 28.64 -90.36 27.7 1.95 8.86 0.030 0.92 
March D1 28.79 -91.01 21.3 4.54 8.83 0.040 0.90 
March D3 28.28 -91.03 31.9 1.15 9.62 0.063 0.93 
March E0 29.38 -91.37 0.1 13.54 8.34 0.035 0.96 
March E0.5 29.27 -91.46 9.4 9.10 8.74 0.026 0.97 
March E1 29.17 -91.56 21.0 5.01 7.88 0.046 0.98 
March E2 29.03 -91.67 26.6 2.56 8.98 0.029 0.94 
March F1 29.42 -92.43 29.1 2.16 8.70 0.033 0.96 
March G3 28.82 -93.01 30.7 1.05 8.24 0.039 0.93 
March H1 29.61 -93.81 24.4 5.71 8.79 0.027 0.97 
March H2 29.32 -93.67 23.1 3.99 7.98 0.042 0.91 
March MR1 29.03 -89.33 0.2 6.50 9.52 0.038 0.95 
March MR2 28.90 -89.43 5.9 5.50 8.49 0.029 0.99 
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Table A2. CO AQY fitting parameters (m1 and m2) for samples paired with CO2 AQY 
experiments (listed in Table 1SI) with corresponding r2 between measured production and 
that calculated from the AQY spectrum.  CO AQYs were determined from both 
pretreated samples, as required for CO2 experiments, and unamended (no pretreatment 
other than filtering) samples. 
 
Cruise Station  Pretreated CO  

fitting parameters 

Unamended CO fitting 
parameters 

  m1 m2 r2 m1 m2 r2 
April E0 9.340 0.023 0.80 7.866 0.044 0.96 
April MR1 7.506 0.040 0.78 9.411 0.037 0.98 
April MR2 7.899 0.034 0.96 8.428 0.031 0.95 
July E0 7.850 0.031 0.95 9.173 0.045 0.97 
July MR1 8.243 0.039 0.97 9.286 0.047 0.87 
July MR2 8.010 0.042 0.87 8.172 0.040 0.89 
July MR3* 6.944 0.081 0.96 10.731 0.047 0.91 
November E0* 9.295 0.016 0.96 8.211 0.032 0.99 
November MR1* 7.664 0.029 0.98 8.582 0.062 0.98 
November MR3 7.850 0.041 0.93 8.192 0.048 0.95 
November F1 6.840 0.057 0.92 7.499 0.047 0.95 
November C0* 7.247 0.063 0.84 9.184 0.031 0.94 
March E0 8.911 0.027 0.98 8.336 0.035 0.96 
March MR1 7.889 0.043 0.93 9.517 0.039 0.95 
March MR2 7.488 0.043 0.96 8.494 0.029 0.99 
March E05* 3.371 0.16 0.71 8.744 0.026 0.97 
March B1 9.230 0.014 0.91 10.671 0.018 0.93 
March E1 7.461 0.034 0.74 7.885 0.046 0.98 

*Samples excluded from CO2:CO ratio determination 
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Table A3. Sample characteristics (location, salinity ag(320), and irradiations times), AQY fitting parameters (m1 and m2 fit to the 
exponential Equation 2.10 or k1, k2, and k3, fit to the quasi-exponential Equation 2.11, described in section 2.6), and calculated vs. 
measured production r2 for samples used in CO2 photochemical experiments for both exponential (Equation 2.10) and quasi-
exponential (Equation 2.11) AQY shapes. All samples are pretreated to remove background DIC. All paired DIC photoproduction and 
photon absorbance data were pooled to determine a pooled spectrum, listed at the bottom of the table. 
 

 

Table 3SI. Sample characteristics (location, salinity, ag(320), and irradiation times), 
AQY fitting parameters (m1 and m2 fit to the exponential Equation 10 or k1, k2 and k3 fit 
for the quasi-exponential Equation 11, described in Section 2.6), and calculated vs. 
measured production r2 for samples used in CO2 photochemical experiments for both 
exponential (Equation 10) and quasi-exponential (Equation 11) AQY shapes.  All 
samples are pretreated to remove background DIC.  All paired DIC photoproduction and 
photon absorbance data were pooled to determine a pooled spectrum. 

Cruise Station Salinity Lat 
(deg N) 

Long 
(deg W) 

ag(320) 
(m-1) 

Irradiation 
time (h) 

m1 m2 r2 k1 k2 k3 r2 

April E0 0.2 29.38 91.37 12.370 15.9 6.935 0.016 0.85 1.70 x 10-5 366.71 -223.34 0.86 
April MR1 0.4 29.03 89.33 8.133 12.8 6.310 0.022 0.85 4.18 x 10-5 197.37 -253.48 0.76 
April MR2 31.0 28.90 89.43 7.640 12.1 5.651 0.048 0.92 1.91 x 10-5 202.59 -257.38 0.89 
July E0 0.4 29.38 91.37 10.322 5.5 5.802 0.037 0.64 1.26 x 10-5 373.79 -225.81 0.55 
July MR1 1.4 29.03 89.33 8.088 15.4 5.320 0.051 0.85 1.57 x 10-5 227.79 -254.15 0.82 
July MR2 17.6 28.90 89.43 5.517 14.7 6.255 0.008 0.91 2.65 x 10-4 134.87 -255.26 0.90 
July MR3 31.2 28.70 89.50 1.436 13.0 5.928 0.011 0.88 9.93 x 10-8 4857.1 158.45 0.86 

Oct/Nov E0 6.1 29.38 91.37 25.880 6.1 6.677 0.015 0.51 1.90 x 10-9 4402.9 31.87 0.56 
Oct/Nov MR1 0.2 29.03 89.33 12.466 7.0 3.941 0.082 0.65 2.38 x 10-15 9570.9 -100.04 0.45 
Oct/Nov MR3 27.2 28.70 89.50 2.791 8.0 6.563 0.007 0.52 1.99 x 10-4 101.27 -269.73 0.61 
Oct/Nov F1 25.8 29.42 92.43 11.291 5.5 6.020 0.019 0.88 8.65 x 10-5 143.32 -265.65 0.91 
Oct/Nov C0 25.8 29.13 90.59 5.563 6.0 4.228 0.060 0.84 5.98 x 10-5 163.94 -263.90 0.87 
March E0 0.1 29.38 91.37 13.211 16.1 7.963 0.001 0.87 4.65 x 10-5 4775.4 2138.3 0.75 
March MR1 0.2 29.03 89.33 6.545 15.1 6.006 0.011 0.93 9.12 x 10-6 3045.3 338.06 0.62 
March MR2 5.9 28.90 89.43 5.014 22.4 5.967 0.026 0.81 1.16 x 10-4 89.351 -271.11 0.83 
March E05 9.4 29.27 91.46 9.772 5.4 6.92 0.010 0.98 1.08 x 10-7 4848.7 218.50 0.97 
March B1 20.8 29.25 89.76 3.228 11.0 7.097 0.008 0.79 1.38 x 10-8 1.00 x 10-5 600.44 0.78 
March E1 21.0 29.17 91.56 5.633 10.1 3.940 0.062 0.94 1.02 x 10-5 414.52 -240.11 0.96 

 POOLED - - - - - 7.254 
± 

0.719 

0.008 
± 

0.008 

.041 
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Figure A1. CO apparent quantum yield (ϕ(λ)) spectra for our study (black lines) 
compared to literature values for other estuarine studies: gray lines - Reader and Miller 
(2012),  blue lines - Zhang et al. (2006), gold circles - White et al. (2010), white squares 
– Stubbins et al. (2011) (left graph). CO apparent quantum yield (ϕ(λ)) spectra for our 
study (black lines, offshore in bold) compared to literature values for open ocean studies: 
light blue line – Zafiriou et al. (2003),  gold lines - Ziolkowski and Miller (2007), green 
line – Stubbins et al. (2006), blue line – Zhang et al. (2006) (right graph). 
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Figure A2. CO AQY values (ϕ(λ) at 290, 320, and 375 nm shown here) vs. ag(412) (m-1). 
Blue triangles represent open ocean stations, gray squares represent inshore and coastal 
samples, and brown diamonds represent Mississippi River and stations nearby (see Fig. 
3SI caption below for a detailed description of this partitioning). Although strong 
correlations were reported between CO AQY values and ag(412) by Stubbins et al. 
(2011), little to no correlations exist with between the ϕ(λ) for CO and ag(412) in our 
large data set.  
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Figure A3. CO predicted (COpred) from a single pooled AQY (fitting parameters in Table 
2SI below) determined from all experimental data vs. CO measured (COmeas) in cell. Open 
circle represent all experimental data (n = 1134, for 81 experiments and each of the 14 
cells with 7 different spectral  λ-cutoff treatments, described in Section 2.2). Colored 
symbols are averages of data calculated and measured for the 305 nm cutoff filter.  
COpred/COmeas for light blue triangles = 3.55 ± 0.99 and tend to be representative of 
samples collected offshore. COpred/COmeas for brown diamonds = 1.12 ± 0.38 and are 
generally representative of inshore samples impacted by the Mississippi River.  
COpred/COmeas for gray squares = 0.36 ± 0.13 and, representing the majority of our 
experiments, are generally representative of inshore and coastal waters, including those 
more impacted by the Atchafalaya River.  
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Table A4. AQY curve fitting parameters (m1 and m2) and their corresponding 95% 
confidence intervals for CO and absorbed photons data collected in each sampling season 
(n = 280 for all seasons but October/November when n = 294, overall fit shown in Fig. 
3C) and for CO and absorbed photons data for the pooled for the entire data set (n = 
1134, overall fit shown in Fig. 3B). 
 
CRUISE m1 m2 r2 

April 2009 10.138 ± 1.196 0.030 ± 0.021 0.20 
July 2009 10.637 ± 1.229 0.029 ± 0.022 0.16 
October 2009 10.567 ± 1.078 0.016 ± 0.014 0.19 
March 2010 8.5452 ± 0.661 0.040 ± 0.015 0.51 
POOLED 10.256 ± 0.584 0.024 ± 0.009 0.18 
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Figure A4. Simulated production (PDIC, µM d-1) determined with the ϕ(λ) spectra from 
our study (GoM, black bar) compared to those determined with ϕ(λ) spectra in the 
literature: green bars – inshore (S < 31), coastal (S 31 – 35) and offshore (S > 35) ϕ(λ) 
spectra from Johannessen and Miller, (2001), gold bar and dot - Delaware Estuary (DE) 
and River ϕ(λ) spectra, respectively, from White et al., (2010), gray bars - Altamaha 
Sound (ALT), Sapelo Sound (SAP), and Doboy Sound (DOB) ϕ(λ) spectra from Reader 
and Miller, (2012), blue bars- Mackenzie River Estuary (MRE) and Amundsen Gulf 
(AG) ϕ(λ) spectra from Belanger et al., (2006). 
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Figure A5. CO photoefficiency (as either the AQY at 300 nm, ϕ(300), top, or simulated 
production, PCO (nM d-1), bottom) vs. ag(320) (m-1), the spectral slope ratio, SR, and 
SUVA254 (L mg-1 m-1). This figure builds of Fig. 2SI and attempt to further investigate 
any possible relationships between CO photoefficiency and CDOM absorbance and its 
derived optical properties. Again, either weak or no correlations were observed. Symbols 
described in Figs. 2SI and 3SI above. 
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Figure A6. Monthly average CO photoproduction rates (μmole m-2 d-1) determined for the 
sunlit layer for our Northern Gulf of Mexico study region using the methods of Fichot 
and Miller (2010) (described in Sections 2.7 and 3.4). Yellow circles and blue circles are 
monthly rates calculated using only the inshore (Equation 2.14) and offshore (Equation 
2.13) CO AQY spectrum, respectively. Brown circles are monthly rates calculated using 
a pooled AQY spectrum for the entire dataset, with an experimental r2 of 0.18 between 
measured and modeled production, thereby a poor selection in this regional estimate. 
Green circles are monthly average CO photoproduction rates determined using the “2 CO 
AQY” method and an ag(320) cutoff point of 1.3 m-1 for AQY (inshore vs. offshore 
selection).  The figure to the right is zoomed in to show that the “2 CO AQY” method 
best captures month-to-month variability in CO AQY spectra (e.g. largest production 
values correspond with the max flow period, April – June, from the Mississippi and 
Atchafalaya Rivers) in this region as all methods using a single AQY only track with 
photon absorption rates. 
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Figure A7. Monthly average CO2 photoproduction rates determined for the sunlit layer as 
discussed above. Yellow circles and blue circles are monthly rates calculated using only 
the inshore (Equation 2.14) and offshore (Equation 2.13) CO AQY spectrum, 
respectively, multiplied by the median CO2:CO ratio of 24.4. Brown circles are monthly 
rates calculated using a pooled AQY spectrum for the entire CO dataset, with an 
experimental r2 of 0.18 between measured and modeled production, thereby a poor 
selection in this regional estimate, but again multiplied by 24.4. Green circles are 
monthly average CO photoproduction rates determined using the “2 CO AQY” method 
and an ag(320) cutoff point of 1.3 m-1 for AQY (inshore vs. offshore selection) and 
multiplied by 24.4. Open circles are determined using a pooled AQY spectrum for the 
entire CO2 data set (r2 = 0.41 between measured and modeled CO2 photoproduction for 
laboratory experiments.  Values for open circles are still much lower than those for 
yellow circles due to calculating photochemical rates (Equation 2.12) with integration to 
only 400 nm when using the pooled CO2 AQY spectrum and to 490 nm when using any 
CO AQY spectrum. 
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Figure A8. CO AQY spectra determined for samples pretreated to remove background 
DIC (dashed lines) and those left unamended beyond filtering (solid lines). The r2 value is 
for a linear regression between both AQY spectra. 

 

 

 

300 400

10 5 r2 = 0.99

300 400

10 5 r2 = 0.99

300 400

10 5 r2 = 0.99

300 400

10 5 r2 = 0.97

300 400

10 5 r2 = 0.99

300 400

10 5 r2 = 1.00

300 400

10 5 (
)

r2 = 0.77

300 400

10 5 r2 = 0.91

300 400

10 5 r2 = 0.88

300 400

10 5 r2 = 0.99

300 400

10 5 r2 = 0.99

300 400

10 5 r2 = 0.89

300 400

10 5 r2 = 0.99

300 400

10 5 r2 = 0.97

300 400

10 5 r2 = 0.98

300 400

10 5 r2 = 0.54

300 400

10 5

 (nm)

r2 = 0.99

300 400

10 5 r2 = 0.98

273



 

 

APPENDIX B 

 

DETAILS FOR DETERMINING SUPEROXIDE CONCENTRATIONS AND DECAY 

KINETICS USING MCLA CHEMILUMINESCENCE 
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Photochemical Superoxide Standards  

The O2
- results presented in Chapters 3 – 5 rely heavily on the use of a 

photochemical standard for FeLume calibration and O2
- detection both during and after 

sample irradiations under simulated sunlight. The method was first presented by 

McDowell et al. (1983) and has been mechanistically optimized by Ong (2007). The 

photochemical standard for O2
- via ketone (e.g. acetone or benzophenone) photolysis in 

an alcohol (e.g. ethanol or 2-propanol) solution has been recently scrutinized (i.e. Heller 

and Croot, 2010), perhaps to justify the use of KO2 for O2
- standards, which for many 

years was thought to introduce metal contamination. The fact of the matter is that any 

method for O2
- standards in seawater suffers from its instability in aqueous solutions. 

Standards have to be maintained at a high pH to slow O2
- loss via dismutation (Reactions 

4.1 and 4.2) and initial concentrations have to be calculated based on measured decay 

rates. Heller and Croot (2010) discount the photochemical standard because the 

absorbance spectrum of acetone and benzophenone overlap with that of O2
- and their 

belief that the reaction with benzophenone produces acetone. On the other hand, Rose et 

al. (2011) provide a very nice argument as to why the photochemical method for O2
- 

standards works well for applications in natural waters. In our system, the n-π* triplet 

state of acetone reacts with ethanol and produces O2
- via the following reactions 

(McDowell et al., 1983): 

(CH3)2CO
h!" #" (CH3)2

•C- •O3       (B1) 

(CH3)2
•C- •O3+(CH3)CH2OH! 2 •C(CH3)OH     (B2) 

O2 + •C(CH3)OH ! •OOC(CH3)OH      (B3) 

•OOC(CH3)OH + OH- ! (CH3)2CO + H2O + O2
-     (B4) 
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Therefore, Rose et al. (2011) note that while the reaction involves the oxidation of an 

alcohol to a ketone (e.g. ethanol to acetaldehyde), the molar abosorptivity at 240 nm of 

acetaldehyde is 1.5 M-1 cm-1 whereas that for O2
- is 2345 M-1 cm-1, meaning that any 

acetaldehyde formed is insignificant in the absorbance reading (Rose et al., 2011). 

Furthermore, the absorbance due to acetone in solution is subtracted in the absorbance 

blank because it acts as a catalyst in the reaction and is regenerated when reacting with O2 

to form O2
-. 

 Another aspect of the photochemical standard criticized by Heller and Croot 

(2010) is the use of DTPA in the photolysis solution. Although DTPA at neutral pH can 

break down when exposed UV light and sunlight (Metsärinne et al., 2004), Rose et al. 

(2011) demonstrate that ~70% of uncomplexed 100 μM DTPA and ~80% of 10 μM 

Fe(III)-complexed 100 μM DTPA breaks down in our standardization system over 10 

minutes (i.e. irradiations with a Pen-ray Hg lamp). This corresponds to rate constants of 

0.12 ± 0.01 min-1 and 0.17 ± 0.02 min-1 for unchelated and chelated DTPA, respectively 

(Rose et al., 2011). Given these rate constants and the <30 seconds that are required to 

produce sufficient O2
- (~100 μM) for standardization in seawater samples (Figure B1), 

ample DTPA (91 – 94% of the 30 μM added originally) should remain in the photolysis 

solution to complex the likely minimal trace metal contamination and to again not affect 

the absorbance reading.  
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Figure B1. Absorbance (A) at 240 nm, subtracted by that at 400 nm, of the photochemical 
O2

- standard after a typical 30 second irradiation. Dashed red line is modeled A. 
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Superoxide Decay Kinetics 

Kinetics of Superoxide Decay following Standard Spikes 

Throughout the text (Chapters 3 – 5), superoxide decay is described by the following 

equation 

d[O2
- ]

dt
= !kpseduo[O2

- ]! 2kd[O2
- ]2       B1 

where kpseudo (s-1) is the pseudo-first order rate constant and kd is the second order 

dismutation rate constant, defined by Zafiriou (1990) as (5 ± 1)×[H+]×1012 M-1 s-1. 

Integrating equation B1 and solving for [O2
-] then gives the following equation 

[O2
- ] = 

kpseduo[O2
- ]0

kpseduoe
kpseudot + 2kd[O2

- ]0 (ekpseudot !1)
     B2 

where [O2
-]0 is the concentration of the O2

- superoxide spike.  Because FeLume signal (S; 

counts) is a linear function of O2
- concentration, we can substitute S for O2

- in Equation 

B2, as in Heller and Croot (2010b) and Garg et al. (2011) 

S  = 
kpseduoS0

kpseduoe
kpseudot + 2kd[O2

- ]0 (ekpseudot !1)
                                                            B3   

where S0 is the FeLume signal at time zero, in other words, when the superoxide standard 

was spiked into unirradiated seawater. Before each superoxide addition, background 

signal was monitored and subtracted from the FeLume signal following each superoxide 

spike to correct for background chemiluminescence due to the autooxidation of MCLA-. 

S (corrected) was then modeled by a nonlinear regression of S versus t, typically over the 

first 60 seconds of decay (Rose et al., 2008), as described in Chapters 3 and 4, using S0 

and kpseduo as fitting parameters (Figure B2). S has also been modeled by a linear 

regression of log-linearized FeLume data vs. time (Rose et al., 2008), and S0 determined 
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by extrapolation of modeled S to time zero. Both the nonlinear and linear methods are in 

good agreement (Figure B2). Calibration curves were constructed by a linear regression 

of [O2
-]0 versus S0 (e.g. Figure B3).   

 All superoxide standards were performed on unirradiated seawater samples 

containing ~30 μM DTPA to remove any metal catalyzed decay and therefore have a 

larger amount of the spiked superoxide present by the time the sample reached the 

detector (about 10 second transit time from the sample container to the spiral flow cell). 

Loss of superoxide was greatest for the largest spike concentrations (50 – 60% loss for 25 

– 40 nM) and negligible to about 10% loss for spike concentrations ≤10 nM. Pseudo-first 

order rate constants determined from these spikes ranged from 12 – 35 × 10-3 s-1 and were 

in good agreement for each sample. 

Kinetics of Superoxide Decay following Seawater Irradiations 

 Typical seawater irradiations for O2
- under the solar simulator are shown for an 

oligotrophic station (bottom water collected from Station 29, Chapter 4) and compared to 

that for a coastal tidal creek (Chapter 5) in Figure B4. In the example here, it took about 

10 minutes for superoxide to reach steady state concentrations in the oligotrophic sample 

whereas superoxide reached steady state in less than 30 seconds in the tidal creak sample. 

Post irradiation, O2
- decay was also faster in the tidal creek sample. Decay kinetics 

reported in Chapters 3 – 5 are based on the superoxide decay Equation B1, using the 

known second order rate constant for superoxide disproportionation (kD) and unknown 

sinks, represented by pseudo-first order rate constant (kpseudo). This model predicts 

superoxide decay observed in our experiments fairly well, but occasionally was not able 

to model the entirety of measured decay (e.g. post the first irradiation in Figure B4).  
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Figure B2. Example photochemical standard spike signals in 0.2 μm filtered seawater 
solutions (black lines; left). Signal at time zero (S0) and kpseudo (s-1) are determined from a 
nonlinear regression of signal (S) versus time (e.g. Equation 3.10 and 4.10). Modeled 
decay fits over the first 60 seconds are shown with red dashed lines. Log-linearized S and 
log-linearized model fits (red dashed lines) are compared to a linear regression of ln(S) 
versus time (gray circles; right).  
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Figure B3. Typical calibration curve for modeled S0, modeled as described above, versus 
the superoxide spike concentration ([O2

-]0, nM). The solid line is a linear regression 
giving a slope, C = S0/[O2

-]0, of (3.21 ± 0.18)×104 counts nM-1 and an r2 of 0.98. The 
dashed line is a linear regression with the x-intercept set to zero, giving a C value of (3.62 
± 0.57)×104 counts nM-1 and an r2 of 0.94. Either regression gives the same C value, 
within error. 
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Figure B4. Superoxide measured during and after repeat irradiations of bottom water 
collected at Station 29 (Chapter 4; top). Orange arrows mark the start time of the 
irradiation and black arrows mark when the solar simulator was turned off. Modeled 
superoxide decay according to equation B2 are shown for fits over the entire curve (Gray 
dashed lines) and over the first 60 seconds of decay (red lines). The bottom graph 
compares Station 29 irradiations (gray lines, concentration data on the right axes, time 
data on the top axis) to those for a coastal tidal creek (Chapter 5; black lines, 
concentration data on the left axis and time data on the bottom axis). 
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Purely first order decay and purely second order decay equations were also fit to 

superoxide data (Table B1). First order decay follows the equation 

d[O2
- ]

dt
= !k1[O2

- ]         B4 

and was determined by a nonlinear regression according to  

[O2
- ] = [O2

- ]0e
k1t         B5 

or a linear regression of log-transformed O2
- decay data over time. Second order decay 

follows 

d[O2
- ]

dt
= !k2[O2

- ]2         B6 

and was determined by a linear regression of the reciprocal of the superoxide signal over 

time, according to 

1
[O2

- ]
= 1
[O2

- ]0
+ k2t  .       B7 

For decay models, FeLume S and S0 were substituted for [O2
-] and [O2

-]0, respectively, so 

all regressions were again of S versus t and the rate constant (k1 or k2) and S0 were used as 

fitting parameters using nlinfit or the curve fitting tool box in Matlab®. S0 was then 

converted to [O2
-]0 using the appropriate calibration constant (C; counts nM-1). Results 

from Station 10 and 29 (Chapter 4) are listed in Table B1. First order decay constants (k1 

or kpseudo) were either faster when determined over the first 60 seconds of decay (Station 

10) than that determined for the entire decay curve, or similar (Station 29) over both 

ranges. Additionally, first-order rate constants were similar between the model including 

the dismutation reaction (kpseduo; Equation B2) and the model that excluded the 

dismutation reaction (k1; Equation B5), confirming that dismutation is not the dominant  

283



Table B1. Results of model fits for [O2
-]0 (nM) and first order (k1 and kpseudo; s-1) and second order (k2 M-1 s-1) rate constants determined 

over the entire superoxide decay data (A) or over the first 60 seconds of decay (B).  
 
(A) Models for O2

- steady-state and rate constants determined over at least 500 seconds of decay 
    [O2

-]0 (nM) k1 (10-3 s-1) k2 (106 M-1 s-1) kpseduo (10-3 s-1) 
Station Sample 1st order  2nd order  Both 1st order  2nd order  Both 

10 bottom 2.30 ± 0.41 2.66 ± 1.14 1.23 ± 0.19 1.29 ± 0.40 1.03 ± 0.19 1.86 ± 0.95 

 
1000 m 1.75 ± 0.29 1.75 ± 0.29 1.73 ± 0.26 1.34 ± 0.40 1.19 ± 0.16 1.76 ± 0.57 

 
surf 2.61 ± 0.49 5.17 ± 4.19 2.85 ± 0.41 1.94 ± 0.55 1.87 ± 0.26 1.53 ± 0.60 

 
50/50 surf/bot 3.20 ± 0.84 n.d. 3.08 ± 0.47 7.57 ± 2.69 n.d. 7.33 ± 2.59 

29 deep 2.43 ± 0.38 2.75 ± 1.16 2.43 ± 0.38 4.15 ± 0.11 3.37 ± 0.72 4.09 ± 1.02 
  surf 2.46 ± 0.42 2.82 ± 1.74 2.44 ± 0.37 4.65 ± 0.12 3.96 ± 1.05 5.12 ± 1.06 

(B) Models for O2
- steady-state and rate constants determined over the first 60 seconds of decay 

    [O2
-]0 (nM) k1 (10-3 s-1) k2 (106 M-1 s-1) kpseduo (10-3 s-1) 

Station Sample 1st order  2nd order  Both 1st order 2nd order  Both 
10 bottom 3.02 ± 0.65 3.03 ± 0.11 1.45 ± 0.22 4.48 ± 0.02 1.70 ± 0.17 4.02 ± 0.62 

 
1000 m 2.20 ± 0.39 2.23 ± 0.06 2.20 ± 0.41 3.84 ± 0.47 2.10 ± 0.30 3.53 ± 0.49 

 
surf 3.34 ± 0.26 3.42 ± 0.29 3.81 ± 0.58 4.34 ± 1.52 1.66 ± 0.45 3.97 ± 0.40 

 
50/50 surf/bot 4.08 ± 0.52 4.54 ± 0.47 3.88 ± 0.72 13.5 ± 3.54 5.33 ± 0.47 12.1 ± 2.92 

29 deep 2.62 ± 0.17 2.66 ± 0.34 2.72 ± 0.47 4.68 ± 1.67 2.12 ± 0.78 5.19 ± 1.98 
  surf 2.71 ± 0.42 2.80 ± 0.13 2.70 ± 0.42 5.80 ± 0.69 2.78 ± 0.39 5.37 ± 0.75 
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pathway of superoxide decay following these solar simulator exposures.  Furthermore, 

second order decay constants (k2) were on the order of 106 M-1 s-1, well above that 

determined for superoxide dismutation in seawater (e.g. kD ~ 50,000 M-1 s-1 at a pH of 8; 

Zafiriou, 1990), arguing that additional pathways of superoxide decay must be included 

in these models.  In our opinion, Equation B2 best represents our knowledge of 

superoxide chemistry in natural waters, and was therefore used exclusively throughout 

Chapters 3 – 5 of this dissertation.   
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