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Abstract

Reachability analysis is a fundamental operation in many applications that work with graphs as underlying data structure. It has been extensively studied from the context of static graphs. In most modern computing domains, these graphs are no longer static (they evolve over time) and they are massive. Existing platforms and algorithms built for answering reachability queries in static graphs results in huge performance costs when applied on evolving graphs. The large size of graphs and their evolving nature calls for new, scalable and efficient algorithms/systems for answering reachability queries. In this research, we propose a generic, scalable, time-and space-efficient frameworks for reachability analysis in massively evolving graph structured data. We leverage our framework for answering queries in large evolving XML documents.

We have created frameworks that can efficiently answer snapshot-specific reachability queries as well as continuous reachability queries in evolving graphs, where a snapshot-specific reachability query seeks to find out whether a vertex w is reachable from another vertex v in a given snapshot of a structure and a continuous reachability queries are issued only once and then logically run continuously over the evolving data set to find the status(reachable/unreachable) of given set of queries.
We introduce SCISSOR as a generic indexing and querying framework for answering snapshot-specific queries in large time-evolving hierarchies. The central idea is to maintain indexes for an interspersed subset of snapshots. A reachability query on a non-indexed snapshot will be processed by first answering the same query on the temporally-closest indexed-snapshot, and then progressively modifying the solution to reflect the effects of the changes occurring between the queried snapshot and indexed snapshot. We have also designed a highly efficient, scalable and provably correct algorithm for analyzing the effects of changes between the queried and the nearest indexed snapshot. We leverage this framework to propose a tunable, time and space efficient algorithms to evaluate XPath expressions on continuously evolving XML document (CEXML) repositories. We introduce a new class of XPath expression queries for CEXML document called version-specific XPath queries.

We introduce CoUPE as a generic indexing and querying engine for answering continuous queries in evolving graphs. We have designed an efficient algorithm for updating the indices of graph by analyzing the changes happening to the graph. These indices combined with a novel heuristic helps us figuring out the status of the queries.
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Chapter 1

Introduction

Graph is a fundamental data structure for representing information in many domains. Social networks, communication networks, the World Wide Web and Life Sciences are some of the popular domains which consist of massively large graphs. The importance of querying massively large graphs for understanding and extracting useful pieces of information has evoked a huge interest in the recent past among many research communities. Querying such big graphs for extracting useful insights need highly scalable and efficient algorithms.

Reachability (or descendancy) query processing forms an important class of graph queries across all the domains. In simple words, a query that seeks to find out whether a vertex \( w \) is reachable from another vertex \( v \) in the graph is called a reachability query. Software build dependency management systems, XML repositories, Maps etc are the few of the applications that extensively use reachability queries.

In most modern computing applications, these graphs/hierarchies are not static they evolve over time. For example, consider a social network graph that changes every time when new users are added to the network or new users are added to an existing user’s network. Such a graph is called Time-Evolving Graph (TEG). Also, consider a XML store that manages multiple versions of large XML documents. The hierarchy corresponding to an XML document changes each time
a new version is committed to the XML store. Similarly, a software versioning system will have to deal with class hierarchies that can change from one version to the next especially during the early stages of software development cycle. Such hierarchies that change over time are called **Time-Evolving Hierarchies** (TEHs, for short). Similarly A TEH/TEG consists of a sequence of snapshots of the graph as it evolves over time. We refer to such structures as evolving graph structured data.

In all these applications, it is often necessary to test reachability of a given vertex from another vertex on a particular snapshot (which can be any snapshot – past or present) of the evolving structure. We refer to such queries as reachability queries on evolving graph structured data. There are different types of reachability queries that can be asked on an evolving graphs as mentioned below:

- A query that seeks to find out whether a vertex $v$ is reachable from another vertex $w$ in a given snapshot of a structure is referred to as a **snapshot-specific reachability query**. These queries are run only once to completion.

- Queries are issued only once and then logically run continuously over the evolving data set are called **continuous queries**. The initial state of reachability query issued at time instance $T_1$ is evaluated based on the state of the graph at same time instance($T_1$). Status of these queries needs to be reevaluated as the underlying graph changes.

The problem of answering reachability queries for static graphs has been previously studied in several contexts such as XML query processing [35] and object-oriented (OO) software management [5]. These queries can be answered by an on-demand traversal of these structures (either in breadth-first or depth-first manner) but the query response time is poor for large data sets (breadth-first and depth-first traversals are both $O(N)$ where $N$ is the number of vertices in the hierarchy). Researchers have shown that indexing the graphs on a relational database can effectively mitigate this problem. Of the several indexing techniques that have been proposed for this
purpose [3, 35, 64], interval-based indexing [35] (a.k.a pre- and post-order indexing) is among the most popular ones. But these existing approaches used for computing reachability queries on static structures doesn't scale well directly in the context of evolving graph structured data. In order to overcome these problems we propose framework for efficiently answering reachability queries.

First, we present a scalable, time-and space-efficient and tunable indexing framework, called *selective snapshot indexing with progressive solution refinement* (SCISSOR), for answering reachability queries on any particular snapshot of a Time Evolving Hierarchy (TEH). To the best of our knowledge, SCISSOR is the first framework that can efficiently answer reachability queries on any given snapshot of a TEH. A key design feature of the SCISSOR framework is that it does not require every snapshot of evolving graph to be indexed. Hence SCISSOR can be used as a generic indexing and querying framework for answering snapshot-specific queries in large time-evolving hierarchies. We leverage our generic SCISSOR framework to propose a tunable, time and space efficient algorithms to evaluate XPath expressions on continuously evolving XML document (CEXML) repositories. We introduce a new class of XPath expression queries for CEXML document called *version-specific* XPath queries and propose a set of scalable and efficient algorithms for answering most important types of version-specific XPath queries, namely, *ancestor, descendant, preceding* and *following*, on any given version of a continuously evolving XML (CEXML) document.

Finally, we present a processing engine called (CoUPE) for answering continuous reachability queries where continuous queries are issued only once and then logically run continuously over the evolving data set. CoUPE consists of highly efficient and scalable algorithm for updating the state of connectivity (indices) of evolving graph and a novel heuristic for answering continuous reachability queries.
1.1 Overview and Background

TEH consists of a sequence of snapshots of a tree collection as it evolves over time. It is assumed that each snapshot of the TEH satisfies the conditions for being a collection of trees (i.e., any vertex in any snapshot has at most one parent). Each edge is assumed to be directed from the parent vertex towards the child vertex.

Consider a TEH T. Let \( \{T_1, T_2, \ldots, T_q, \ldots, T_r\} \) be the different snapshots of the TEH. Let \( \text{EDList}(T_q, T_{q+1}) \) represent the changes occurring between snapshots \( T_q \) and \( T_{q+1} \). Note that the EDList between any two snapshots can be represented as a union of a set of vertex additions, a set of vertex deletions, a set of edge additions and a set of edge deletions, any of which can possibly be empty. We assume that EDList between any two snapshots does not violate the property that each snapshot is a tree collection. In other words, suppose vertex \( v \) is the child of vertex \( u \) in snapshot \( T_q \) and \( \text{EDList}(T_q, T_{q+1}) \) includes addition of an edge \((w, v)\), it is assumed that \( \text{EDList}(T_q, T_{q+1}) \) also includes deletion of the edge \((u, v)\). We also assume that each EDList adheres to basic consistency conditions. For example, if an EDList contains deletion of a vertex \( v \), any incoming and outgoing edges on \( v \) are also deleted in the same EDList. Figure 1.1 illustrates the TEH. 

*DEL* represents an edge deletion and *ADD* represents an edge addition.
Chapter 2

Scalable and Efficient Reachability Query Processing in Time-Evolving Hierarchies

2.1 Introduction

As mentioned earlier, TEH consists of a sequence of snapshots of a tree collection as it evolves over time. In this chapter, we present a scalable, time-and space-efficient and tunable indexing framework, called selective snapshot indexing with progressive solution refinement (SCISSOR), for answering reachability queries on any particular snapshot of a TEH. To the best of our knowledge, SCISSOR is the first framework that can efficiently answer reachability queries on any given snapshot of a TEH. A key design feature of the SCISSOR framework is that it does not require every snapshot to be indexed. The contributions of this work are fourfold.

- First, we introduce SCISSOR as a generic indexing and querying framework for answering snapshot-specific queries in large time-evolving hierarchies. The central idea is to maintain indexes for an interspersed subset of snapshots. An reachability query on a non-indexed snapshot will be processed by first answering the same query on the temporally-closest indexed-snapshot, and then progressively modifying the solution to reflect the effects of
the changes occurring between the two snapshots.

- Second, we outline two important observations regarding the characteristics of structural changes of a hierarchy and their potential impact on reachability queries. These observations help us to significantly narrow down the changes that need to be processed when answering reachability queries thereby laying the foundation for a highly efficient reachability testing algorithm.

- Third, we design a highly efficient, scalable and provably correct algorithm for analyzing the effects of changes between the queried and the nearest indexed snapshot on the result of the reachability query. Our algorithm is based on a unique concept called *impact list* which is a dynamic list of vertices which guides us in selecting the next change to be processed at each stage of the algorithm. Furthermore, the impact list also helps us determine when the algorithm can terminate with a final answer.

- Fourth, we present a novel heuristic-based technique for deciding which snapshots to index. At the core of our technique is a unique metric for quantifying the percentage of unique reachability queries that can potentially be affected by an individual change in the structure of the hierarchy.

We have performed a range of experiments to comprehensively study the performance of the SCISSOR framework. The results of the experiments show that SCISSOR yields substantial savings in indexing costs (> 90% for a 500K node TEH) with marginal increase (< 12% for the same TEH) in query latencies when compared with the approach of indexing every snapshot of the TEH.

### 2.2 Overview and Background

TEH consists of a sequence of *snapshots* of a tree collection as it evolves over time. It is assumed that each snapshot of the TEH satisfies the conditions for being a collection of trees (i.e., any
vertex in any snapshot has at most one parent). Each edge is assumed to be directed from the parent vertex towards the child vertex. For indexing purposes, tree collections are often converted to a single tree by adding a fictitious super-root that becomes the parent of the roots of individual trees of the collection. In order to simplify the discussion and without loss of generality, we assume that such a transformation is performed on each snapshot.

The SS-reachability query \( \text{SSReach}(v, w, q) \) seeks to find out whether vertex \( w \) was reachable from vertex \( v \) in the \( q^{th} \) snapshot of the TEH (i.e., whether \( w \) was a descendant of \( v \) in the \( q^{th} \) snapshot). The answer should be TRUE if \( w \) was reachable from \( v \) in \( T_q \) or FALSE otherwise.

### 2.2.1 Interval-based Indexing for Reachability Analysis in Static Trees

There has been considerable interest in efficient answering of reachability queries in static hierarchies. Breadth-first traversal, depth first traversal and transitive closure are among the earliest approaches for answering reachability queries. However, they do not scale well. An alternate approach that has been pursued in recent years is to maintain certain indexing information for the hierarchy on a relational database. Several indexing schemes such as interval-based indexing and HOPI indexing have been proposed for answering reachability queries [35, 64]. Interval-based indexing is one of the most popular schemes because of its simplicity, efficiency and its ability to provide good balance in the trade-off between indexing costs and query-time. Several researchers have proposed schemes that extend interval-based indexing for reachability testing in general directed graphs [20, 40, 71, 75, 80].

Figure 4.1 illustrates the interval-based indexing scheme. The number to the left of each vertex is its pre-order value whereas the number to its right is its post order value. With this index in place, the reachability query \( \text{SSReach}(v, w) \) is true if and only if the pre-order value of \( w \) is in between the pre and post-order values of \( v \) (i.e., \( v_{\text{pre}} < w_{\text{pre}} < v_{\text{post}} \)). Notice that \( E_{\text{pre}}(=5), B_{\text{pre}}(=1) \) and \( B_{\text{post}}(=8) \) satisfies the condition hence \( E \) is reachable from \( B \).
2.2.2 Naive Approaches and their Drawbacks

Index All Snapshot (IAS) : A straightforward approach for answering SS-reachability queries will be to index every snapshot of the TEH using interval-based indexing and check for containment using the condition described in Section 3.1.3. However, there are many drawbacks to this simple approach. First, the computational overheads of indexing every snapshot is going to be very high, as it will require traversal of each snapshot. Second, the storage overheads are going to be high as well because of the need to save the index values of every snapshot. Both the computational and storage costs are exacerbated as the hierarchies increase in size and as they change more frequently. Third, there may be very few queries on some certain fraction of the snapshots in which case indexing every version is wasteful both in terms of storage and computation. However, it should also be noted that query distribution in terms of snapshots is not known apriori. Fourth, with this approach, the applications that use the reachability testing framework have virtually no control over the indexing costs vs. query efficiency tradeoff. In other words, applications cannot tune the system to incur less indexing overheads even when they can tolerate small increases in query latencies.
**Index No Snapshot (INS)**: The other straightforward approach is not maintaining index corresponding to any snapshot. The queries will be answered by an on-demand traversal of the corresponding snapshots of the hierarchy. The problem with this approach is the very high query latency caused by query-time traversal of the hierarchy.

An ideal approach will not only balance the tradeoff between the indexing costs and query latencies but will also be *tunable* in the sense that the applications should be able to control the tradeoff.

### 2.3 SCISSOR Technique

In this section we discuss our framework for answering reachability queries in time-evolving hierarchies called *selective snapshot indexing with progressive solution refinement (SCISSOR)*. As the name suggests, the main idea here is to selectively index interspersed snapshots of the TEH. These subsets of snapshots are henceforth referred to as indexed-snapshots. These indexes together with the list of changes occurring between snapshots will be used for answering reachability queries on any snapshot of the TEH. Two important questions need to be addressed when designing the SCISSOR framework – *(1) How to answer SS-reachability queries on a particular snapshot, especially if the snapshot is not indexed?; and (2) How to decide which snapshots should be selected for indexing?*. Before we address these questions, we give a high-level overview of the SCISSOR framework.

Figure 3.3 shows the high-level architecture of the SCISSOR framework. The applications using the SCISSOR framework provide the complete hierarchy (vertices and edges) for the first snapshot. For each subsequent new snapshot, the application just provides the changes between the previous snapshot and the current snapshot in the form of an edit list. The edit list between snapshot $q$ and snapshot $(q+1)$ is represented as $\text{EDList}(q, q+1)$ and it contains 4 different types of entries $\text{Add}(u \ v)$ indicating the addition of an edge from $u$ to $v$, $\text{Delete}(u \ v)$ indicating the removal
of the edge from \( u \) to \( v \), \( \text{Add}(u) \) indicating the addition of node \( u \) and \( \text{Delete}(u) \) indicating the deletion of node \( u \). It is assumed that all edit lists adhere to basic consistency requirements. For example, if \( \text{EDList}(q, q + 1) \) contains \( \text{Delete}(u) \), it will also have deletions of any incoming and outgoing edges on node \( u \). We also assume that no edit list violates the hierarchy constraints \(^1\). The application controls the indexing costs vs. query efficiency tradeoff through the parameter \( \rho \). The higher the value of \( \rho \) the lower the number of snapshots that get indexed, and vice-versa.

The SCISSOR framework has three major components as shown in Figure 3.3. The first is the SS-reachability query processing component which uses the available indexes and edit lists to answer incoming queries. The second component of our framework is an online heuristic-based technique to decide whether to index an incoming new snapshot. If the decision is not to index the incoming snapshot, the edit list corresponding to this snapshot is stored in the DB. If on the other hand, the decision is to index the incoming snapshot, the edit list is passed to the third component called indexing component. The indexing component generates new pre- and post-order index values for the incoming snapshot and stores the new index values on the DB.

### 2.4 Reachability Query Processing in SCISSOR

Without loss of generality, the problem of answering reachability queries in SCISSOR framework is formalized as follows.

Figure 3.2 represents the timeline of indexed snapshots of a evolving hierarchy. Snapshots \( q, (q+b), (q+c) \ldots \) are indexed (i.e., pre- and post-order indexes are available for snapshots \( q, (q+b) \ldots \)). Also the edit list for all intermediate versions between \( q, (q+b) \) etc. are available. The problem now is to answer \( \text{SSReach}(v, w, q+a) \) i.e., whether \( w \) was reachable from \( v \) in snapshot \( q+a \) where \( 0 \leq a \leq b \).

If \( a = 0 \) or if \( a = b \), the query is on an indexed snapshot, and it can be answered simply by

\(^1\)Violations of these assumptions can be easily checked.
checking whether \( v_{pre} < w_{pre} < v_{post} \) in the corresponding index. If on the other hand, suppose \( 0 < a < b \). Recall that in this case, our strategy is to first test the reachability between the same pair of vertices on the temporally-closest indexed snapshot (i.e., we modify the query to \( \text{SSReach}(v, w, q) \))\(^2\), and then to analyze the edits occurring between versions \( q \) and \((q+a)\) to check whether the reachability between \( v \) and \( w \) is impacted by these edits. Through this analysis, we will be able to answer \( \text{SSReach}(v, w, q+a) \). Throughout this discussion, we use the TEH depicted in Figure 2.4 as our running example. In this figure, only Snapshot-1 is indexed.

The question is how do we design a technique for efficiently analyzing the impact of edits occurring between snapshots \( q \) and \((q+a)\)? A trivial way of analyzing the edits is to process all edits occurring between versions \( q \) and \((q+a)\) in the order they appear in the edit list, and analyze the cumulative effect of these edits on the reachability of \( w \) from \( v \). This approach, however, is not efficient because of two reasons. First, for most queries, it is likely that a large percentage of edits in the edit list are completely unrelated (e.g., occurring at a very different part of the hierarchy), and processing them adds unnecessary overheads. Second, processing an edit requires loading the corresponding part of the tree structure and updating it as per the edit. Thus, processing every edit imposes high memory overheads.

---

\(^2\)Throughout this chapter, we use the index corresponding to the temporally closest past snapshot. Our algorithm can be easily modified to use either temporally-closest past or future indexes.
2.4.1 Observations and Algorithm Overview

We have designed a technique that overcomes these limitations by analyzing only those edits that are likely to alter the computed value of $\text{SSReach}(v, w, q)$ as the hierarchy evolves from version $q$ to version $q+a$. The question is how do we correctly figure out which edits impact the reachability of $w$ from $v$? Edits that seem unrelated at first glance might in fact have an effect on the reachability because of other chronologically subsequent edits. For example in 2.4, when processing the query $\text{SSReach}(B, E, 3)$, the edit $\text{Add}(C, G)$ might seem unrelated to the query. However, this edit along with $\text{Add}(G, E)$ alters the reachability from $B$ to $E$ between version 1 and version 3 of the hierarchy.

We make two important observations which will help us accurately identify the edits that are likely to affect the reachability value from $v$ to $w$ as the graph evolves from snapshot $q$ to $(q + a)$.

- First, suppose $\text{SSReach}(v, w, q)$ is TRUE. This reachability status can be changed (that $w$ is made unreachable from $v$) only by deletions of edges incident upon $w$ or $w$’s ancestors until the vertex $v$. 

Figure 2.3: Architecture of the SCISSOR framework
If suppose $SSReach(v, w, q)$ evaluates to be FALSE, any set of edits occurring between versions $q$ and $q+a$ that can alter the reachability status (i.e., make $w$ reachable from $v$) will contain at least edit that adds an inward edge to $w$ or one of its ancestors until (and including) the root of $w$’s current tree.

In fact these two observations are applicable even at intermediate stages (after subset of edits has been processed). We incorporate these observations into our algorithm through a unique concept called impact list. The impact list for node pair $(v, w)$ (represented as $ImList(v, w)$) is a dynamically changing list of vertices with the following important property. At any point of the algorithm, if an arbitrary vertex $u$ does not appear in the $ImList(v, w)$ then it is guaranteed that edits involving vertex $u$ will not affect the reachability status in the algorithm. $ImList(v, w)$ is dynamic in the sense that it is updated each time an edit is processed. However, the ImList satisfies the following two invariants at each stage of the algorithm. If $w$ is currently reachable from $v$, $ImList$ contains $w$ and all ancestors of $w$ until vertex $v$. If $w$ is not currently reachable from $v$, $ImList$ contain all ancestors of $w$ until the root of $w$’s tree. Notice that these two invariants are direct implications of the two observations we stated earlier. $ImList$ is used repeatedly in our algorithm to dynamically select the next edit from the edit list for processing. $ImList(v, w)$ is constructed using the available index for version $q$ based on the results of $SSReach(v, w, q)$, and it is updated each time an edit is processed. (as explained in the algorithm description below). Consider there are $p$ edits between version $q$ and $q+a$. In the worst case scenario all $p$ edits needs to be processed in order to answer the query hence complexity of answering the queries grows linearly with number of edits.

2.4.2 Reachability Testing Algorithm

We now outline our algorithm for efficiently processing the edits. First, we explain three important notations that we will use in our algorithm description. The cumulative edit list for version $q+a$
(denoted as $CEDList(q+a)$) contains all the edits occurring between the snapshot $q$ (temporally closest indexed snapshot) and snapshot $(q+a)$. The $Current\_Reachability\_Status$ a variable that holds the reachability status between $v$ and $w$ as the algorithm progressively processes various edits. The current ancestor list of an arbitrary vertex $u$ at any point of the algorithm (represented as $CANList(u)$) denotes the list of $u$'s ancestors in the increasing order of their distances to $u$ at that point of the algorithm (i.e., taking into account the effect of edits that have already been processed). Note that, in our scheme, $CANLists$ for most vertices need not be explicitly stored – they can be computed by using the index for snapshot $q$. $CANList$ of a vertex has to be stored explicitly only if its ancestors have changed as a result of the edits that have been processed thus far.

Algorithm 2 shows the pseudo-code of our algorithm. In the initialization phase of the algorithm (lines 1-19 of the algorithm), we first compute the $CEDList(q+a)$ by concatenating the edit lists of snapshots $(q+1)$ through $(q+a)$. $CEDList(q+a)$ is also pre-processed to eliminate any pairs of edits that negate each other. In lines 3-11, we handle the special case when the query’s destination node $w$ is not existing in snapshot $q$. This node might have been added between snapshots $q$ and $(q+a)$ (i.e., the $CEDList(q+a)$ will include $Add(w)$) or $w$ might still be non-existent.
in snapshot (q+a) (i.e., the CEDList(q+a) will not include Add(w)). In the former case (w was added between snapshots q and (q+a)), Current_Reachability_Status is set to FALSE, ImList(v, w) is initialized to include just w (please see lines 4-7) and the algorithm proceeds to the iterative phase. On the other hand, if CEDList(q+a) does not include Add(w), the algorithm terminates immediately with Current_Reachability_Status set to FALSE (see lines 7-9). This is because the destination node of the query is not even present in the snapshot (q+a). In lines 12-19, we handle the case when w exists in snapshot q. In this case, we evaluate SSReach(v, w, q) and assign it to Current_Reachability_Status. If SSReach(v, w, q) is TRUE then ImList(v, w) is initialized to w followed by the ancestors of w leading up to v in the increasing order of their distance from w (i.e., w is followed by its immediate parent and so on until v). If SSReach(v, w, q) is FALSE, ImList(v, w) is initialized to w followed by all the ancestors of w in the increasing order of their distance from w.

The algorithm then enters the iterative phase (lines 20-42) wherein the edits in the CEDList(q+a) are processed. The choice of the edits that are to be processed in any iteration is determined by the value of Current_Reachability_Status and the current composition of ImList(v, w). Suppose Current_Reachability_Status is TRUE at the beginning of the i^{th} iteration the algorithm performs the following actions (lines 22-30). For the vertex being considered, we check the CEDList(q+a) to see if there is a Delete edit with the vertex under consideration as the destination of the edge being deleted. Suppose x is the first vertex on the ImList(v, w) that has a Delete edit. We process this edit by performing the following actions. First, all the vertices beyond x (not including x) are removed from ImList(v, w). Second, for each descendant of the vertex x, we materialize its CANList if not already materialized. We also update the CANList of each descendant of x to reflect the edit (i.e., we remove vertices beyond the vertex x from each CANList). Finally, Current_Reachability_Status is set to FALSE and the edit itself is removed from CEDList(q+a).

If Current_Reachability_Status is FALSE at the beginning of the i^{th} iteration, line
31 through 40 in the pseudo-code are executed. ImList is again scanned from left to right (i.e., considering vertices in the increasing order of their distances to w). But now, for each vertex being considered, we check CEDList(q+a) to see if there is an an Add edit with the vertex under consideration as the destination of the edge being added. Suppose y is the first such vertex on the ImList. Let the added edge be (z, y). In order to process this edit, we first check whether y has a parent in the ImList (i.e., y is not the root). If so, there must be an unprocessed remove edit with y as the destination (since every version is assumed to be a collection of trees). We find that edit, remove it from CEDList(q+a) and remove all the vertices to the right of y from the current ImList. Next, we check whether z is currently reachable from v (this can be done by checking CANList(z), if materialized or through containment checks on snapshot q). If z is not reachable from v, we append z and all the parents of z to the ImList in the increasing order of their distance to z. Since z itself is not reachable from v, the Current_Reachability_Status remains as FALSE. If, on the other hand, z is reachable from v, Current_Reachability_Status is set to TRUE. We also append z and all the parents of z until vertex v to the ImList in the increasing order of their distance to z. The CANLists of all descendants of y are materialized and updated to reflect the new ancestors of y.

As stated above our algorithm terminates under two distinct conditions. They are

1. Current_Reachability_Status is FALSE and there are no Add edits involving the vertices in ImList; or

2. Current_Reachability_Status is TRUE and there are no Delete edits involving the vertices in ImList.

Upon termination, the value of the Current_Reachability_Status holds the result of SS-Reach(v, w, q+a). Note that the value of Current_Reachability_Status may flip multiple times during the algorithm.

We now illustrate our algorithm on the TEH shown in Figure 2.4 as it evolves through snapshots
1 through 3 (only snapshot-1 is indexed). Suppose we need to answer the query \( \text{SSReach}(F, E, 3) \). Snapshot-1 is the nearest indexed snapshot, and hence it is used as the initialization point. Current Reachability Status is set to FALSE as \( E_{\text{pre}} \) is not in between \( F_{\text{pre}} \) and \( F_{\text{post}} \) in the index corresponding to Snapshot-1 which means \( E \) is not reachable from \( F \). CEDList(3) is initialized to \( \{\text{DEL}(B, D), \text{DEL}(F, G), \text{DEL}(D, E), \text{DEL}(F, H), \text{ADD}(A, D), \text{ADD}(C, G), \text{ADD}(G, E), \text{ADD}(D, H)\} \) and ImList is initialized to \( \{E, D, B, A\} \). Since Current Reachability Status is FALSE at the beginning of the first iteration, the algorithm scans the ImList from left to right to check if an inward edge on one of the vertices is added by a ADD entry in CEDList(3). \( E \) is the leftmost vertex to have a ADD edit (\( \text{ADD}(G, E) \) is the corresponding edit). However since \( E \) already has a parent vertex, namely \( D \), the entry \( \text{DEL}(D, E) \) should exist in CEDList(3) so as to maintain the \"tree\" property. This edit is found and processed along \( \text{ADD}(G, E) \). As a result the ImList is modified to \( \{E, G, F, A\} \) and Current Reachability Status is set to TRUE (because \( E \) is reachable from \( F \)). The processed edits, \( \text{DEL}(D, E) \) and \( \text{ADD}(G, E) \) are removed from CEDList(3). In the second iteration where Current Reachability Status is TRUE, the algorithm scans the ImList from left to right looking for a vertex for which an edit in CEDList(3) deletes an inbound edge. The edit \( \text{DEL}(F, G) \) is found and processed. ImList is truncated to \( \{E, G\} \) and Current Reachability Status is set to FALSE. The entry \( \text{DEL}(F, G) \) is removed. In the third iteration as Current Reachability Status is FALSE (\( E \) is not reachable from \( F \)), the algorithm scans ImList for a vertex for which an edit in CEDList(3) adds an inbound edge. \( \text{ADD}(C, G) \) is found and processed. As a result ImList is modified to \( \{E, G, C, B, A\} \) and \( \text{ADD}(C, G) \) is removed from CEDList(3). Note however that Current Reachability Status still remains FALSE because \( E \) is not reachable from \( F \). In this iteration, the algorithm stills scans the ImList from left to right looking for a vertex for which there is a corresponding ADD entry in CEDList(3) that adds an inbound edge. Since there are no such entries currently on CEDList(3), the algorithm terminates with the answer to the query \( \text{SSReach}(F, E, 3) \) being FALSE (the last value carried by Current Reachability Stat
<table>
<thead>
<tr>
<th>Size</th>
<th>Index No Snapshot (INS)</th>
<th>Index All SnapShots (IAS)</th>
<th>SCISSOR (1/100)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Indexing Time (sec)</td>
<td>Query Time (msec)</td>
<td>Indexing Time (sec)</td>
</tr>
<tr>
<td>10K</td>
<td>0</td>
<td>12.73</td>
<td>1.33</td>
</tr>
<tr>
<td>100K</td>
<td>0</td>
<td>156.70</td>
<td>12.66</td>
</tr>
<tr>
<td>250K</td>
<td>0</td>
<td>628.29</td>
<td>31.53</td>
</tr>
<tr>
<td>500K</td>
<td>0</td>
<td>1796.15</td>
<td>62.90</td>
</tr>
</tbody>
</table>

Table 2.1: Indexing and Querying latencies of INS, IAS and SCISSOR

us). Note that the algorithm processed only 4 out of the 8 edits in the original CEDList(3) (as initialized at the beginning of the algorithm). This illustrates that our algorithm does not process edits that are clearly irrelevant to the query thereby avoiding unnecessary overheads.

### 2.4.3 Correctness Proof

We have formally proved the correctness of our reachability algorithm. Our proof is composed of two main parts. First, we prove that we correctly processes each edit. In other words, does our algorithm **update the state variables** (Current_Reachability_Status, ImList, CANLists and CEDList) correctly at each iteration of the algorithm? Second, we prove that although our algorithm processes a subset of edits in the CEDList, it will not **miss** any edit in the CEDList that could have changed the final outcome of the reachability query. In other words, we will prove that any edits that are not processed by our algorithm would have had no effect on the final outcome.

Our proof utilizes two related concepts called superseding edit and dominant edit which are defined as follows. An edit E1 is said to supersede by another edit E2 in the $i^{th}$ iteration of the algorithm, if E1 and E2 are both candidate edits in the this iteration (i.e., the destination vertices of both E1 and E2 are in the ImList) and the destination-vertex of E1 appears left to the target-vertex of E2 in ImList(see Section 4.1). An edit E1 is said to be dominant in the iteration $i$ if its destination vertex appears in the ImList at the beginning of the iteration $i$ and E1 is not superseded
by any other edit in the iteration.

The following three lemmas capture the most important aspects of our proof.

**Lemma 1:** If the invariants with respect to the ImList (see Section 2.4.1) holds true at the beginning of an arbitrary iteration \( i \), these invariants will remain true after the completion of the iteration \( i \) irrespective of whether add edit or delete edit was processed in the iteration.

**Lemma 2:** An arbitrary add edit \( \text{ADD}(x, y) \) in the CEDList does not have any effect on the query \( \text{SSReach}(v, w, q+a) \) if both of the following conditions are not simultaneously satisfied in any single iteration of the algorithm – (Condition-1): The edit is the dominant at the beginning of the iteration (Condition-2): the \text{Current\_Reachability\_Status} at the beginning of the iteration is FALSE. Similarly, a delete edit \( \text{DEL}(x, y) \) in the CEDList does not have any effect on the query \( \text{SSReach}(v, w, q+a) \) if both of the following conditions are not simultaneously satisfied in any single iteration of the algorithm – (Condition-3): The edit is the dominant at the beginning of the iteration; and (Condition-4): the \text{Current\_Reachability\_Status} at the beginning of the iteration is TRUE.

**Lemma 3:** The effect of non liner processing of edits while answering the queries is same as linear processing of the edits when the following conditions are satisfied – (Condition-1): All order dependent edits are processed in the same order as they appear in the edit list, where an arbitrary pair of edits (\( \text{DEL}(v,w) \) and \( \text{ADD}(x, y) \)) are order dependent if they operate on same edge. (Condition-2): A nonexistent edit will never be processed while answering the queries.

**Proof:** Suppose the edit does not satisfy Condition-1 in any iteration when the \text{Current\_Reachability\_Status} is FALSE at the beginning of the iteration. This can happen because of two scenarios. First, the vertex \( y \) does not appear in ImList in any iteration where \text{Current\_Reachability\_Status} is FALSE. An edit that adds a new edge by its very nature creates new paths. However, since \( y \) is not on the ImList in any iteration when \text{Current\_Reachability\_Status} is FALSE, there is no existing path from \( y \) to \( w \) in any of these iterations. This implies that any new path that is created as a result of this edit does not pass through \( w \). Thus we can safely
say in this scenario, the edit Add(x, y) has no effect on the final outcome. Now let us consider the second scenario – y appears in the ImList in one or more iterations when \texttt{Current Reachability Status} is FALSE, but in each of those iterations it is superseded by another edit. Suppose the ImList at the beginning of the i\textsuperscript{th} iteration is \{w, u, r, \ldots, y\} and the \texttt{Current Reachability Status} is FALSE. Suppose there is another edit Add(q, u) in CEDList in addition to Add(x, y). Since y appears to the right of u, Add(q, u) supersedes Add(x, y) and our algorithm chooses to process Add(q, u). We will now show that even if he had processed Add(x, y) in this iteration, its effect on the final outcome is nullified. Notice that since each snapshot is guaranteed to be a tree, Add(q, u) is always accompanied by the edit Delete(u, r) (to ensure that node u has only one incoming edge. Suppose we process Add(x, y) in the i\textsuperscript{th} iteration. If the vertex y is reachable from v, the ImList will be updated to \{w, u, r, \ldots, y, x \ldots, v\} and the \texttt{Current Reachability Status} becomes TRUE at the end of this iteration. If, on the other hand, y is not reachable from v the ImList will be updated to \{w, u, r, \ldots, y, x, \ldots, z\} where z is the root of the y’s tree and \texttt{Current Reachability Status} remains as FALSE. Let us consider the first scenario – \texttt{Current Reachability Status} is TRUE and ImList is \{w, u, r, \ldots, y, x \ldots, v\} for the i+1\textsuperscript{th} iteration. Now in this iteration, we look for Delete edits involving any of the vertices in the ImList. Clearly, there is at least one such edit Delete(u, r). If no other Delete edits that supersedes this edit, we process this edit in the i+1\textsuperscript{th} iteration which breaks the path from w to y. ImList is updated to \{w, u\} and \texttt{Current Reachability Status} is set to FALSE. Thus this Delete edit nullified the effects of Add(x, y). If, on the other hand, at the beginning of the i+1\textsuperscript{th} iteration \texttt{Current Reachability Status} is FALSE and \{w, u, r, \ldots, y, x, \ldots, z\}. Now we look for Add edits involving the vertices currently in the ImList. Now, Add(u, r) is one such edit. Assuming that this edit is not superseded by other edits, it will be chosen for processing. However notice that the vertex u already has a parent. Thus, we also have to process the edit Delete(u, r). This edit breaks the path (created by the Add(x, y)) from y to v, thereby nullifying the effect of Add(x, y). Thus, in both scenarios, processing Add(x, y) has no effect on the final outcome when
there is a superseding edit. Finally, let us consider the case when, Add(x, y) is on the ImList and is the dominant edit in one or more iterations, but in each of those iterations Current Reachability Status is TRUE. As we mentioned before, Add edits by their very nature, create new paths and increase connectivity. But they will not cause reachable vertex pairs to become unreachable. Since, in each iteration when Add(x, y) is dominant, w is already reachable from v, processing the edit Add(x, y) will not alter the final outcome of the algorithm.

By proving the correctness and completeness of edit processing, we have shown that our algorithm for snapshot-specific reachability testing is correct.

2.5 Indexing Decision Component

We now describe the second novel component of the SCISSOR framework namely a heuristic-based technique to decide which snapshots to index. Specifically, ours is an online scheme that decides whether to index an incoming snapshot. A good strategy in this regard should provide the following two features. First, it should manage and optimize both of the key performance factors,
namely, indexing costs and query performance. Second, it should provide flexibility to the TEH application to tradeoff one for the other (e.g., achieve better query performance at the cost of higher indexing overheads or vice versa). In other words, the TEH application will be able to tune the tradeoff between indexing overheads and query performance.

A straightforward approach for selecting snapshots for indexing is periodic indexing (e.g., selecting every k\textsuperscript{th} snapshot for indexing). Although this is a simple strategy, it may not be very effective managing indexing costs and query performance. This is because, hierarchies may change slowly during some snapshot sequences whereas they may experience rapid changes during other snapshot sequences. Periodic indexing incurs the same indexing cost irrespective of the rate and the extent of changes of the hierarchy.

A second option in this regard will be to use number of edits since last indexed snapshot as the criterion to decide whether to index an incoming version. If the cumulative number of edits since last indexed snapshot exceeds a certain threshold (which may be specified by the application) than the incoming snapshot is indexed. The problem with this approach however, is that it does not consider the effects of individual edits on the structure of the hierarchy. Some edits may have only minor effects on the structure of the hierarchy (and thus may affect only few queries) while other edits may drastically alter the hierarchy (thus affecting significant number of queries). Deletion of the edge (v, u) where u is a leaf in a shallow branch (i.e., the distance between u and the root is small) is an example of a minor edit whereas an edge deletion that results in disconnecting a large subtree from the original hierarchy will drastically alter the hierarchy.

Towards overcoming the limitations of the above approaches, our technique considers the cumulative effect of all the edits that have occurred since the last indexed snapshot on the reachability statuses of arbitrary pairs of vertices. Specifically, for each edit we quantify the fraction of all possible reachability queries that can be affected by the edit. Let us suppose the hierarchy has $N$ vertices. The total number of unique reachability queries for this hierarchy is $N \times (N - 1)$. Let us consider the edit $\text{DEL}(u, v)$. This edit will affect the reachability from any vertex that is
an ancestor of u (including u) to any vertex that is a descendant of v (including v). Therefore, the fraction of unique queries that will be impacted by this edit is represented as $F_q(\text{DEL}(u, v))$ is $\frac{\mu(u) \times \lambda(v)}{N \times (N - 1)}$, where $\mu(u)$ indicates the number of ancestors of u (including itself) and $\lambda(v)$ indicates the number of descendants of v (including v). The cumulative effect of all the edits that have occurred since the last indexed snapshot can now be approximated as the sum of the $F_q$ values of each of those edits. If this sum of $F_q$ values exceeds certain application specified threshold $\rho$, the incoming snapshot is selected for indexing. Note that TEH applications can tune the tradeoff between query efficiency and indexing costs by appropriately setting the threshold $\rho$. Higher values of $\rho$ signifies lower indexing costs and vice-versa.

### 2.6 Experiments and Results

We now discuss the experiments we have performed to evaluate the SCISSOR framework. We have implemented the SCISSOR framework in Java. The implementation is done in a modular fashion so that specific components can be enabled or disabled for evaluation. We compare SCISSOR with
two other approaches discussed in Section 3.1, namely, index all snapshots (IAS) and index no snapshot (INS). IAS can be realized within the SCISSOR framework by indexing every snapshot of a TEH. We have implemented INS in two ways – one uses breadth-first traversal (BFT) on the queried snapshot while the other uses depth-first traversal (DFT). Both these implementations were in Java and they yielded very similar results for most experiments. Unless otherwise mentioned, the results reported for INS correspond to the DFT-based implementation.

We have evaluated SCISSOR on a server with 3.10GHz quad-core 64-bit processor and 8 GB RAM that runs Ubuntu. MySQL server has been used for storing the pre and post-order index values as well as the edits.

To the best of our knowledge, there are no publicly available TEH data sets. Thus, we have had to rely upon synthetic data sets for our experimental evaluation. However, in order to comprehensively study the behavior of the proposed framework, we generate a number of data sets by varying important parameters of TEHs (e.g., hierarchy size, height, total number of snapshots etc.). The generator program accepts hierarchy size (in terms of number of vertices), hierarchy height, number of snapshots, and average number of edits between snapshots as input parameters. Based on the specified hierarchy size and hierarchy height, we generate a tree with each non-leaf vertex having approximately same number of children and designate that as the first snapshot. We create subsequent snapshots by generating certain number of edits (as determined by the corresponding parameters) on the previous snapshot. While creating snapshots, we ensure that each of them is a tree or collection of trees. Each edit is generated as follows. First, we need to decide the type of edit. It can be an edge-add edit or edge-delete edit. We select the type of edit based on the desired ratio of edge-add and edge-delete edits per snapshot. To generate an add edit, two vertices are chosen randomly and an edge is added from the first vertex to the second if an edge doesn’t already exist between them and remove any inbound edge on the second vertex. To generate an delete edit, an edge is randomly chosen from set of existing edges and deleted. Edit lists used in our experiments have approximately the same percentage of add and delete edits.
The query workload is generated in the following manner. For each query, the source vertex, the
destination vertex and the snapshot are all chosen randomly. However, random selection results in
a large fraction of “unreachable” queries (queries with negative answer). The workload is adjusted
(by dropping some randomly chosen unreachable queries) to have approximately equal percentages
of reachable and unreachable queries.

We evaluate SCISSOR on two main performance aspects, namely indexing overhead and query
latency. We use amortized indexing latency as the metric for quantifying indexing overhead. Sup-
pose a TEH has \( n \) snapshots of which \( k \) are indexed and the total time taken for indexing all \( k \)
of them is \( T \) time units. Amortized indexing cost for this scenario is \( \frac{T}{n} \). In order to provide bet-
ter insight into query processing overheads in SCISSOR, we measure the latency incurred from
database querying and the latency incurred by edit list processing. In each case, we report the
mean over all queries. We also measure the fraction of edits that our algorithm processes while
answering a particular query to validate our claim that SCISSOR processes only a fraction of edits
that have occurred between the queried and the nearest-indexed snapshots. Amortized storage cost
is the ratio of the total disk-space needed to store indexes and edit lists over all snapshots to the
number of snapshots of the TEH (\( n \)).

**Benefits of Selective Indexing:** In the first set of experiments, we quantify the benefits of
the SCISSOR framework when the number of vertices in the TEH varies from 10K to 500K. The
height of all hierarchies is set to 10. The total number of snapshots for each TEH in this experiment
is 100. For each TEH, we compare the performances of the SCISSOR framework, the IAS scheme
and the INS scheme. For the SCISSOR framework, we vary the fraction of snapshots that are
indexed and measure the performance of system by executing 10000 queries which are randomly
distributed across all the snapshots.

Table 2.1 represents indexing and querying latencies of INS, IAS and SCISSOR schemes. INS
has the highest query latency, while IAS has the highest indexing latency. SCISSOR (indexing
every 100\(^{th}\) version) on the other hand yields substantial savings in indexing costs (> 90\% for
a 500K node TEH) with marginal increase (< 12% for the same TEH) in query latencies when compared with the other approaches. In following experiments we show how SCISSOR balances the query and indexing latencies.

Figure 2.5 indicates the amortized indexing costs of SCISSOR and IAS schemes varying vertices from 10K to 500K vertices. The X-axis indicates, log-scale of the percentage of snapshots indexed in the SCISSOR framework. As we have mentioned before, when the fraction of indexed snapshots is set to 1, the SCISSOR framework behaves exactly like the IAS scheme. As expected, IAS has the highest amortized indexing cost (around 62 secs per snapshot). For the SCISSOR framework, amortized indexing costs fall almost linearly with fraction of indexed snapshots. This behavior is entirely due to the number of snapshots that need to be indexed. The indexing costs of INS on the other hand are zero (not shown in figure), because it does not index any snapshot.

Figure 2.6 shows the average query latencies from the same experiment. The results of IAS and SCISSOR, on the other hand, may seem intuitive. As expected IAS has the least query latency values because it can obtain the answer just by issuing an appropriate DB query as all the versions are indexed and SCISSOR’s latency values shows a marginal increase because of edits that needs
to be processed.

In order to further clarify the point regarding query latencies, stacked histogram in Figure 2.10 represents three types of latencies, first is the latency involved in querying the nearest indexed snapshot followed by the latency involved in fetching the edits between the nearest indexed snapshot and the queried snapshot and the latency involved in processing the edits. A Data point (10K-1/100) on X-axis indicates that size(10K) of the dataset followed by fraction of snapshots indexed (every 100th snapshot). The noteworthy points in Figure 2.10 are (1) edit list processing latency is a very minor contributor to the average query latency (2) edit list processing latency increases as the fraction of indexed snapshots is reduced.

In Figures 2.12 we show the cumulative distribution function (CDF) of the number of edits in the EDList that are actually processed by our algorithm when answering the reachability queries in our workload. The size of the TEH is 10K vertices. The figure shows the results when the fraction of indexed snapshots is set to $\frac{1}{100}, \frac{1}{50}, \frac{1}{20}$ and $\frac{1}{10}$. It can be seen from the figure that for all settings of indexed snapshot fractions, all the reachability queries were answered by processing only 5% of the edits in the corresponding EDList. We can also observe that, as the fraction of snapshots indexed increases more queries are answered without processing any edits. Figure 2.13 shows the CDF on a TEH of 250K vertices. These results demonstrate that our algorithm, answers the queries by processing only the edits that are likely to impact reachability status by avoiding unnecessary overheads.

In results shown in Figures 2.7, 2.8 and 2.9, we vary the height of the TEHs. All the TEHs considered for these experiments have 500K vertices but their heights range from 5 to 19. Figure 2.7 shows the amortized indexing costs as the indexed snapshot frequency varies from $\frac{1}{100}$ to 1 (which corresponds to IAS). The results show that height of the TEH has very little effect on the indexing costs. IAS again has highest indexing costs and INS has zero indexing costs. Figure 2.8 indicates the average query latency. Again, we see that height of the TEH has very little impact. The query latency increases as smaller fractions of snapshots are indexed because of edit
list processing overhead.

Since SCISSOR indexes only a subset of snapshots, it also provides significant disk space savings. Amortized storage costs are the highest for IAS as it needs to store indexes for all snapshots. For SCISSOR, on the other hand, our experiments indicate that the amortized storage costs vary almost linearly with indexing frequency.

**Benefits of Cost Based Indexing:** In this experiment, we study the benefits of our cost-based indexing strategy over periodic indexing. For this experiment, we consider three hierarchies of 500K nodes each but with varying heights (7, 13 and 19). We index each hierarchy using cost-based indexing as well as periodic indexing. For each experiment, we ensure that the same fraction of snapshots are indexed by both schemes (in order to ensure fairness in terms of indexing costs). Figure 2.11 shows the comparison of average number of edits fetched per query for answering the queries. Cost based indexing fetches requires lesser number of edits to be fetched compared to periodic indexing mechanism, indicating that cost-based indexing selects better snapshots to index.

To summarize, through our experimental study we have demonstrated that the SCISSOR framework balances indexing costs and query processing latencies efficiently.
Figure 2.12: CDF for 10K Vertices

Figure 2.13: CDF for 250K Vertices
Algorithm 1 SSReach($v, w, q + a$)

1: \textit{CEDList} $\leftarrow$ Initialize with edits between $q$ and $q + a$
2: \textit{CEDList} $\leftarrow$ Pre-process ($\textit{CEDList}$)
3: \textbf{if} $w$ not in snapshot $q$ \textbf{then}
4: \hspace{1em} \textbf{if} \textit{CEDList} contains \textit{Add}($w$) \textbf{then}
5: \hspace{2em} \textit{ImList} $\leftarrow$ $w$
6: \hspace{2em} \textit{Current}_\text{Reachability}_\text{Status} $\leftarrow$ false
7: \hspace{1em} \textbf{else}
8: \hspace{2em} \textit{Current}_\text{Reachability}_\text{Status} $\leftarrow$ false
9: \hspace{2em} \textbf{exit}
10: \hspace{1em} \textbf{end if}
11: \hspace{1em} \textbf{else}
12: \hspace{2em} \textbf{if} $v_{q}^{a} < w_{q}^{a} < v_{post}^{a}$ \textbf{then}
13: \hspace{3em} \textit{Current}_\text{Reachability}_\text{Status} $\leftarrow$ true
14: \hspace{3em} \textit{ImList} $\leftarrow$ fetchAncestors($v, w$)
15: \hspace{2em} \textbf{else}
16: \hspace{3em} \textit{Current}_\text{Reachability}_\text{Status} $\leftarrow$ false
17: \hspace{3em} \textit{ImList} $\leftarrow$ fetchAncestors($w$)
18: \hspace{2em} \textbf{end if}
19: \hspace{1em} \textbf{end if}
20: \textbf{while} $i < \text{Size of ImList}$ \textbf{do}
21: \hspace{1em} vertex $\leftarrow$ \textit{ImList}[i]
22: \hspace{2em} \textbf{if} \textit{Current}_\text{Reachability}_\text{Status} $== \text{TRUE}$ \textbf{then}
23: \hspace{3em} delete_edit $\leftarrow$ SearchCEDList(vertex)
24: \hspace{3em} \textbf{if} delete_edit is not null \textbf{then}
25: \hspace{4em} \textit{ImList} $\leftarrow$ process(delete_edit)
26: \hspace{4em} \textbf{if} \textit{ImList} doesn’t contain $v$ \textbf{then}
27: \hspace{5em} \textit{Current}_\text{Reachability}_\text{Status} $\leftarrow$ \text{FALSE}
28: \hspace{4em} \textbf{end if}
29: \hspace{3em} \textit{CEDList} $\leftarrow$ remove($\textit{CEDList}$, delete_edit)
30: \hspace{2em} \textbf{end if}
31: \textbf{else}
32: \hspace{3em} add_edit $\leftarrow$ SearchCEDList(vertex)
33: \hspace{3em} \textbf{if} add_edit is not null \textbf{then}
34: \hspace{4em} \textit{ImList} $\leftarrow$ process(add_edit)
35: \hspace{4em} \textbf{if} \textit{ImList} contains $v$ \textbf{then}
36: \hspace{5em} \textit{Current}_\text{Reachability}_\text{Status} $\leftarrow$ \text{TRUE}
37: \hspace{4em} \textbf{end if}
38: \hspace{3em} \textit{CEDList} $\leftarrow$ remove($\textit{CEDList}$, add_edit)
39: \hspace{2em} \textbf{end if}
40: \hspace{1em} \textbf{end if}
41: \hspace{1em} $i++$
42: \textbf{end while}
Chapter 3

Application Of SCISSION: Scalable XPath Evaluation On Continuously Evolving XML

3.1 Overview and Background

CEXML is important for representing information in domains that are temporally dynamic. A CEXML document series (CEXML document, for short) consists of multiple versions of an XML document as it evolves. Examples of CEXML documents include country profiles (such as those in CIA World Factbook), employee information systems, and reporting structures of public and private organizations. In these domains, updates to the underlying information gives rise to new versions of XML documents. The document repository stores each version of every CEXML document. In CEXML document repositories, it is often necessary to query some specific version (which may be a past version) of a given CEXML document. For instance, consider a CEXML document series representing the organization structure of a company. In such a CEXML document, one of the queries might be to find the reporting chain of a particular employee on some specific (possibly previous) date. For evaluating such queries, we need to evaluate XPath expressions on specific version of the CEXML document. We refer to such queries as version-specific
3.1.1 Modeling CEXML Document

Consider a document $V$. Let $\{V_1, V_2, \ldots, V_q, \ldots, V_r\}$ be the different versions of the XML document. Without loss of generality a query related to a time period can be mapped to a specific version of the document. Hence, here after we specify queries related to a particular version of the document instead of time period. Let $\text{Diff}(V_q, V_{q+1})$ represent the changes occurring between versions $V_q$ and $V_{q+1}$. A new document $V_{q+1}$ can be obtained by applying $\text{Diff}(V_q, V_{q+1})$ on $V_q$. $\text{Diff}(V_q, V_{q+1})$ includes the edits performed on different types of nodes (e.g., element, attribute, content/text, comment etc.) present in the XML document. An edit involves creating, deleting or updating these nodes. We assume that $\text{Diff}(V_q, V_{q+1})$ between any two versions does not remove the attribute $id$ which is the unique identifier of the record in the XML document. Let $V_1$ be the first version of the document and $V_r$ be the most recent version. Our framework discussed in this chapter can answer XPath queries on $V_q$ where $1 \leq q \leq r$.

3.1.2 Version-Specific XPath Expressions (VS-XPath)

An XML document consists of different types of nodes (e.g. elements, attribute, text/content, comment, processing instruction). XPath expressions select nodes or node-sets in an XML document. These expressions specify document traversal via two parameters: a set of context nodes and a list of steps, where a step consists of an axis, node and predicate. Following is the syntax of step in a static XML document. $axis::node-test[predicate]$. An axis defines the relationship between the selected nodes and context node. Node-test identifies a node from the set of selected nodes and predicate helps in further refining the node set. XPath axes that are of particular interest to us are: descendant, ancestor, following, and preceding (henceforth referred to as primary axes). All the remaining axes are a subset of these axes.
We define version-specific XPath expressions on a CXML document in this section. An example of such an expression is provided below.

\[
//\text{employee[@id = '101']}/\text{descendant :: salary : 10}
\] (3.1)

Version-specific XPath expression consists of two parts of which first part (//employee[@id = '101']/descendant :: salary) represents a basic expression. Second part provides the document version number that needs to be queried. In this case document version number is 10. The above mentioned query determines the salary of an employee with id 101 in 10th version of the document.

### 3.1.3 Indexing XML Documents

Several techniques have been proposed to index XML documents of which interval based indexing is the most widely adopted technique. Figure 3.1 consists of XML markups along with its corresponding hierarchy. The hierarchical representation of XML illustrates the interval-based indexing scheme [75, ?]. The number to the left of each vertex is its pre-order value whereas the number to its right is its post-order value. We leverage these indices to evaluate XPath Axes as explained below.

In Figure 3.1, let \( f \) be a context node (node against which an XPath expression is evaluated),
<table>
<thead>
<tr>
<th>Axis Name</th>
<th>Mechanism</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>descendant($f$)</td>
<td>$\text{pre}(f_d) &gt; \text{pre}(f)$ and $\text{post}(f_d) &lt; \text{pre}(f)$</td>
<td>{g, h}</td>
</tr>
<tr>
<td>ancestor($f$)</td>
<td>$\text{pre}(f_a) &lt; \text{pre}(f)$ and $\text{post}(f_a) &gt; \text{pre}(f)$</td>
<td>{a, e}</td>
</tr>
<tr>
<td>preceding($f$)</td>
<td>${\text{pre}(f_p) &lt; \text{pre}(f)} - {\text{post}(f) &lt; \text{post}(f_p)}$</td>
<td>{b, c, d}</td>
</tr>
<tr>
<td>following($f$)</td>
<td>${\text{pre}(f_f) &gt; \text{pre}(f)} - {\text{post}(f_f) &lt; \text{post}(f)}$</td>
<td>{i}</td>
</tr>
</tbody>
</table>

Table 3.1: Answering XPath Axes Using Interval Based Indexing

$\text{pre}(f) = 8$ and $\text{post}(f) = 13$ represent the pre index and post index values of context node $f$. Let us assume that $f_d$, $f_a$, $f_p$ and $f_f$ be a descendant, ancestor, preceding and following nodes respectively of a given context node($f$). Second column in the Table 3.1 demonstrates the mechanism necessary for a node in the XML document to be an ancestor, descendant, following, preceding node of given context node($f$). Third column in the Table 3.1 provides the set of nodes representing the corresponding axis.

### 3.1.4 Naive Approaches and their Drawbacks

A straightforward approach for answering VS-XPath queries on a CXML document is to index every version of the document by using interval-based indexing and to use the conditions described in Table 3.1 to answer the queries. However, there are many drawbacks to this simple approach. First, the computational overheads of indexing every version is exorbitant. Second, the storage overheads are going to be high as well because of the need to save the index values of every version. Third, with this approach, the applications will have no control over the indexing costs vs. query efficiency trade-off. In other words, applications cannot tune the system to incur less indexing overheads even when they can tolerate small increase in query latencies.
3.2 Architectural Overview

The main idea is to selectively index interspersed versions of the XML document as shown in Figure 3.2. In Figure 3.2, the XML document has 12 versions including the initial version of which every 4th version is indexed. These subsets of versions are henceforth referred to as indexed-versions. These indices together with the list of changes occurring between versions will be used for answering XPath queries on any version of the XML document. An important question to address when designing the framework – How to answer XPath queries on a particular version (for example, on version 6), especially if the version is not indexed?. Before we address this question, we give a high-level overview of the framework.

Figure 3.3 shows the high-level architecture of our framework. The applications using our
framework give us the complete structure of the initial version of the Continuously Evolving XML
document. For each subsequent new version, the application just provides the changes between the
previous version and the current version in the form of an edits list. The edit list between version \( q \)
and version \( (q + 1) \) is represented as \( \text{Diff}(q, q + 1) \). Any edit on a XML document can be converted
to a set of add and delete edits where \( \text{Add}(e(t), \text{rid}, \text{vid}) \) replaces the contents of an element
\( e \) with text \( t \) of a record with id \( \text{rid} \) in the version \( \text{vid} \) of the document or creates the element in
that record if it does not exist and \( \text{Delete}(e, \text{rid}, \text{vid}) \) indicates the removal of an element \( e \)
from a record with id \( \text{rid} \) in version \( \text{vid} \) of the document.

The application layer provides a indexing tuning parameter(\( f \)) to index decision component
which is part of our framework layer to decide whether the next version of the document needs
to be indexed or not. If the decision is to index the next incoming version then the edit list of
incoming version along with the previous version are sent to indexing component, else the edit
list between the versions is inserted into the database. XPath queries issued by applications are
handled by query processing component in the framework layer. The detailed methodology of the
evaluation is discussed in the later section.

3.2.1 Indexing Component

The first step in evaluating XPath queries using our framework is to periodically index the versions.
Suppose we have \( n \) versions of the document and we decide that we are going to have a frequency
of \( f \) then we are indexing \( (\ast \frac{n}{f}) \) versions where \( f < n \). In order to periodically index a CEXML
document we use a combination of SAX and DOM parsers. It is done in two phases as mentioned
below.

In the first phase, we parse the document (version \( q \)) using the SAX parser to assign pre and
post order indices to the nodes (element, text, etc.) in the document as shown in Figure 3.1 and
save the indices in to database. In the second phase, we process all the edits happening between the
indexed-version(\( q \)) and the new version that needs to be indexed(\( q + f \), where \( f \) being the frequency
of indexing) using the DOM parser to get an updated version $q + f$. Later, Update $q$ ($q \leftarrow q + f$) and repeat the above steps until $q + f \leq n$

### 3.3 XPath Query Evaluation

Without loss of generality the query evaluation is formalized as follows.

Suppose versions $v$ and $(v+b)$ are indexed (i.e., pre-order and post-order indices are available for version $v$ and version $(v+b)$). Also the edit list for all intermediate versions between $v$ and $(v+b)$ are available. The problem now is to evaluate the primary axes namely ancestor, descendant, preceding or following on CEXML document. For example, if the query asks us to find all the ancestors of element $e$ in record with id $rid$ in version $v$ of the XML document then the syntax of the query is as follows,

$$//e//ancestor::nodetest[@id='rid']:v$$

(3.2)

In the above mentioned query as the version $v$ is indexed, we find all the ancestors of the element $e$ using interval based indexing technique provided in Table 3.1. Let us assume the query is on version $(v + a)$ where $0 < a < b$, which is a non-indexed version. In order to answer the query on a non indexed version $(v + a)$ we have to consider the edits happening between the previous indexed-version($v$) and queried version $(v + a)$. However, the question is how to come up with a method for efficiently filtering the edits occurring between versions $v$ and $(v+a)$? A trivial way is to process all edits occurring between versions $v$ and $(v + a)$ in the order they appear in the edit list, and analyze the cumulative effect of these edits on that version to answer the query. This approach, however, is not efficient because of two reasons. First, for most queries, it is likely that a large percentage of edits in the edit list are completely unrelated (e.g., occurring at a very different part of the XML document), and processing them adds unnecessary overheads. Second, processing an edit requires loading the corresponding part of the XML tree and updating it as per
the edit. Thus, processing every edit imposes high processing overheads.

3.3.1 Observations

In order to avoid these limitations we need to come up with an effective method to analyze only those edits which affect the part of the XML document as the document evolves from version \( v \) to version \( v + a \). In order to achieve this first we need to know about the behavior of an XML document to filter out all the unnecessary edits that do not affect the element \( e \) in the above mentioned query. We make the following observations on the behavior of an XML document that help us to filter out the edits. In order to understand the nature of the XPath axes Figure 3.4 is taken as a running example for the rest of the chapter.

Observation 1: If we consider an ancestor query, any edits happening on the context node or its parent nodes are considered because each record is independent and any edit happening on other records besides the record which contains the context node do not affect the result of the query.
Hence, all the edits happening below the context node in an XML tree are not processed. For example, in Figure 3.4, if an ancestor query is asked on \textit{department} in \textit{Employee(id = 1)} record in version 4. Then we do not consider the edits happening on \textit{Employee(id = 2)} because they do not effect the query, but we consider edits happening on \textit{Employee(id = 1)} since the query is on this record. We can further filter out the edits on record \textit{Employee(id = 1)} because edits on the other elements do not effect outcome of the query but edits on the element \textit{department} effect the result, hence we consider only those edits.

\textit{Observation 2}: Similarly, if we consider a descendant query, any edit happening on the nodes above the context node in an XML tree need not be processed since these edits do not effect the query, but we consider edits happening only on the context node or its child nodes. For example, in Figure 3.4, if a descendant query is asked on \textit{department} in \textit{Employee(id = 1)} record in version 4. Then we do not consider the edits happening on \textit{Employee(id = 2)} because they do not effect the query but we consider edits happening on \textit{Employee(id = 1)} since the query is on this record. We can further filter out the edits on record \textit{Employee(id = 1)} because edits on the other elements do not effect the query but edits on the element \textit{department} or on \textit{Sales} effects the result, hence we consider only those edits. The worst case scenario for this type of query would be when the descendants of the root element are asked, which results in all the edits being processed.

\textit{Observation 3}: If a query is related to a preceding axis, any edit happening on the nodes after the context node in an XML tree need not be processed, since according to definition edits that happen the nodes below the context node do not affect the query. For example, in Figure 3.4, if a preceding query is asked on \textit{department} in \textit{Employee(id = 1)} record in version 4. Then we consider all the edits happening on the elements in \textit{Employee(id = 1)} except \textit{department} since it is he context node but do not consider the edits happening on \textit{Employee(id = 2)} because they do not effect the result of the query.

\textit{Observation 4}: If a query is related to a following axis, any edit happening on the nodes before the context node in an XML tree need not be processed, since according to definition the nodes
above the context node are not part of the result. For example, in Figure 3.4, if a following query is asked on *department* in *Employee(id = 1)* record in version 4. Then we consider all the edits happening on the elements in *Employee(id = 2)* but do not consider the edits happening on *Employee(id = 1)* or on *department* because according to definition the result of the query should only contain all the nodes that are after the context node *department* and its descendants.

Hence, if the query mentioned earlier was on a non-indexed version, in order to get the final result first we need to get the ancestors of the element from the previous indexed version $v$. Using the observations mentioned we filter out the edits, thereby we get the desired edits that effect the element that has been queried. Using these edits we process them on the ancestor list we initially had to obtain the final ancestor list.

### 3.3.2 VS-XPath Algorithm

We now outline the algorithm for evaluating XPath axes. The notations used in our algorithm are as follows: $DList$ in algorithm 2 contains the descendants list of the query, $PList$ in algorithm 3 contains the preceding list and $Diff$ contains all the edits $ed_1, ed_2 \ldots ed_n$ between the versions $v$ and $v + a$. Algorithm 2 and 3 show the pseudo-codes of descendants and preceding algorithms, respectively.

In our algorithm for $descendants(e, id, v + a)$, lines 2-7 describe the process of how the query is evaluated when the queried version $(v + a)$ is indexed. We search through all the nodes $n$ in the document to see if they fall between the mentioned range and add them to the $DList$. Then in line 7 we return the final list of descendants of the query. In lines 8-23 we describe the process of obtaining the descendants if the query is on a non-indexed version. Lines 9-12 give us the initial list of descendants from the nearest indexed version, in our case we consider the previous version($v$), and line 13 initializes the $Diff$ list for processing the edits on the initial list of descendants. Now lines 14-20 in the algorithm gives us the edits processing methodology on the $DList$. The edits are filtered based on the observations mentioned in earlier section, where if the edits are happening on
Algorithm 2 Descendants(e, id, v + a)

1. \(DList \leftarrow \text{Initialize empty list}\)
2. \(\text{if } v + a \text{ is indexed then}\)
3. \(\text{for all } n \text{ such that }\)
4. \(e_{\text{pre}}^{v+a} < n_{\text{pre}}^{v+a} \text{ and } e_{\text{post}}^{v+a} > n_{\text{post}}^{v+a}\)
5. \(DList \leftarrow \text{Add } n\)
6. \(\text{end for}\)
7. \(\text{return } DList\)
8. \(\text{else}\)
9. \(\text{for all } n \text{ such that }\)
10. \(e_{\text{pre}}^{v} < n_{\text{pre}}^{v} \text{ and } e_{\text{post}}^{v} > n_{\text{post}}^{v}\)
11. \(DList \leftarrow \text{Add } n\)
12. \(\text{end for}\)
13. \(\text{Diff} \leftarrow \text{Initialize list with edits between } v \text{ and } v + a\)
14. \(\text{for all } ed \text{ in } \text{Diff} \text{ do}\)
15. \(\text{if } ed \text{ is in record with } id \text{ and contains element } e \text{ then}\)
16. \(\text{if } ed \text{ is delete edit then}\)
17. \(DList \leftarrow \text{process}(\text{delete edit})\)
18. \(\text{else}\)
19. \(DList \leftarrow \text{process}(\text{add edit})\)
20. \(\text{end if}\)
21. \(\text{end if}\)
22. \(\text{end for}\)
23. \(\text{return } DList\)
24. \(\text{end if}\)

the same record \(id\) as in the query and if they contain the same element name \(e\) then we consider those edits, and if the edit is a delete edit then we process the edit by taking the element name in the edit and removing from the \(DList\) and continue on to the next edit. Suppose the edit is an add edit then we add the element name present in the edit to the \(DList\). This process goes on until all the edits have been processed to return the final list of descendants in line 23. Queries on ancestors follow a similar methodology but the way of obtaining the initial \(DList\) changes where the range is replaced by the range mentioned in Table 3.1 to place the nodes in the list.

In our algorithm for \(\text{preceding}(e, id, v + a)\), lines 2-11 describe the process of how the query
is evaluated when the version $v + a$ is indexed. We search through all the element nodes $n$ in the
document to see if they fall between the mentioned range and add them to the $PList$. In lines 7-10
we search through all the nodes that fall between the mentioned range and remove them from the
$PList$. Finally, in line 11 we return the final list of preceding nodes of the query. In lines 12-31,
we describe the process of obtaining the preceding nodes if the query is on a non-indexed version.
Lines 12-20 give us the initial list of preceding nodes from the nearest indexed version, in our case
we consider the previous version, and line 21 initializes the $Diff$ list for processing the edits on the
initial list of ancestors. Now, lines 21-30 in the algorithm give us the edits processing methodology
on the $PList$. The edits are filtered based on the technique mentioned before for preceding where
if the edits are happening on the same record $id$ as in the query and if they contain the same element
name $e$ or on any other record whose $id$ is less than the $id$ in the query, then we consider those edits.
If the edit is a delete − edit then we process the edit by taking the element name in the edit and
removing it from the $PList$ and continue on to the next edit. Suppose the edit is an add − edit then
we add the element name present in the edit to the $PList$. This process goes on until all the edits
have been processed to return the final list of preceding nodes in line 31. Queries on following
follow a similar methodology but the way of obtaining the initial $PList$ changes where the range
is replaced by the range mentioned in Table 3.1 to place the nodes in the list.

To show how the framework works we consider an example query on well known employee
schema. Let us consider that there are 8 versions of the document including the initial version,
where every 4th version is indexed. The illustration of the framework for this example is given in
Figure 3.4 and the query is as follows

$$//Employee[@id = '1']/descendant :: department : 6$$

(3.3)

Hence, the query can be comprehended as, we want the descendants of department of an em-
ployee with id 1 in version 6. Therefore, in order to answer this query first we need to find out
if the query was on indexed-version, if so it could be answered by using available indices. If the query is on non indexed version then we need to follow a different approach. First we need to get the descendant list of department from the previous indexed version, so the list is [Sales]. After we get the descendants list from the previous indexed-version we need to gather all the edits happening between version 4 and 6. The earlier mentioned filtering technique in section 3.3.1 for the descendants is used to filter the edits. For this example we consider that there were four edits on the employee record with id '1' that happened in between version 4 and 6. The edits are as follows

\[
\begin{align*}
&\text{Del}(\text{department},1,5) \\
&\text{Add}(\text{department(Design)},1,6) \\
&\text{Del}(\text{age},1,6) \\
&\text{Add}(\text{position(manager)},1,6)
\end{align*}
\]

We filter the above mentioned edits to two since only the first two edits effect the element (department) that has been queried. The next step in the evaluation is to process the edits in chronological order on the descendant list obtained from previous indexed-version. Of the two edits, \textit{Del} edit is processed first, which results in an empty list since the element has been deleted from the record, then the \textit{Add} edit is processed which provides a list containing the following descendants [Design]. All the necessary edits happening between versions 4 and 6 are processed, hence the final list of descendants for the query is [Design].

### 3.4 Experiments and Results

In this section, we discuss the experiments performed to evaluate the framework. We have implemented the framework in Java. The implementation is done in a modular fashion so that specific components can be enabled or disabled for evaluation. We have evaluated our framework on two setups to study its performance. First is on a system with 2.4GHz dual-core 64-bit i5 processor and
8 GB RAM that runs Windows (henceforth referred to as Windows-LT) while another setup is on a Amazon EC2 instance which runs Windows server with eight-core 64-bit Xeon processor with 2GHz processing power per core and 8 GB RAM (henceforth referred to as AWS-server). MySQL server has been used on both setups for storing the pre and post-order indices as well as the edits.

In order to comprehensively study the behavior of the proposed framework, we use an XML schema related to employee information in our experimental evaluation. We have varied the number of records in the document from 2K to 10K to test its scalability. The total number of versions for the XML document in this experiment are 100. In order to create the versions, edits were randomly generated while each edit in an XML document can happen on either its content or markups. There are a total of 5000 edits, with 50 edits happening between each version of which half of them are add edits and the rest are delete edits. The query workload consists of 500 ancestor and descendant queries as well as 500 preceding and following queries which are randomly distributed across all the versions.

We evaluate the framework on three main performance aspects, namely indexing overhead, query latency and storage cost. We use amortized indexing latency as the metric for quantifying
Amortized storage cost is the ratio of total disk-space needed to store indices and edits of all versions to number of versions of the XML document \( n \). We compare our framework with naive approach of indexing every version (henceforth referred to as Index All Versions (IAV)).

Figure 3.5 and Figure 3.6 indicate the amortized indexing costs by varying records from 2K to 10K in the document. The X-axis indicates, log-scale of the percentage of versions indexed in the framework where 1/100 means indexing every 100th version. IAV has highest amortized indexing cost compared to other framework schemes. As we have mentioned before, amortized indexing cost decreases almost linearly as we reduce the indexing frequency. This behavior is entirely due to the number of versions that needs to be indexed.

Figure 3.8 and Figure 3.9 show the average query latencies for the ancestor and descendant
XPath axes. The results show that when the fraction of indexed versions is set to 10 we have the least query latency among the framework schemes as the number of edits that need to be processed is less, whereas it has the highest query latency when the fraction is set to 100 because of the increase in the number of edits that needs to be processed. IAV has least query latency as no edits needs to be processed where the query can be directly answered using the available indices.

Figure 3.7 and Figure 3.10 show the average query latencies for the preceding and following XPath axes. The results show a similar trend as Figure 3.8 and Figure 3.9 but with an increase in the latency, this is because of the number of edits that are being processed increased significantly. The increase in edits is due to the nature of the queries as they cover larger sub set of nodes in the document in general.

In order to further clarify the point regarding query latencies, stacked histogram in Figure 3.11 and Figure 3.12 represents three types of query latencies, first is the latency involved in querying the nearest indexed version followed by the latency involved in fetching the edits between the nearest indexed version and the queried version and the latency involved in processing the edits. A Data point (10K-1/100) on X-axis indicates that size(10K) of the dataset followed by fraction
of versions indexed (every 100\textsuperscript{th} version). The noteworthy point in Figure 3.11 is that edit list processing latency is a very minor contributor to the average query latency and in Figure 3.12, edit list processing latency is the major contributor to the average query latency because of the number of edits being processed. In general edit list processing latency increases as the fraction of indexed versions is reduced.

From the above experimental results we can observe that both the setups show a similar trend in the results. However, the main point to be noted is the computational costs between the two setups. We can see that the AWS-server has 15 percent less indexing costs compared to the Windows-LT setup.

Figure 3.13 reperesents the overall storage cost for storing the preorder and post order indices and the edits over all the versions of the XML document by varying the fraction of the versions indexed. As expected, overall storage cost increases almost linearly with the fraction of the versions indexed.

In summary, these experiments show that our framework yields significant reduction in indexing costs with only a marginal increase in query latencies.
Figure 3.13: Database Storage Cost
Algorithm 3 Preceding($e$, $id$, $v + a$)

1: $PList \leftarrow \text{Initialize empty list}$
2: if $v + a$ is indexed then
3:   for all $n$ such that do
4:      $e_{v+a}^{pre} > n_{v+a}^{pre}$
5:      $PList \leftarrow \text{Add } n$
6:   end for
7:   for all $n$ such that do
8:      $e_{v+a}^{pre} > n_{v+a}^{pre}$ and $e_{v+a}^{post} < n_{post}^{v+a}$
9:      $PList \leftarrow \text{Remove } n$
10:  end for
11: return $PList$
12: else
13:   for all $n$ such that do
14:      $e_{v}^{pre} > n_{pre}^{v}$
15:      $PList \leftarrow \text{Add } n$
16:   end for
17:   for all $n$ such that do
18:      $e_{v}^{pre} > n_{pre}^{v}$ and $e_{v}^{post} < n_{post}^{v}$
19:      $PList \leftarrow \text{Remove } n$
20: end for
21: $Diff \leftarrow \text{Initialize list with edits between } v \text{ and } v + a$
22: for all $ed$ in $Diff$ do
23:   if $ed$ is in record with $id$ and contains element $e$ or $ed$ is in record with $id < id$ then
24:     if $ed$ is delete edit then
25:        $PList \leftarrow \text{process(delete_edit)}$
26:     else
27:        $PList \leftarrow \text{process(add_edit)}$
28:     end if
29:   end if
30: end for
31: return $PList$
32: end if
Chapter 4

CoUPE: Continuous Query Processing Engine for Evolving Graphs

4.1 Introduction

Graph is a fundamental data structure used for data modeling in many domains such as social networks, evolutionary genomics, communication networks etc. The graphs in many of these emerging domains are characterized by two properties – (1) they are massive (graphs with millions of vertices and edges are very common); and (2) they are dynamic (i.e., they change over time). For example, consider the relationship graph of a typical social network. Such a graph undergoes constant changes. For instance, a new vertex is added every time a new user joins the social network and the vertex corresponding to a user is deleted if the user exits the network. Similarly, edges are added and deleted when users friend or unfriend other users. Such graphs that change over time are also referred to as Continuously Evolving Graphs (CEGs, for short).

Due to the prevalence of CEGs in modern applications, a number of different types of queries have recently gained importance. These include reachability queries (which test whether a path exists between a given pair of vertices), pattern matching queries (finding subgraphs that are similar
to a given query graph) and keyword queries (extracting vertices and edges related to a given set of keywords). Furthermore, since the graphs change over time, each of these queries can be further classified into several temporal categories such as snapshot-specific queries (queries that pertain to a particular version/time of the data graph), inverse snapshot queries (finding the first version/time when a particular condition became true) and continuous queries (trigger queries that need to be continuously executed as the graph undergoes changes). While efficient query execution in static graphs has been extensively studied [35, 80, 21, 22], queries on CEGs have received considerably less research attention [62, 61]. Techniques that have been designed for static graphs often do not work well for CEGs because many of these techniques execute queries from scratch and they are not designed to incrementally update previous results.

In this chapter, we focus on an important query called the **continuous reachability query** in CEGs. Consider a dynamic graph $G$. Let $u$ and $v$ be two arbitrary vertices in $G$. The reachability status from $u$ to $v$ at a given point in time is whether $v$ is reachable from $u$ at that time. A continuous reachability query seeks to continuously monitor the reachability status from $u$ to $v$ as $G$ evolves and raises a trigger as soon as the reachability status undergoes a change. Continuous reachability queries are uniquely important in many applications. One of the application domains is social networking. Consider a facebook social graph that evolves over time. Let’s assume that we are interested in finding if person $B$ is reachable from person $A$ through his friends via friend of a friend relationship and also let’s assume that they are currently unreachable in the network. Over period of time person $A$ adds a friend $C$, who also happen to have person $B$ as one of his/her friends. Our framework detects that person $B$ is reachable from person $A$ when person $A$ adds $C$ to his network.

A naive approach for answering reachability queries is to perform traversals (either in breadth or depth first orders) each time the graph undergoes a change. But this naive approach is prohibitively expensive. Researchers have shown that indexing the graphs on a relational database can help alleviate the performance problems for static graphs. Of the several indexing techniques
that have been proposed for this purpose [64, 80], interval based indexing [71] is among the most popular ones. In interval-based indexing each vertex is assigned a pre-order and a post-order index value, and these values are stored in a relational database. Reachability queries can be answered by testing whether the pre-order index value of the destination lies in-between the pre- and post-order index values of the source vertex.

While the interval-based indexing is very efficient for static graphs, it is not directly useful for answering continuous reachability queries as it does not capture the evolving nature of the graph. In this chapter, we propose a novel framework called Continuous Query Processing Engine (CoUPE) to answer continuous reachability queries in evolving graphs. In designing the CoUPE framework, we make three major research contributions:

- First, we introduce a generic indexing and querying framework for answering continuous queries in large time-evolving graphs. The central idea is to maintain indices for the evolving graph using a dynamic interval based indexing technique and reevaluate only subset of given queries that might get affected because of the structural change in the graph.

- Second, we design a highly efficient and scalable algorithm for updating the indices of graph by analyzing the changes happening on the graph.

- Third, we present a novel heuristic-based technique for deciding which subset of given queries are likely to get affected because of the most recent edit in the graph. We present this scheme as Selective Query Processing Scheme (SQPS).

We have also performed a number of experiments on large graphs to study the performance of the proposed techniques. Our experiments demonstrate that the techniques are highly efficient and they scale well.
4.2 Overview and Background

Continuous query evaluation is a different paradigm when compared to adhoc query evaluation (Eg: SQL queries, executed once to completion over the existing data set). In continuous query evaluation paradigm, queries are issued only once and then logically run continuously over the evolving data set. The initial state of the issued queries is evaluated based on the status of the current data set. Status of these queries changes as the underlying data set changes.

In the context of this work, we are interested in particular class of queries called reachability queries that checks if there exists a path between given pair of vertices in the graph. As the graphs evolves, a set of reachable queries might become unreachable because of edge deletions and a set of unreachable queries might become reachable because of edge additions. Our framework evaluates if any queries of interest are effected because of an edge addition/removal in the underlying graph.

Consider a graph \( G(V, E) \) that consists of set of vertices \( V \) and edges \( E \) at time instance \( T_1 \). Let \( Q \) represent a set of given queries of which \( Q_1 (\subseteq Q) \) are reachable. Let \( S \) be a stream of edits that modify the graph \( G(V, E) \). The processing engine can identify a set of queries \( Q_2 (\subseteq Q_1) \) that becomes unreachable because of an edit from edit stream \( S \).

Figure 4.2 represents a directed acyclic graph. Let \( Q=\{(A, B), (A, C), (D, G),(G, H)\} \) represent given query set of which (A,B) and (A,C) are reachable (Initial state of queries). Let there be an edit DELETE (A,C) in edit stream \( S \) which removes an edge from A to C. Once the edit is processed our framework identifies that (A,C) has become unreachable because of this edit.

4.3 Interval-based Indexing for Graphs

Breadth-first traversal, Depth-first traversal and Transitive closure are the earliest approaches for answering reachability queries in static structures. However, they do not scale well as we increase the size of the structure. An alternate approach that has been pursued in recent years is to maintain certain indexing information for the graph [71, 75, 80, 35, 64]. Interval-based indexing is one
such scheme that is very popular because of its simplicity, efficiency and its ability to provide good balance in the trade-off between indexing costs and query-time. It was originally proposed for tree structured data. Several researchers have proposed schemes that extend interval-based indexing for reachability testing in general directed graphs.

Figure 4.1 illustrates the interval-based indexing scheme. The number to the left of each vertex is its pre-order value whereas the number to right is its post order value. Every node in the graph is annotated with these values. As nodes in graph can have more than one incoming edge, single pair of values is not sufficient to encode the connectivity of the graph. Hence few nodes will get more than a pair of values as illustrated in Figure 4.2. A node \( w \) with \( n (> 1) \) incoming edges will have \( n \) pairs of values. An edge on which we reach \( w \) for the first time is referred to as a tree edge. We assign a pre-order value to node \( w \) and proceed to process its children. Once we process node \( w \)'s children, it receives a post-order value. Assume that we reach node \( w \) for the first time on edge \( e_1 \) and later on edge \( e_j \), \( (e_j \neq e_1) \). We refer to \( e_j \) as a non-tree edge.

With this index in place, the reachability query that checks the reachability from \( v \) to \( w \) is true if and only if the pre-order value of \( w \) is in between the pre and post-order values of \( v \) i.e. \( v_{pre} < w_{pre} < v_{post} \). Notice that \( E_{pre}(= 5), B_{pre}(= 1) \) and \( B_{post}(= 8) \) in Figure 4.1 satisfies the condition hence \( E \) is reachable from \( B \). However interval based indexing doesn’t address the evolving nature of the graph. As the graph is constantly changing, the computed pre and post order indices becomes stale. Hence the new indices needs to be computed as the graph evolves. In order to update these stale indices efficiently we propose a novel algorithm which is discussed in Section 4.5.2.
4.4 Naive Approach and its Drawbacks

4.4.1 Process All Queries

As mentioned earlier the graph is constantly evolving, hence a set of queries that were reachable might become unreachable or a set of queries that were unreachable might become reachable. A naive approach to identify a set of queries that have become unreachable/reachable from a given set of queries is to reevaluate every single query. We call this approach Process All Queries (PAQ). However there are drawbacks to this approach. One of the main drawbacks is computational overhead for evaluating every query for detecting the change in its state (unreachable/reachable). It is unnecessary to evaluate every query as the status of lot of queries will be unaffected because of the edits happening at the given time instance. We realize PAQ using Depth First Traversal (DFT) for reevaluating the status of queries.
4.5 CoUPE Approach

4.5.1 Selective Query Processing Scheme

CoUPE has two major components. First, a technique for deciding which subset of given queries are likely to get affected because of the most recent edit in the graph called Selective Query Processing Scheme (SQPS). Second, indexing the evolving graph.

In SQPS, graph is indexed using interval based indexing technique and initial state of the given queries is evaluated using these indices. As graph evolves, indices related to graph needs to be updated to maintain connectivity information and reevaluate the state of queries to check if any queries that were reachable has become unreachable and vice versa. A naive way is to evaluate reachability of every query using updated indices but its unnecessary and computationally expensive to evaluate every query. In order to overcome this problem, we have developed a technique that identifies a potential set of queries that are likely to get affected because of the most recent edit to the graph and we reevaluate the state of only these queries. We present this novel heuristic in the following algorithm.
4.5.2 Algorithm

We now outline our algorithm for continuously evaluating the queries for every structural change in the graph. First, we explain important notations that we will use in our algorithm description. *QueryList* is the initial set of issued queries. *EvalQueryList* is used to keep track of potential queries that needs to be reevaluated after every structural change in the graph. Algorithm 4 describes the heuristic for identifying subset of queries from *QueryList* that are likely to become unreachable because of edge deletions in the graph. Algorithm 4 shows the pseudo-code of our algorithm. In the initialization phase of the algorithm (lines 1-2 of the algorithm), describes a query list (QueryList) that consists of all issued queries and a query list (*EvalQueryList*) for tracking potential queries for reevaluation. In line 3, we pre process the query list in which we capture the initial state(reachable or unreachable) of every query based on the current state of the graph. In Figure 4.2, let us assume *QueryList* consists of following queries.

- \( A \to D \), State: Reachable
- \( B \to D \), State: Reachable
- \( F \to G \), State: Reachable

Consider a query \( q \) which checks the reachability from vertex \( v \) to vertex \( u \) in the given graph. If vertex \( u \) is reachable from vertex \( v \) then we track all the edges responsible for this state using indices provided by interval based indexing technique. Let’s assume vertex \( u \) is directly reachable from \( v \) then we save pre-index of \( v \) (\( v^q_{pre} \)), pre-index of \( u \) (\( u^q_{pre} \)), post-index of \( v \) (\( v^q_{post} \)) as a triple to capture the state. Let us annotate the queries in above example with triples. In this example, the following query \( A \to D \) has multiple paths. We randomly choose one of the paths to annotate the queries with the indices.

- \( A \to D \), State: Reachable, Indices: (0, 4, 15)
• $B \rightarrow D$, State: Reachable, Indices: (1, 4, 6)

• $F \rightarrow G$, State: Reachable, Indices: (7, 10, 14)

In line 4, an edit from the edit stream is processed to modify the structure of the graph. In line 6-12, for every edit that deletes an edge in the graph, we mark the portion of reachable queries that might become unreachable using the state information acquired in the preprocessing step as described in line 7 and add the query to $EvalQueryList$ as shown in line 9. $EvalQueryList$ are the list of queries that need to be reevaluated because of the edge deletion. In Figure 4.2, let us assume an edge from node B to node D is deleted. We iterate over the queries to check if any of the queries might be affected and get rid of any stale indices. In the following example query $A \rightarrow D$ and $B \rightarrow D$ are added to $EvalQueryList$ for reevaluation.

• $A \rightarrow D$, State: Unknown (needs re-evaluation)

• $B \rightarrow D$, State: Unknown (needs re-evaluation)

• $F \rightarrow G$, State: Reachable, Indices: (7, 10, 14)

Before reevaluating the queries, we need to update the indices of the graph to capture the latest connectivity information. Lines 13-20, updates the graph’s indices or connectivity information. In lines 23-31, we reevaluate the queries in $EvalQueryList$ to check their state (reachable or unreachable). We trigger an alert if any reachable queries become unreachable. In the following example query $A \rightarrow D$ is still reachable through a non tree edge but $B \rightarrow D$ is unreachable.

• $A \rightarrow D$, State: Reachable, Indices: (0, 8, 15)

• $B \rightarrow D$, State: Unreachable.

• $F \rightarrow G$, State: Reachable, Indices: (7, 10, 14)
4.6 Experiments and Results

We now discuss the experiments we have performed to evaluate our SQPS (Selective Query Processing Scheme). We have implemented our CoUPE framework in Java. The implementation is done in a modular fashion so that specific components can be enabled or disabled for evaluation. We compare SQPS with traditional scheme discussed in Section 4.4, namely, process all queries (PAQ). PAQ uses depth-first traversal (DFT) to evaluate reachability of a query.

We have evaluated our framework on AWS using t2.medium instances with 2.5GHz intel Xeon processors and 4GB RAM that runs 64 bit Ubuntu. MySQL server has been used for storing the pre and post-order index values.

To the best of our knowledge, there are no publicly available time evolving graph data sets. Thus, we have had to rely upon synthetic data sets for our experimental evaluation. However, in order to comprehensively study the behavior of the proposed scheme, we generate a number of data sets by varying important parameters (e.g., hierarchy size, number of non-tree edges, number of edits etc.). The generator program accepts hierarchy size (in terms of number of vertices), number
of non-tree edges, and number of edits as input parameters. Based on the specified hierarchy size, we generate a tree with each non-leaf vertices having approximately same number of children and we randomly choose two vertices from the graph and add a non-tree edge, this is controlled using the number of non-tree edges parameter.

Each edit is generated as follows. First, we need to decide the type of edit. It can be an edge-add edit or edge-delete edit. We select the type of edit based on the desired ratio of edge-add and edge-delete edits per snapshot. To generate an add edit, two vertices are chosen randomly and an edge is added from the first vertex to the second if an edge doesn’t already exist between. To generate an delete edit, an edge is randomly chosen from set of existing edges and deleted. Edit lists used in our experiments have only delete edits as we are testing set of reachable queries that becomes reachable because of an edge-delete edit. The query workload is generated in the following manner. For each query, the source vertex and the destination vertex are all chosen randomly.

We evaluate our framework on query latency. In order to provide better insight into query processing overheads in our framework, we measure the latency incurred by varying number of total vertices in graph as well as number of non tree edges in the graph. In each case, we report the mean over all queries.

Figure 4.3 shows the average query latencies by varying vertices from 100K to 500K. X-axis indicates the number of vertices in the graph and Y-axis indicates average time taken to reevaluate the status of the queries. The results of PAQ and SQPS, may seem intuitive. As we increase the number of vertices in the graph, we can see that time taken to reevaluate the queries using PAQ is much higher because of two reasons: 1) increase in the size of the graph and 2) Reevaluating every single query is computationally expensive and wasteful. On the other hand CoQS performs significantly better because it doesn’t evaluate every single query after a structural change in the graph.

Figure 4.4 shows the average query latencies by varying number of non tree edges from the
graph. X-axis indicates the number of non-tree in the graph and Y-axis indicates average time taken to reevaluate the status of the queries. Number of nodes in the graph remained constant as we varied the number of non-tree edges. This experiment was conducted on a graph with 100K vertices. As we can see that number of non tree edges has very little effect on SQPS framework but PAQ is more sensitive to number of non tree edges as it has more paths to explore while reevaluating the queries.

Figure 4.5 shows the overall query latency by varying number of queries. X-axis represents the total number of queries and Y-axis represents the overall query latency to answer theses queries. As we increase the number of queries, overall time taken to reevaluate these queries increase in PAQ because every single query needs to be evaluated and there is a very little increase in overall query time of SQPS as expected.

Figure 4.6 shows the average query latency by varying number of edits. X-axis represents the total number of edits and Y-axis represents average query latency. As we increase the number of edits time taken to check the state of the query increases because performing an edit involves
reevaluating the queries. In PAQ, as we reevaluate all the queries, average query latency is significantly higher compared to SQPS where we reevaluate only subset of queries identified by our algorithm.

To summarize, through our experimental study we have demonstrated that the CoUPE framework significantly better at detecting the change in the state of queries for an evolving graph.
Algorithm 4 ReachableToUnReachable(QueryList)

1: QueryList ← Given query set
2: EvalQueryList ← Declare empty list
3: QueryList ← Pre – process (QueryList)
4: for all Edit e (s → t) in edit stream do
   5: QueryList ← Pre - process (QueryList)
   6: for all Query q (v → u) in QueryList do
      7: if $v_{pre}^q < t_{pre}^e < v_{pre}^q$ and $u_{pre}^q < t_{post}^e < u_{post}^q$ then
         8: Mark query for reevaluation
         9: EvalQueryList ← q
         10: Invalidate Connectivity info
      end if
   end for
   11: if e is DELETE edit then
      12: if e is tree edge then
         13: Remove tree edge related indices
         14: Reindex parts of graph if necessary
      else if e is non tree edge then
         15: Remove non tree edge indices
         16: Update transitive closure
      end if
   end if
end for
23: for all Query q in EvalQueryList do
   24: if q Reachable via Tree Edge then
      25: Update tree edge connectivity info
   else if q Reachable via Non Tree Edge then
      26: Update non tree edge connectivity info
   else
      27: Declare Unreachable
   end if
end for
Chapter 5

Related Work

Graph is a fundamental data structure used for data modeling in many domains such as social networks [59, 47, 10], evolutionary genomics [12], geographic information systems [36], world wide web [31, 1] etc. The graphs in many of these emerging domains are not only huge but also undergo constant changes. For instance, consider the relationship graph of a social network. Importance of querying massively large graphs for understanding and extracting useful pieces of information has evoked a huge interest in the recent past among many research communities. There are several types of queries for mining interesting pieces of information in graphs.

Distance Queries [82], Reachability Queries [71, 75], Regular Path Queries [46], Shortest Path Queries [25] etc. are few important types of queries in graphs. Shortest path queries [25] tries to find a shortest path between any two given vertices in the graph. Regular Path Queries (RPQ) [46] is a regular expression R over the (edge or node) labels of a graph G. Reachability Queries [75] tries to find if there exists a path between any two given vertices in a directed graph. Distance Queries [82] tries to find distance from a given vertex in graph to any other vertex in the graph. Also, there is a different class of queries called continuous queries [15]. These queries are issued once and run continually over the evolving dataset. Continuous query processing systems [6, 57] are fundamentally different from conventional query processing systems. Continuous
queries on data streams [51, 9, 32], complex events [76] and databases [60, 78] has been studied extensively and has strong application in many domains such as computer vision, finance, network security, sensor networks etc. Continuous queries were used in Tapestry system [70] for content-based filtering of email and bulletin board messages. OpenCQ [53] and NiagaraCQ [17] systems used continuous queries for monitoring persistent data sets spread over a wide-area network.

Continuous query processing in evolving graphs have entirely new dimension to the problem i.e. every query is continually ran to eternity (in general), hence the query set is also continuously evolving. Exhaustively researched field of continuous query systems related to data streams/databases will help us identify important semantics, constraints and architectural features that are also applicable in real-time graph analytics [21] and continuous query processing in evolving graphs. A new generation continuous query processing system for evolving graphs should not only consider the scale of the data but also the sheer complexity of the different types of queries.

5.1 Graph Mining

Graph mining has been an active research area. Computing communities, spectral clustering, diameter estimation, connected components etc. are few popular graph mining operations. There are massive number of algorithms that have been proposed in the literature for supporting these graph mining operations, computing communities [18, 28, 42], subgraph discovery [43, 37, 37, 83, 16, 79], finding important nodes [13, 45], computing number of triangles [72, 73], connected components [65, 8, 38] etc. In the past most of these mining algorithms made an assumption that the complete graph fits in memory, or a single disk. Hence these algorithms doesn’t scale well, at lease directly as the size of the graphs reaches to several million nodes.
5.2 Graph Analytics

In the recent past there has been huge interest in real-time graph analytics [58, 33, 77] because of the exponential growth in streaming data from social networks. Numerous systems like Pregel [58], GraphLab [54], GraphX [77] etc have been proposed to run different types of queries like distance queries, shortest path queries, reachability queries etc for graph analytics. on large graphs. Pregel and GraphLab are based on graph-parallel computation where GraphLab unifies graph-parallel and data-parallel computation. Graph-parallel computation uses a vertex centric view of graphs similar to data-parallel systems (MapReduce [24] and Spark [81]) using record centric view of collections but graph-parallel computation derives parallelism by partitioning the graph data across processing resources where as data-parallel computation derives parallelism by processing independent data on processing resources. Using data-parallel system like MapReduce [24] and Spark [81] for graph processing is challenging as it causes excessive data movement across processing resources due to the failure to exploit graph structure. Hence in order to create a graph analytics pipeline, composing graph-parallel systems for graph processing and data-parallel systems for graph loading resulted in a complex abstraction. GraphX presents a unified abstraction by combining graph-parallel and data-parallel computations into a single system. Also, there are several high performance graph processing libraries like Pegasus [41], ScaleGraph [11], Parallel Boost Graph Library [34], KDT [56], the Combinatorial BLAS [14] etc. that are helpful for large scale graph processing.

5.3 Reachability Analysis

Efficient processing of reachability queries for static trees and more generally for static graphs has been an active topic of research [35, 64, 80, 3, 22]. Many of the recent works on reachability indexes for trees and directed acyclic graphs have been done in the context of XML query processing. One of the simplest mechanisms that can be employed to answer reachability queries on graphs is
to traverse the graphs using breadth first or depth first approach during query time [23]. Another approach is to pre compute transitive closure (TC) [4, 55] of a graph where transitive closure consists of set of node pairs \((p, q)\) for which a path exists from \(p\) to \(q\) in the given graph. But the size of TC is \(O(n^2)\) and its computation cost is \(O(n^3)\). Hence both these approaches (Transitive Closure and Traversal) are not applicable for large graphs.

In order to address these problems several indexing techniques have been proposed by researchers over time. As mentioned before, interval-based indexing is a prominent approach in this regard [35]. The other approaches include 2-hop cover [22], chain decomposition [39] etc. 2-hop cover is a collection of shortest paths or full paths in a graph such that for every pair of vertices \((u, v)\), there is a path from \(u\) to \(v\) that is a concatenation of two paths from the collection if a path exists. 2-hop cover requires \(O(nm^{1/2})\) space. However the problem of computing a 2-hop cover is NP-hard [64] stands for 2-HOP cover Index. It is a connection index for XML collections that is based on 2-hop cover, which reduces the labeling complexity of original 2-Hop cover algorithm to \(O(n^3)\). This technique performs well on forests with fewer connections between different sub-trees but doesn’t scale well for denser graphs. Agrawal et al. [3] proposed a strategy similar to interval-based indexing for answering reachability queries in DAGs. It assigns multiple non-overlapping intervals to each vertex; reachability testing from vertex \(v\) to vertex \(w\) is done by checking whether every interval of \(w\) is contained by some interval of \(v\).

GRIPP [71], DualLabeling [75] and GRAIL are recent interval-based approaches for answering reachability queries in graphs. Each of them augment the basic interval-based approach in a different manner to account for additional connectivity provided by non-tree edges. DualLabeling initially assigns interval-based indexing labels to the nodes in spanning tree of a given graph and keeps track of non-tree edges in a transitive link table (TLT) where the number of non-tree edges in TLT depends on the choice of the spanning tree. Similarly, GRIPP assigns at least a pair of preorder and postorder labels to every node in the graph. It also assigns an additional pair of labels to a node when it has multiple parents. The additional pair of labels assigned to a node encodes non-
tree edges in the graph. Hence some nodes will get more than a pair of pre and postorder values. GRAIL on the other hand assigns multiple intervals to every node in the graph via random graph traversals which is another variant of interval based indexing. The key idea here is to eliminate pairs of query nodes that are not reachable using the intervals assigned to every node. Most of these works are not designed for dynamic trees/graphs. While Schekel et al. discuss incremental maintenance of the HOPI index [64], it can only be used to answer queries on the current DAG and not on previous snapshots. SCISSOR, on the other hand, can answer reachability queries on any snapshot.

In general, research on indexing and querying TEGs is extremely limited [63, 19]. Shirani-Mehr et al. [66] proposed two indexes called ReachGrid and ReachGraph for evaluation of reachability queries in spatiotemporal contact datasets. Ren et al. [63] study shortest path queries in TEGs, while Wang et al. [74] propose a scheme for continuous sub-graph queries. On the other hand, mining TEGs has been an active area of research [68, 30, 29, 26, 44]. While some of these works propose to use TEG queries, they do not provide query techniques. Several empirical studies have been performed on TEGs in various domains [50, 49, 48, 2, 27, 52, 69, 7, 67].
Chapter 6

Conclusion

In the recent years, graphs in many emerging domains are not only massive but also constantly evolving. Graph analytics on these big graphs has become a prominent research area in the field of computer science. Several distributed graph processing models (Pregel, GraphX), platforms (Apache-Giraph) and libraries (Pegasus, ScaleGraph) are implemented for running graph analytics and handling the sheer scale of today’s graphs as the old graph processing paradigms are not efficient in handling the scale and evolving nature of graph in the recent times. There are different types of queries that can be executed on these massive graphs for extracting interesting pieces of information. One of the important types of queries is reachability queries.

Efficient and scalable processing of reachability queries in evolving hierarchies is important for many modern applications. In this research, we presented a tunable, time and space efficient framework called SCISSOR (selective snapshot indexing with progressive solution refinement) for testing reachability between given pair of vertices on any given snapshot of a evolving hierarchy. The main idea behind SCISSOR is to selectively index a subset of snapshots of a evolving hierarchy and use these snapshot indices to answer reachability queries on all snapshots of the evolving hierarchy. Our framework includes three novel features – (1) an efficient algorithm for analyzing the effect of the changes that have occurred between snapshots on the reachability from one given
vertex to another; (2) an adaptation of the interval-based indexing strategy for evolving hierarchies, called, non-contiguous interval index (NCI index); and (3) a heuristic-based technique for deciding which snapshots to index.

Furthermore, we leveraged our novel framework for answering version-specific XPath expressions in Continuously evolving XML (CEXML) repositories. CEXML documents are employed for representing dynamic information in many emerging domains such as employee information systems and geographical information systems. In such domains, it is often important to evaluate XPath expressions on certain specific version of a CEXML document. As a part of this research, we introduced the concept of version-specific XPath expression for modeling such queries. We presented a tunable, time and space efficient framework for evaluating version-specific XPath expressions on CEXML documents.

In this research, we also address the problem of answering continuous reachability queries where queries are issued only once but run "continually" over the evolving graph. Scalable processing of such queries in evolving graphs is important in many modern domains such as online social networks and overlay network connectivity analysis. We present an efficient and scalable framework called CoUPE (Continuous Query Processing Engine) for answering continuous reachability queries in evolving graphs as a part of this research. The main idea here is to index the evolving graph and compute the status of only the subset of queries that are likely to be affected by each incoming edit happening on the dynamic graph. The CoUPE framework includes two novel features, namely, an algorithm to recompute the indices of evolving graph efficiently and a scalable heuristic-based technique to identify the subset of queries that are likely to get impacted by an incoming edit.
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