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Abstract

A high-resolution, three-dimensional, hydrodynamic model of the Duplin River estuary

on Sapelo Island Georgia has been developed using Finite Volume Community Ocean Model.

Using a model to describe transport and retention is a good way to estimate the efficiency of

an estuary at remediating contaminants. The model shows good agreement with time series

of sea surface height and salinity from monitoring stations within the domain. The model

does well at predicting tidal oscillations and subtidal SSH and salinity variations. However,

there is room for improvement with regard to salinity variability in the upper model domain.

A Lagrangian particle tracking analysis was carried out to study the effects of semi-diurnal

tides, spring/neap tidal cycles, and seasonal forcings on residence times. Residence time is

most sensitive to the stage of the tide (slack high or slack low) when starting the particle

tracking and had maximum values on slack low water. Neap tides had characteristically longer

residence times than spring tides. Residence time was also dependent on seasonal changes

and was higher during periods of low river discharge which correspond to higher sea surface

inundation than periods of high river discharge. An Eulerian salt flux analysis was carried

out to study the relative roles of advective and dispersive flux on transport processes. The

residual or advective flux, dominates the transport within the system and marsh circulation in

the upper reaches shows net inward movement along the channel and net outward movement



over the marsh. Tidal flux dominates the dispersive flux over estuarine exchange flux and

thus controls the horizontal dispersion. The horizontal dispersion coefficient was dependent

on seasonal river discharge as the horizontal salinity gradient switches from a positive to

a negative estuary causing very large and highly variable values during periods of high

river discharge. Alternatively, the horizontal dispersion coefficient was more periodic and

controlled by the spring/neap cycle, showing maxima on spring tides during the season of

low river discharge and high sea surface inundation.

Index words: hydrodynamic modeling, Duplin River estuary, GCE LTER, FVCOM,
horizontal transport, Lagrangian particle tracking, residence time
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Chapter 1

Introduction

1.1 Motivation

The patterns of transport and residence time can have strong effects on water quality within

estuaries, as wetlands are known to be natural filters and treatment sites for contaminants

or pollutants (Bodin et al., 2013; Persson et al., 1999; Musner et al., 2014; Savickis et al.,

2016). Residence time distributions have been shown to control the efficiency of wetlands at

contaminant removal (Savickis et al., 2016). The efficiency of a wetland to remove contam-

inants is driven by the amount of time the contaminants are in contact with the vegetated

zone (Persson et al., 1999; Musner et al., 2014). Vegetated zones slow flows and create areas

where suspended solids will floc and fall out of the water column and also are the site where

biochemical processes will transform the substances (Musner et al., 2014). Residence times

and transport therefore are important to describe as they can be crucial when considering

the capability of an estuary to remove pollutants and sediments. This utility is a major

motivation to create a model capable of describing these important phenomena for scientific

and engineering applications.

Salinity and inundation patterns are also two important drivers for state changes within

estuarine habitats. Understanding the atmospheric and oceanic forcings that govern varia-

tions in inundation and salinity is vital to predicting ecological shifts associated with changing

climate and land uses. It is important to predict the salinity, along with inundation patterns,

and how these parameters will change temporally and spatially in order to understand long-

term changes in ecosystem processes (DiIorio and Castelao, 2013). How these parameters

change is dependent on the major forcings that govern the salinity gradients and inundation

1
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within estuarine systems. Tidal forcing, offshore sea surface height (SSH), and freshwater

inputs are the major drivers that can control salinity and inundation in coastal salt marsh

estuaries.

Tides are one of the most important forcings in estuarine systems. Tidal mixing is strong

and can dominate at times, especially on spring tides, for estuaries in the southeast. Also,

ebb dominated estuaries have longer, slower rising tides and stronger, shorter ebb currents

that are typical on the Georgia coast where deep channels, extensive mud flats and marsh

regions dominate. The high characteristic shear on ebb leads to very well mixed conditions

(McKay and DiIorio, 2010). The spring/neap modulation of along channel velocity and tidal

height is also very apparent on the Georgia coast. Previous measurements in the Altamaha

River (DiIorio and Kang , 2007) and in the Duplin River (McKay and DiIorio, 2010) on the

Georgia coast have shown along channel velocities as high as 1.2 m s−1 on the spring ebb

tide with corresponding neap ebb flows with values half that magnitude. Maximum tidal

heights ranging from 1 m to 2.6 m on neap and spring tides, respectively were also observed.

Offshore SSH forcing is an important driver of inundation along the Georgia coast.

Winds can strongly modulate SSH on sub-tidal timescales in estuarine systems (DiIorio

and Castelao, 2013). As wind forcing on the coast of Georgia varies seasonally, SSH due to

winds also varies on seasonal time scales (Weber and Blanton, 1980). DiIorio and Castelao

(2013) found that sub-tidal SSH was positively correlated with alongshore winds and nega-

tively correlated with cross-shore winds and can vary up to 0.6 m within the Georgia coast.

Inundation generally increases in the fall and winter when the prevailing northeasterly winds

cause downwelling conditions and decreases in the spring and summer when winds dominate

from the southwest and promote upwelling conditions or offshore transport (DiIorio and

Castelao, 2013). The fact that winds can cause such large variations in SSH shows that it is

important to capture this phenomenon if the goal is to accurately simulate inundation.

Freshwater inputs are another major driver of estuarine dynamics. River discharge can

be one of the major drivers of exchange within complicated estuarine systems (Traynum and
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Styles , 2008). Estuarine circulation is a well studied phenomenon even though the major

drivers are not completely understood. In the classical definition of estuarine circulation, the

salinity gradient leads to an up-estuary baroclinic pressure gradient that becomes greater

from the surface layer to the bottom layer. There is also a down estuary barotropic pressure

gradient. This force is constant in the vertical direction. Together, these forces lead to inflows

of salty water on the bottom and outflows of fresher water at the surface (Schulz et al.,

2015). This is the classical estuarine circulation. River discharge is the major contributor

to freshwater on the Georgia coast and the formation of the coastal frontal zone within the

inner shelf (Blanton and Atkinson, 1983). Groundwater can also be a source of freshwater

to estuaries on the Atlantic coast (Porubsky et al., 2011). Its contribution to salinity is not

well known, but it can have significant effects on nutrients and biogeochemical processes in

estuaries.

In order to understand biogeochemistry in estuarine systems, it is important to first

understand the fates of water masses that are dependent on the dynamics of the system.

Understanding the patterns of nutrient delivery is very important in order to quantify anthro-

pogenic effects on ecosystems and the governing biogeochemical cycles (Porubsky et al.,

2011). Changes in inundation patterns and residence times, or the intensity of flushing,

which is dependent on spring/neap cycles, semi-diurnal tidal cycles, and seasonal forcings

can have powerful effects on the magnitude of nutrients exported into estuarine systems

(Porubsky et al., 2011; Snyder et al., 2004). The strength of the salinity gradient and the

level of inundation can affect the chemical speciation of nutrients by altering the composi-

tion of the water masses at the boundary of the tidal range and thus can affect the type and

amount of nutrients added to estuaries (Snyder et al., 2004; Porubsky et al., 2011). Due to

these facts, it is important to quantify inundation patterns and residence times in order to

investigate biogeochemistry with estuarine systems.

Understanding the patterns of mixing and transport within estuaries and the physical

forcings that govern these patterns is extremely important. In order to understand the trends
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of salinity, the factors that drive salt fluxes must be explored. All estuaries are unique and salt

fluxes depend on the physical characteristics of the estuary, such as bathymetry, along with

the magnitude of the physical forcings, such as tides and freshwater inputs. A model can be a

useful tool to investigate the patterns of transport under specific forcing scenarios (Devkota

and Fang , 2015). This is mainly due to the fact that many of these physical measurements

are time consuming and difficult to obtain, especially when trying to capture spatial and

temporal variability.

1.2 Site Description

The Georgia Coastal Ecosystems Long Term Ecological Research (GCE LTER https://gce-

lter.marsci.uga.edu) domain is the governing site for the research carried out in this thesis.

The GCE domain is a complicated system of tidal creeks, back barrier islands, forested upland

areas, and receives much of its freshwater from the Altamaha River. This river is Georgia’s

largest river and its watershed extends to Athens and south of Atlanta. The entire GCE

domain can be seen in infrared in Figure 1.1, which illustrates this variable and complex

system. Long term monitoring stations within the GCE domain (GCE1 through GCE10)

collect hydrographic data of salinity, temperature, and water depth, which has been cata-

logued over the past 15 years. The USGS Doctortown gauge is where volumetric flow rates

are measured for the Altamaha River. The Altamaha River is the primary mode for salinity

variation throughout the GCE domain and affects the latitudinal and longitudinal gradients

of salinity within the estuaries (DiIorio and Castelao, 2013). It has been established that

advection of river inputs along with groundwater flows are two of the major contributors to

the salinity gradient (Kjerfve, 1973; Ragotzkie and Bryson, 1955). Freshwater can make its

way north to Doboy and Sapelo Sounds through the complex connections of tidal creeks,

marsh, and Intracoastal waterway.

The Duplin River, the polygon highlighted in yellow in Figure 1.1, is the site of the

current research and is a large elongated bay located on Sapelo Island within the GCE LTER



5

project site. The Duplin River is an ideal site because it is a good proxy for the entire GCE

LTER site, in which the Duplin is located, and it has been studied extensively over a long

period of time (Ragotzkie and Bryson, 1955; Kjerfve, 1973; Snyder et al., 2004; Porubsky

et al., 2011; McKay and DiIorio, 2008, 2010). The salt and heat budgets for the Duplin

have been quantified in earlier studies showing that tidal mixing and transport dominate

the variability (McKay and DiIorio, 2008, 2010). The patterns of freshwater inputs have

also been explored, but more research is necessary to determine the major drivers of the

dynamics (Kjerfve, 1973). Groundwater was determined to be an important contributor of

freshwater to the domain (Schultz and Ruppel , 2002; Porubsky et al., 2011; Ragotzkie and

Bryson, 1955). Salinity variation within the Duplin River is heavily influenced by tidal cycles

in conjunction with fresh and salt water inputs from Doboy sound at the mouth, which takes

into account riverine discharge effects from the Altamaha (Kjerfve, 1973).

A close up infrared satellite image of the Duplin River watershed, with the model domain

highlighted in yellow, can be seen in Figure 1.2. This image shows a tidal river surrounded

by salt marsh and the Sapelo barrier island to the east. Tall Spartina alterniflora dominates

the marsh in the low marsh zone and medium Spartina alterniflora dominates in the mid

marsh zone. The high marsh is made up of a mixed community of vegetation including

short Spartina alterniflora. Tall Spartina alterniflora dominates where tidal inundation is

very regular (low marsh zone) and short Spartina alterniflora dominates where inundation

is very irregular (high marsh zone) (Hladik et al., 2013; Hladik and Alber , 2014).

There are long term monitoring stations within and nearby the Duplin that collect real

time data that can be used for comparisons to model predicted values, and is used as input

for the model. The long term monitoring site used for model forcings is from GCE6 and

data used for model comparisons are from Marsh Landing (ML), where a partnership with

the Sapelo Island National Estuarine Research Reserve maintains a water quality and atmo-

spheric weather station, and GCE10.
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Figure 1.1: An infrared satellite view of the GCE domain together with long term monitoring
stations. The Duplin River model domain is outlined in yellow on Sapelo Island, Georgia.
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Figure 1.2: An infrared satellite view of the Duplin domain together with long term moni-
toring sites at Marsh Landing (ML) and GCE 10. The Duplin model domain is outlined in
yellow.
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1.3 Objectives

The major research objectives of this Master’s thesis are as follows:

1. To create a high resolution three dimensional hydrodynamic model of the Duplin River

estuary on Sapelo Island using the Finite Volume Community Ocean Model (FVCOM).

2. To model salinity and inundation patterns for the Duplin, obtaining good comparisons

of model predicted values with time series data taken from the long term monitoring

stations within the system.

3. To use this model to quantify horizontal transport and determine residence times using

Eulerian decomposition salt flux analysis and the Lagrangian particle tracking module,

respectively, for the Duplin River.

1.4 Thesis Outline

Chapter 2 is a summary of the experimental approach taken over the breadth of this research.

This includes a description of the high resolution digital elevation model (DEM) created for

the Duplin River. The process used to create the high resolution mesh and to improve this

mesh are also described in detail. This chapter also includes a description of all of the major

forcings incorporated into the model. The modeling software and computational resources

used are also described. A discussion of the sensitivity testing that was carried out will be

discussed as well. This includes a discussion of optimizing speed with stability, variation of

mixing parameters, as well as the variation of the groundwater forcing. The last section in

this chapter will discuss model/data comparisons at stations within the domain as well as

using a tidal harmonic analysis to compare to the model.

Chapter 3 discusses results from the Lagrangian particle tracking module within the

model. The spring/neap, seasonal, and semidiurnal tidal effects on residence times will also

be addressed within this section.
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Chapter 4 will discuss the Eulerian decomposition used to quantify salt transport and

horizontal dispersion within the model domain. This chapter includes a description of the

major flux components that contribute to horizontal transport within the system and how

these components vary seasonally and on spring/neap time scales. This chapter also includes

the quantification and discussion of how the horizontal dispersion coefficient can vary tem-

porally and spatially.

Chapter 5 will summarize all significant findings and make recommendations for future

directions and studies to continue this research.



Chapter 2

Methods and Model Description

2.1 High Resolution Digital Elevation Model

Initially, a digital elevation model (DEM) was created from merging light detection and

ranging (LiDAR) data, which provides the surface elevation, with multibeam acoustic swath

bathymetry mapping carried out by collaborators (R. Viso and R. Peterson) from Coastal

Carolina University. Hladik et al. (2013) found that LiDAR data errors varied depending

on the amount of vegetation cover and that LiDAR was more error prone in areas of dense

vegetation. Due to this, the authors developed and applied correction factors for specific

vegetation classes and the LiDAR elevation data was corrected using this approach. With

the corrected LiDAR and merged swath data the DEM still had many areas where data was

missing. The areas of missing data led to instabilities within model runs. This was due to

these areas being misrepresented by the depths within the DEM through interpolating over

areas without data. Figure 2.1 displays the original DEM (merged, corrected LiDAR with

swath data) where white areas represent no data.

Due to instability problems created from these gaps in the data, it was decided that

these areas needed to be filled in. A high resolution echo sounder together with a real time

kinematics (RTK) GPS unit was mounted on a small canoe with a small outboard motor in

order to be able to access the narrow, shallow creeks. The survey setup is shown in Figure 2.2

along with a picture of a curious alligator, the project mascot. On numerous dates, areas of

missing data were surveyed by traversing the creeks and channels using a “mowing the lawn”

survey technique. Multiple passes were made over the areas to better represent the actual

bathymetry and to have a better range for data interpolation. A Hydrobox data acquisition

10
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Figure 2.1: The original bathymetry map with merged, corrected LIDAR and swath
bathymetry referenced to mean sea level (MSL in m).
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system connected the echo sounder to the laptop. The new echo sounding bathymetry data

was then merged with the existing data set after each sampling trip until the bathymetry

map was deemed acceptable for our modeling purposes.

Over the course of the project, most of the major creeks and channel edges were filled in

using this method. This new data was merged to the DEM and is represented by depth (in

yellow) but highly exaggerated in size in order to show the survey locations in Figure 2.3.

The final corrected, merged, and interpolated 1 m DEM was then averaged to create a 4 m

high resolution DEM.

2.2 Meshing Process

The model mesh was created using Surface-water Modeling System (SMS), which is a soft-

ware from Aquaveo (http://www.aquaveo.com). A model boundary was first developed using

Google Earth to trace out the outer edges of the Duplin watershed and then the Google Earth

kml data points were converted to a ascii file type that could be read in SMS. The zero meter

contour line was then found to create a polygon of the Duplin main channel which was within

the larger polygon representing the entire watershed boundary. Both these polygons were

smoothed so that the nodes were evenly spaced depending on the characteristics of the

domain: the open boundary nodes at the mouth of the Duplin were spaced at 30 m apart,

the outer boundary nodes were also spaced at approximately 30 m apart, the nodes along

the main channel of the Duplin were spaced at approximately 15 m apart, the nodes along

the smaller side channels were spaced at approximately 5-10 m apart depending on the size

of the channel. The mesh was then generated for the domain using SMS and the final mesh

is such that the triangular elements follow the channel edges (see Figure 2.4 in a sinuous

section of the Duplin).

The mesh was edited to meet FVCOM standards: allowable angles within triangles must

be greater than 30 degrees and less than 130 degrees, area changes from triangle to triangle

cannot change by more than 50 percent from element to element, and the maximum allowable
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a)

b)

Figure 2.2: a) The field work mascot. b)The canoe setup with a RTK GPS and echo sounder
attached.
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Figure 2.3: High resolution echo sounding depths in yellow and exaggerated in size are
superimposed on merged, corrected LIDAR and swath data (referenced to MSL).
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Figure 2.4: A close up example of the mesh in the mid-Duplin.

elements connected to a node cannot exceed 8. The final mesh contains 77,032 nodes and

153,247 elements. After successfully generating a mesh, the high resolution 4 m bathymetry

data, described in the previous section, was interpolated to the mesh nodes using SMS and

smoothed using the smoothfield function provided with the FVCOM source code to remove

large depth gradients and discontinuities in the bathymetry associated with the vegetation

correction factors applied to the LiDAR data (see Figure 2.5).
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Figure 2.5: The 4 m digital elevation model (DEM) interpolated to the model mesh with
monitoring stations identified.
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2.3 Mesh Quality

Troubleshooting the mesh to deal with mesh quality issues is accomplished by running the

model and generating output variables quickly, every 10 seconds or at smaller time incre-

ments. When the model went unstable, the output is transferred into MATLAB. Using scripts

written for these specific purposes, the elements where velocities went unstable would then be

identified. The mesh was then edited to correct mesh elements and this process was repeated

until no further instabilities were found. This method was also used to identify areas where

bathymetry data needed to be filled in by using the echo sounding methods described in

the previous section, or corrected by smoothing using the smooth field MATLAB program

provided with the FVCOM source code. Using this approach, the quality of the mesh was

improved until the model could run to completion with a refined time step. There was a

total of 70 meshes developed before the final mesh was deemed complete.

2.4 Description of Model Forcings

Tides are a dominant forcing for estuaries. Of particular importance is how the spring/neap

cycle determines exchange and mixing between the upper and lower Duplin. The GCE6

station in Doboy Sound, close to the mouth of the Duplin, is used to input real sea surface

height measurements into the model and hence input realistic tides (see Figure 2.6 upper

panel). One major goal is to model the effect of the spring/neap cycle on the salinity and

inundation patterns within the domain.

The effect of offshore wind forcing on SSH can be included in the model by forcing the

open boundary with the hourly time series of SSH from GCE6 within Doboy sound since

this data also includes the subtidal effects. By using a real time series of SSH, as opposed

to forcing with just tidal constituents, inundation effects by offshore wind forcing can be

incorporated into the model. As it is well documented that offshore winds can have strong
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effects on SSH (see DiIorio and Castelao (2013)), it is important to include these effects in

the model inputs if the goal is to accurately predict inundation.

Forcing the model with hourly times series of sea surface height is one way to ensure that

the model is capable of handling a large range of tidal forcings. For the year 2014, the tidal

height range varies from -1.7 to 1.6 m for a total range of 3.3 m on spring tides. Thus the

model is capable handling any tidal forcing within this range without leading to instabilities

and is also capable of handling subtidal changes caused by offshore wind forcings for the

year 2014.

The meteorological diurnal, semidiurnal, and seasonal heat input is accounted for by

forcing the model with real time hourly temperature data from GCE6. By using a hourly

time series taken from the GCE6 station within Doboy sound, the model can account for

large temperature variations within the model domain. Refer to Figure 2.6 for a visualization

of the temperature forcing on the model open boundary for the year 2014. The model can

handle temperatures ranging from 8 to 30 oC.

Freshwater is incorporated into the model through two major mechanisms. The major

drivers of freshwater in this system are groundwater inputs along with pulses of freshwater

effluent from Doboy Sound at the mouth of the Duplin. This effluent from Doboy has salinities

that are modulated by freshwater from the Altamaha River. The time series salinity data

for the Year 2014 used to force the model at the open boundary can be seen in Figure 2.6.

An example of volumetric flow from the Altamaha, measured at the Doctortown station can

also be seen in Figure 2.6. Note that when the river discharge is high, salinities are reduced

with an approximate time delay of 7-14 days. The salinity variability is also controlled by

the tidal patterns of the domain. The model can handle a large range of salinity, and during

the year 2014, the salinity from GCE6 ranges from 10 to 35 PSU.

The other major driver of the salinity variability may be attributed to groundwater input

along with surface flow from precipitation. Groundwater input has been shown and accepted

to be a major contributor of freshwater in the domain (Ragotzkie and Bryson, 1955; McKay
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Figure 2.6: GCE6 sea surface height, temperature, and salinity that is used to force the model
on the open boundary shown in comparison to the Altamaha discharge from the Doctortown
station.
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and DiIorio, 2010; Porubsky et al., 2011). It is important to be able to predict groundwater

inputs because groundwater acts as a source of nutrients and is integral to the exchange

of geochemical materials between the tidal prism and the salt marsh (Carter et al., 2008;

Porubsky et al., 2011; Schultz and Ruppel , 2002). Based on studies of groundwater in the

upper Duplin, the amount of groundwater is expected to vary spatially and temporally

(Schultz and Ruppel , 2002).

Hourly SSH, temperature, and salinity were forced at the open boundary to capture

tidal and subtidal variability, diurnal and seasonal patterns of heat energy, and the effects of

freshwater from the Altamaha river on salinity. These inputs were created by using existing

Matlab scripts from the FVCOM Matlab toolbox (https://github.com/GeoffCowles/fvcom-

toolbox) in conjunction with custom scripts written to create these inputs using the proper

format for FVCOM. Using only these components to force the model is the simplest approach

possible to accomplish the goals of this research.

2.5 FVCOM3.2.2

The model has been transitioned to run the latest version of FVCOM (3.2.2), in order to

make use of the improved groundwater module. FVCOM uses a finite volume scheme to solve

integral versions of the momentum, salt, temperature, continuity, and density equations. The

benefits of using a finite-volume scheme is that it combines the geometric flexibility of the

finite-element method with computational efficiency and simple discretization techniques of

the finite-difference method (Chen and Liu, 2003). This version of FVCOM has very similar

architecture to FVCOM 2.7.1, that was initially used, but has a more robust groundwater

module. As groundwater is a component of freshwater input into the study system, this

version of FVCOM was necessary to test its relative importance and the effects on the

salinity distribution. For a description of the model and governing equations, refer to Chen

and Liu (2003).
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The model has been run using the 3-D baroclinic mode with the wetting and drying mode

activated with a 5 cm minimum depth. The Mellor-Yamada 2.5 turbulence closure model

was used for all model runs (Mellor and Yamada, 1982). The Lagrangian particle tracking

module has also been activated for model runs where needed (Chen et al., 2013). Currently,

the highest external time step that can be used without the model becoming unstable is

0.2 seconds. This is with 5 sigma layers, and an Isplit=2 (Chen et al., 2013). The Isplit

is the ratio of the internal time step to the external time step. The initial conditions for

the model run is a salinity of 5 PSU and a temperature of 15 oC. Year 2014 has been the

major emphasis of the modeling efforts as this is considered to be an average year in terms of

freshwater input for the Altamaha river to the GCE domain and because there was extensive

biogeochemical sampling that took place during this time period, which led to an interest in

transport processes during this time from collaborators on the GCE project (Wang , 2016a).

The model was started on November 1, 2013 and was allowed to ramp up over a 2 month

period.

The major output from the model used for analysis is salinity, SSH, and velocity data.

Figures 2.7 and 2.8 are an example of these outputs for the Duplin domain. Figure 2.7

displays surface salinity data with surface velocity vectors on an ebb and flood tide. The

water is fresher at the mouth during the flood compared to the ebb tide showing that fresher

water is being tidally advected into the Duplin at this time. Figure 2.8 shows inundation

throughout the entire domain on a slack low and slack high tide, respectively. Inundation

here refers to how much water is above the bottom. The marsh and mudflats are considerably

more inundated on the high tide as expected and inundation can reach the outer boundary

to the north and the west side. Figure 2.9 shows the depth averaged, tidally filtered velocity

at the centroids of every tenth mesh element. This was taken during the month of September

and shows the major patterns of circulation within the mid Duplin domain. The vectors are

scaled to 0.1 m s−1, which is shown in the plot. Eddies can be seen concentrated over deep

holes within the domain and show that this model can be used to understand morphological
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a) b)

Figure 2.7: a) The surface salinity field plot on an ebb tide with velocity vectors shown. b)
The surface salinity field plot on a flood tide with velocity vectors shown.

features of deep holes and shallow bars and their formation (a topic which is beyond the

scope of this thesis).

2.6 Computational Resources

Throughout the course of this research, three different computational systems were used.

Initially, the z-cluster, which is University of Georgia’s advanced computer campus resource

was used to run FVCOM 2.7.1, the first version of the model to be used. Next, a 32 core

tower bought for the lab was used to run the model to test for stability since there was no

queueing system. Ultimately, due to time constraints with the previous resources, Sapelo,

which is University of Georgia’s newest and most powerful computational resource was used

to compile and run the model. Sapelo is a Linux cluster using a 64-bit CentOS 6.5 operating
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a) b)

Figure 2.8: a) The inundation field plot on a slack low tide tide displaying depth above the
surface. b) The inundation field plot on a slack high tide displaying depth above the surface.

system. The login nodes use Intel Xeon processors. There are 112 compute nodes that have

AMD 48 core Opteron processors with 128 GB of RAM on each node (http://gacrc.uga.edu).

Eight nodes were used to run the model as will be described. The newest addition to this

computational arrangement was a clustering of 21 nodes purchased by 9 UGA faculty. This

subcluster is referred to as Aquarinode.

2.7 Model Sensitivity

2.7.1 Optimizing Model Speed with Stability

Originally, the approach to running the model was that more computing nodes (and hence

speed) was better. After discussions with colleagues at the FVCOM users meeting in Hal-
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Figure 2.9: Residual circulation patterns in the middle Duplin plotted on the bathymetry
(m).
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ifax, Nova Scotia in October 2015 (http://fvcom.smast.umassd.edu/2015/09/03/2015-fvcom-

users-workshop/), it was determined that the model needed to be optimized in terms of

speed, number of computing nodes, and stability. This was due to the phenomenon of error

propagation through message passing between nodes. Using the Sapelo advanced computer

resource, the model was tested on different numbers of nodes ranging from a single node

to the maximum allowed 10 nodes for the system. Stability is quantified as the number of

days the model runs before instability causes the model to crash. Speed was quantified as

the ratio of how far the model progressed before instability to the total run time. Speed can

vary slightly from model run to model run depending on the strain on the computer cluster

due to use at run time. Replicates of the 144, 240, and 384 core runs were done to ensure

that stability and speed were relatively constant from run to run. Stability was rounded to

the nearest day. These runs were completed using an external time step of 0.5 seconds with

an Isplit of 1. Refer to Table 2.1 for a summary.

From these model runs, it was determined that 384 cores was the ideal setup to run our

model. By reducing the external timestep to 0.2 seconds and changing the Isplit to 2, which

Table 2.1: Optimization of Model Stability and Speed

Number of Cores Stability (Days) Speed(Ratio)
48 49 Days 12
96 49 Days 21
144 108 Days 30
192 49 Days 40
240 108 Days 46
288 108 Days 48
336 62 Days 55
384 151 Days 56
432 62 Days 60
480 108 Days 67
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changes the internal timestep from 0.5 to 0.4 seconds, model stability was achieved for the

entirety of the run spanning November 2013 to December 2014.

2.7.2 Variations of Horizontal Mixing Parameters

The horizontal mixing coefficient used in the Smagorinsky method to calculate horizontal

diffusion was varied over a large range to test for sensitivity and to optimize our model

stability. For a description of this method, see Smagorinsky (1963). It was found through

many model tests that the model was most stable using a Smagorinsky horizontal mixing

coefficient of 0.18. Runs using mixing coefficients of 0.02, 0.04, 0.1, 0.15, 0.17, 0.19, 0.2, 0.3,

1.0, and 2.0 were all carried out. The runs starting with 0.02 and increasing to 0.17 all went

unstable very quickly, within 30 days of model run time. The larger values (1.0 and 2.0)

also became unstable very quickly. It was decided that among the stable runs, 0.18 was the

best in order to improve the salinity output in the upper Duplin at GCE10. The horizontal

Prandtl number, which is a dimensionless ratio of the diffusivity of momentum to thermal

diffusivity, was also varied from 0.1, 1,and 3. Due to stability issues, 1 was chosen as the best

horizontal Prandtl number.

2.7.3 Variations of Ground Water Inputs

Many different model runs were carried out with varying inputs of the groundwater. Origi-

nally, the groundwater was concentrated at 29 nodes that were chosen in the upper Duplin

along the shoreline at Moses Hammock. These nodes were chosen as they outlined the coast-

line of Moses Hammock. Refer to Figure 2.10 for a layout of the original setup for groundwater

inputs. Groundwater was initially input at a constant rate of 3.7 × 10−3 m3 s−1 and at an

initial salinity of 0 PSU. The magnitude of the volumetric flow was initially estimated by

starting with values that collaborators, Rich Viso and Rick Peterson, from Coastal Carolina

University had come up with from running Radon tracing experiments in the upper Duplin.

They estimated that the magnitude of the groundwater input in the upper region of the
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Duplin was 11 m3 (m of coastline)−1 (tidal cycle)−1. For a distance of 435 m along the

coastline of Moses Hammock with 29 nodes being used and the dominant tidal cycle of 12.4

hrs , the volumetric flow rate at each node was calculated to be 3.7× 10−3 m3 s−1 and the

total groundwater input was 0.1073 m3 s−1. From conversations with our collaborators from

CCU, it was determined that the groundwater input would be much saltier than the original

0 PSU inputs. Using this same arrangement, model runs with 15 PSU inputs and 30 PSU

inputs were then carried out. The volumetric flow rates were also doubled and tripled.

After further tests, it was decided that the most realistic and reasonable approach to

including groundwater in the model was to distribute the inputs along the entire length of

the Duplin with the majority of the inputs being concentrated in the upper Duplin and

gradually being reduced along the nodes in the southward direction. Groundwater was input

on nodes distributed along the thalweg. As the nodes are more heavily concentrated in the

top of the Duplin and become more spaced out in the southward direction, the desired effect

of the cascading groundwater inputs was achieved. See Figure 2.11 for a visualization of the

layout for the groundwater inputs for the final model runs. Many different runs were carried

out with this arrangement by varying the volumetric inputs at each node and the salinity at

each node. The original magnitude of the volumetric input of 3.7×10−3 m3 s−1 was used and

this value was doubled and tripled. Salinity was varied from 20 PSU to 30 PSU over different

runs. By comparing the salinity profiles of all the different model runs and considering what

was a realistic input, it was determined that using a salinity of 20 PSU with a volumetric

input of 7.4×10−3 m3 s−1 was the most reasonable and realistic values to input groundwater

at every node. The total volumetric input for groundwater for all input nodes is thus 0.6808

m3 s−1 for the final model runs which is approximately 6 times greater than the previous

run. This is approximately 2.5 m3 (m of coastline)−1 (tidal cycle)−1 on average for the

entire length of the Duplin, with the majority of the groundwater being concentrated in the

upper Duplin. This is with 92 input nodes along the thalweg, with a length of 12 km for the

entire thalweg, and with the dominant tidal cycle of 12.4 hrs. This number is smaller than
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Figure 2.10: Layout for ground water inputs for earlier model runs. Total discharge is 0.1073
m3 s−1.

the 11 m3 (m of coastline)−1 (tidal cycle)−1 originally recommended, but it should be noted

that the smaller value represents the entire length of the thalweg, while the original was just

for the upper domain around Moses Hammock where groundwater inputs are known to be

greatest.

It should be noted that with regards to volumetric flow rate, this groundwater input is

treated as a new source of volume, and not strictly as freshwater input. With regards to

salinity, the groundwater is treated as stored seawater that has been mixed with fresher

groundwater within the estuary and recirculated within the ground.
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Figure 2.11: Location of groundwater nodes for latest model runs. Total discharge is 0.6808
m3 s−1.
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2.8 Data/Model Comparisons

The model output has been compared to real time monitoring stations within the model

domain. These long term monitoring stations are GCE10 and Marsh Landing. Refer to Figure

2.5 showing where these stations are located within the domain. A tidal harmonic analysis

using T tide (Pawlowicz et al., 2002) has also been carried out on model output of surface

elevation data at representative model nodes near each station, to allow for comparisons of

the dominant tidal constituents between the model and measured SSH. Starting in the top of

the domain, GCE10 will be compared first. In order to simplify the figures, a 31 day period

has been identified for direct model comparisons. Figure 2.12 displays the tidal height for

GCE10 and for a representative model node for the month of March in 2014. The model

does very well at simulating tidal variations with a r2 value of 0.98 at this station.

The entire model run for the year 2014 has also been used for a tidal harmonic analysis

showing only those tidal constituents with a signal to noise ratio larger than 100. Table 2.2

displays the six major tidal constituents from the tidal harmonic analysis at the representa-

tive model node and at the GCE10 station. The standard error reported from T tide is also

included for each amplitude and phase below. The model does well at creating these tidal

constituents and matches up very closely to the tidal analysis done on the observed data

from GCE10.

Figure 2.13 (upper panel) shows the sub-tidal (daily averaged) salinity and SSH com-

parison at GCE10 to the same model node for the year 2014. The model does very well

at capturing sub-tidal effects on SSH, with a r2 value of 0.91, and generally displays very

good agreement with daily averaged values from the GCE10 station. However for salinity,

the comparison is not so good as the model tends to underestimate the salinity in the second

half of the year. The correlation coefficient is still high with an r2 value of 0.86 indicating

that the variability is captured.

Tidal comparisons were also carried out at the Marsh Landing station with tidal height.

The comparisons for tidal height were carried out on the same 31 day period shown above
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Figure 2.12: Tidal elevation at GCE10 and a nearby model node.

Table 2.2: Tidal Harmonic Analysis Comparison at GCE10
Tidal Constituent Model Amplitude GCE10 Amplitude Model Phase GCE10 Phase

O1 0.0804 +
− 0.007 0.0872 +

− 0.007 213.823 +
− 4.3 215.632 +

− 4.4
K1 0.111 +

− 0.006 0.116 +
− 0.006 204.899 +

− 3.3 207.872 +
− 3.1

N2 0.213 +
− 0.01 0.223 +

− 0.01 9.816 +
− 3.0 14.354 +

− 3.0
M2 0.999 +

− 0.009 1.0386 +
− 0.01 21.385 +

− 0.6 24.133 +
− 0.6

S2 0.162 +
− 0.01 0.168 +

− 0.01 56.618 +
− 4.0 61.117 +

− 4.4
M4 0.0446 +

− 0.006 0.0702 +
− 0.007 161.767 +

− 7.6 182.618 +
− 5.3
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Figure 2.13: A comparison of daily averaged SSH and salinity model output to GCE 10 data.
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for GCE10. Figure 2.14 displays the comparison of the model at the representative node to

the Marsh Landing monitoring station. This figure shows that the model is very capable of

modeling the tidal height at this station with a r2 value of 0.97. A tidal harmonic analysis

using T tide was also carried out for the model data and real time series data at the Marsh

Landing station. The only components with a signal to noise ratio greater than 100 at this

station were the N2, M2, and S2 tidal constituents. For this reason, these are the only

components reported in Table 2.3 from the tidal analysis. The standard errors from T tide

are also reported in Table 2.3. Overall, the model does very well at picking up the phases and

amplitudes of the major tidal constituents at the Marsh Landing station. The amplitudes

and phases are within two standard errors of each other for both constituents. The phases

are less than 10 degrees of each other.

Figure 2.15 shows the comparison of sub-tidal model SSH and salinity output from the

representative node to the Marsh landing station. The model does a very good job of picking

up the daily averaged values of SSH. However model salinity seems to underestimate the data

by approximately 2 PSU. A correlation analysis gives r2 values of 0.93 and 0.92, respectively.

When considering these comparisons, it can be concluded that the model does well at

predicting tidal heights from the major tidal constituents and subtidal variations from off-

shore forcing. Thus inundation patterns are expected to be well represented. It can also

be concluded that the model does well in the lower Duplin at predicting daily averaged

salinity but becomes less accurate in the upper ranges of the Duplin, especially later in the

year when offshore SSH forcing is large. We hypothesize that overflow from the western and

northern boundaries having higher salinities may happen during periods of high SSH forcing.

Nonetheless, this model development is a good start to understanding the dynamics in the

Duplin.
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Figure 2.14: Tidal elevation at Marsh Landing and a nearby model node.

Table 2.3: Tidal Harmonic Analysis Comparison at Marsh Landing
Tidal Constituent Model Amplitude GCE10 Amplitude Model Phase GCE10 Phase

N2 0.223 +
− 0.02 0.200 +

− 0.02 12.813 +
− 6.7 2.982 +

− 6.6

M2 1.027 +
− 0.02 0.975 +

− 0.02 25.043 +
− 1.4 15.116 +

− 1.2

S2 0.162 +
− 0.02 0.174 +

− 0.03 49.22 +
− 7.44 60.03 +

− 9.1
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Figure 2.15: A comparison of daily averaged SSH and salinity model output to Marsh Landing
data



Chapter 3

Residence Times Through Lagrangian Particle Tracking

3.1 Introduction

Estuaries are major hosts for plankton larvae, pollution or contaminants, and sediment

plumes (Spencer et al., 2014). Lagrangian analysis techniques can help shed light on the

fates of these impactful scalar groups. Many studies have focused on both numerical modeling

based approaches and actual observational approaches using drifters. Spencer et al. (2014)

carried out a drifter study in Moreton Bay, Australia using two different types of drifters and

found that different drifter designs could have strong impacts on the scale of the effect of shear

dispersion from winds. Numerical modeling approaches for Lagrangian particle trajectory

analysis have been established as useful tools to investigate the sources and ultimate fates

of water masses (Jonsson et al., 2011). This study focuses on the numerical modeling of

Lagrangian particles for residence time estimations.

Many different studies have used numerical models to carry out Lagrangian particle

tracking analyses. Bilgili et al. (2005) used an embedded Lagrangian particle tracking module

within a two dimensional finite-element model to study transport and exchange and to quan-

tify residence times within the Great Bay Estuarine System located in New Hampshire and

found that residence time varied significantly spatially throughout the estuary. Kenov et al.

(2012) used a two dimensional hydrodynamic model coupled with a Lagrangian transport

model to quantify residence time in the Mondego estuary in Portugal and discovered that

freshwater input was a major driver of residence time. Jonsson et al. (2011) used a three

dimensional circulation model and then applied a Lagrangian trajectory analysis to the model

output to study the fate of water masses in the Gulf of Finland and learned that the Gulf was

36
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mainly made up of water that originated in the Baltic. Arega (2013) used a hydrodynamic

model coupled with a Lagrangian particle tracking module to study and quantify residence

times in West Scott Creek Estuary in South Carolina and found that residence time varied

spatially throughout the estuary. Huhn et al. (2012) used a three dimensional hydrodynamic

model in conjunction with surface drifters to study the surface Lagrangian transport in the

Ria de Vigo estuary in northwestern Spain. Safak et al. (2015) used a 3-dimensional finite-

volume model coupled with a Lagrangian particle tracking module to quantify residence

time and exchange in 14 different bays along the Atlantic coast of the United States and

showed that residence time was spatially variable and was dependent on the phase of the

tide when the particles were released. Andutta et al. (2016) used a three dimensional hydro-

dynamic model coupled with particle tracking simulations to study how the release time of

particles, including slack high and low tides with spring and neap tides, will affect residence

time for the Caraveles and Peruipe Rivers in southern Brazil and found that residence time

would be most heavily influenced by the tidal phase when the particles were released. This

study will present a similar scientific approach detailing the effect of semidiurnal tidal cycles,

the spring/neap cycle, and different seasonal time frames on residence time throughout the

Duplin model domain.

3.2 Methods

The online Lagrangian particle tracking module provided with the FVCOM source code

solves a non-linear system of ordinary differential equations (ODEs) (Chen et al., 2013). The

system of equations are defined as,

d~x

dt
= ~v(~x(t), t) (3.1)

where, ~x is the 3-dimensional position of any particle at time t, the time rate of change of

particle position is given by d~x
dt

, and ~v(~x, t) is the three dimensional velocity field taken from

the model generated output. There is no random-walk component to this approach as this
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is not necessary in this highly advective domain. This system of equations is solved using

a fourth order four stage explicit Runge-Kutta algorithm solving method. These runs have

been carried out using the online mode within the FVCOM source code. For a description

of this method see Chen et al. (2013).

Custom MATLAB scripts were written to prepare netcdf input files necessary to run the

online Lagrangian particle tracking module within the model. The information needed to

create the input files were start and stop times for the particle tracking and start locations

for all particles. The starting locations for the particles were the same for all Lagrangian

particle tracking runs. With the final mesh, all mesh element centroids where the depth was

greater than 0.5 m were identified. A starting particle was positioned at every centroid that

met this criteria and placed at mid-depth. Because this is a well mixed system, particles

can overturn very quickly and thus the position within the water column is arbitrary. Figure

3.1 shows the starting particle configuration for all Lagrangian model runs. There were

ultimately 24,150 starting particles for every particle tracking simulation.

In all, 32 particle tracking simulations were carried out. Two major seasonal time frames

were identified to carry out this analysis. These were the high river discharge (HRD) time

period, starting in March which corresponds to low SSH, and the low river discharge (LRD)

time period, starting in August that corresponds to high SSH. See Figure 2.6 (bottom panel)

for the river discharge in 2014 and Figure 2.13 for SSH. Sixteen simulations were carried out

for each discharge time respectively. Each simulation was set for a maximum of 45 days. This

value was determined through trial and error given that particles never stayed in the system

longer than this time except for particles that were deemed to have become stuck in the

uplands or high marsh regions and thus were thrown out of the analysis. For each seasonal

time frame, the model was started at 8 different times spanning both a spring tide and a

neap tide. Within each spring and neap period there were 4 time points that were started

at slack low tide and 4 that were started at slack high tide each spanning a two day period.
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Figure 3.1: The starting particle positions for all Lagrangian particle tracking simulations.
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This was in order to better understand how the spring/neap cycle in conjunction with the

stage of the tide will affect residence times within the domain.

After all the runs were completed, residence time was calculated for every particle. This

was determined by setting an exit point at Marsh Landing and calculating the time it takes a

particle to cross this point and exit the domain the first time. Thus, for this study, residence

time is defined as the time it takes a water particle to pass Marsh Landing in the lower model

domain. Particles could theoretically return into the domain, but this is not considered for

the scope of this research. For each particle, all other particles within a 50 m distance were

identified and a weighted average was obtained for both the (x, y) position and the residence

time resulting in a spatial average for both. It is important to note that the spatially averaged

(x, y) positions will be the same for all 32 different simulations, as the starting positions for

the particles are the same for all runs.The weight function used is,

W = e−r/10 (3.2)

where r is the distance between the particle position in question and each particle that

falls within the 50 m range (Wang , 2016b). This weight function has the property that a

particle 10 m away will only contribute 36.8% to the average position and residence time.

At a 50 m distance, the contribution would be less than 1%. After all the weighted values

were calculated for each run, the residence times were then averaged over different periods.

Ten different residence time averages and resulting statistics are obtained which represents

a temporal average of the dynamics under investigation.

3.3 Results and Discussion

The output from the Lagrangian particle tracking simulations was averaged in a variety of

ways to investigate the goals of this project. One goal was to understand how residence time

will change under different seasonal forcings. The Altamaha River effluent that makes its

way to Doboy Sound and subsequently into the Duplin is one specific seasonal forcing that
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was concentrated on for this study since it also corresponds to different levels of SSH and

inundation. Another goal was to understand how the spring/neap cycle in conjunction with

the semi-diurnal tidal cycle would affect residence time within the domain.

Figure 3.2(a) displays the average residence time for all 8 simulations starting on a

spring tide during the HRD period. Of these 8 simulations, 4 were started on slack low

water and 4 were started on slack high water. The upper Duplin has a greater residence time

(approximately 7 days) compared to the lower Duplin. This is likely due to the fact that on

the spring tide, more particles can be transported further into the Duplin and into the upper

marsh in areas that only become inundated on spring tides. The residence time averaged

over the whole domain during this spring tide was 1.29 days with a standard deviation of

1.05 days. The median was 1.05 days and the maximum was 10.37 days. Due to the high

energetics associated with spring tides, we expect that the residence time will be smaller on

average. This is because the high energy tide will flush the system faster when compared to

the overall residence time for neap tides as will be shown.

Figure 3.2(b) displays the average residence time for all 8 simulations that started on a

neap tide during the HRD period. This includes 4 times at slack low water and 4 times at

slack high water spanning 2 days of the neap tide. The highest residence times are within

Barn and Post Office Creeks, which implies that water can be trapped in these waters until

the next spring tide comes along to flush the creeks. The residence time averaged over the

whole domain on this neap tide during the period of HRD was 1.54 days with a standard

deviation of 1.56 days, which are slightly higher than those values for the spring tide HRD

period. The median was 0.99 days and the maximum is 23.61 days which is observed in Barn

and Post Office Creek areas. This can be interpreted to mean that residence time can be

much larger and more variable throughout the domain as the neap tides are less energetic

for transporting water out of the system.

Figure 3.3(a) displays the average residence time for the 8 simulations started on the

spring tide during the period of LRD and relatively high SSH. The higher residence times
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a) b)

Figure 3.2: Average residence time for all 8 simulations starting on a) a spring tide and b)
a neap tide during the HRD period.
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are now distributed over more of the Duplin spanning the mid to upper reaches compared

to the spring HRD period, where higher values were focused only in the upper reaches. The

residence time averaged over the entire domain was 1.95 days with a standard deviation of

1.70 days. The median was 1.60 days and the maximum was 13.1 days. These values are

higher than the values reported for the period of HRD shown in Figure 3.2(a). Simulations

started on the spring tides can have large average residence times due to the higher levels

of inundation pushing water particles back into the farther ranges of the Duplin and this is

enhanced when there is less freshwater influence. Thus, the residence time is generally higher

during the LRD period.

Figure 3.3(b) illustrates the average residence time for the 8 simulations started on the

neap tide during the period of LRD. Once again, the mean residence times for the neap tide

simulations are higher than the mean residence time values from the spring tide simulations

and values are distributed throughout the domain. The residence time averaged over the

entire domain was 2.08 days with a standard deviation of 1.58 days. The median was 1.68

days and the maximum was 16.52 days. Similar to the comparison between the HRD and

LRD spring tides, these values are much higher than the values shown for the corresponding

neap tide during the period of HRD shown in Figure 3.2(b).

Figure 3.4(a) displays the residence time when averaging over the 8 simulations starting

on slack high water for the HRD time period. This includes 4 spring and 4 neap tide starts

and thus averages out their effect. The simulations starting on slack high water begins with

all water particles moving out of the system, so residence time should be smaller throughout

the domain. The residence time averaged over the entire domain for all high tide starts during

the period of HRD was 1.12 days with a standard deviation of 1.23 days. The median was

0.69 days and the maximum was 13.0 days. The mean and the median residence times are

generally smaller than the spring or neap runs discussed previously.

Figure 3.4(b) shows the average residence time for all simulations starting on slack low

water during the HRD period, with 4 simulations starting on both neap and spring tides,
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Figure 3.3: Average residence time for all 8 simulations starting on a) a spring tide and b)
a neap tide during the period of LRD.
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Figure 3.4: Average residence time for all 8 simulations starting on a) slack high tide and b)
slack low tide during the HRD period.

thus averaging out their effect. The simulations that start on slack low water move particles

into the domain as the tide begins to flood. Particles are pushed back into the marsh and

into smaller side creeks. The average residence time is then increased because it takes longer

for these particles to get flushed back out of the marsh and back ranges of these smaller side

creeks. The residence time averaged over the entire domain for all low tide starts during the

period of HRD was 1.72 days with a standard deviation of 1.40 days. The median was 1.32

days and the maximum was 13.22 days. The mean and the median residence time are the

largest for all starting arrangements under HRD conditions.
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Figure 3.5(a) shows the average residence time for the 8 simulations started on the slack

high tide during the period of LRD with 4 simulations started on neap and spring tides, thus

averaging out their effects. Similar to what has been shown with HRD simulations, runs

started on the slack high tide have the lowest mean residence time and median values among

all the LRD simulations. Again, this is due to the fact that when simulations are started on

slack high water, the particles are immediately flushed out of the domain with the powerful

ebb dominated tide. The residence time averaged over the entire domain was 1.61 days with

a standard deviation of 1.61 days. The median was 1.14 days and the maximum was 14.74

days. The average residence time is higher than the average residence time reported in Figure

3.4(a) from slack high tide starts during the HRD period.

Figure 3.5(b) displays the average residence time for the 8 simulations started on the

slack low tide during the period of LRD averaged over 4 neap and 4 spring tide starts. When

compared to other simulations from the low river discharge period, simulations started on

slack low tide display the highest mean residence times. This is the same as what was seen

when comparing the slack low tide run for the HRD period. The residence time averaged

over the entire domain was 2.41 days with a standard deviation of 1.62 days. The median

was 2.08 days and the maximum was 15.84 days. These values are considerably higher than

the corresponding residence times from the slack low tide start simulations during the HRD

period shown in Figure 3.4(b).

Figure 3.6(a) displays the average residence times for all 16 Lagrangian simulations car-

ried out over the HRD period. This includes 8 simulations started on a neap tide and 8

simulations started on a spring tide. Within the 8 spring tide and 8 neap tide starts, there

were 4 low tide and 4 high tide starts, respectively. This figure illustrates that average resi-

dence time is generally low throughout the domain during HRD periods, but can be higher

in the backs of Barn and Post Office Creek and also in the upper ranges of the Duplin. The

residence time averaged over the entire domain for the HRD period was 1.42 days with a
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Figure 3.5: Average residence time for all 8 simulations starting on a) slack high tide and b)
slow low tide during the period of LRD.
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standard deviation of 1.04 days. The median residence time was 1.09 days with a maximum

of 12.92 days.

Figure 3.6(b) shows the average residence time for all 16 simulations started during the

period of LRD. This includes 8 simulations started on a spring tide and 8 simulations started

on a neap tide. Within each spring and neap simulation, there were 4 simulations started

on slack high water and 4 simulations started on slack low water. Average residence time is

higher over most of the domain from the mid to upper regions of the Duplin for the period of

LRD than for the period of HRD. The residence time averaged over the entire domain was

2.01 days with a standard deviation of 1.24 days. The median residence time was 1.81 days

and the maximum was 12.0 days. The mean and the median residence times are considerably

higher when compared to the overall residence time of the HRD simulations shown in Figure

3.6(a). This is most likely due to the higher inundation which is a function of the prevailing

northeasterly winds that are characteristic during this LRD period. Higher inundation leads

to particles being pushed farther back into the marsh and thus leads to greater residence

times during this time period.

3.4 Summary and Conclusions

A tabular list of the domain averages for all runs are summarized in Tables 3.1 and 3.2.

Three general conclusions can be seen: First, particles released in the Duplin at low water

have higher residence time than particles released in the Duplin at high water. Simulations

started on slack low water have the largest average and median residence times during the

periods of both HRD and LRD. Second, regardless of river discharge effects, particles initiated

over the neap tide have greater residence time than those initiated at spring tides. Third,

low river discharge residence times are greater than high river discharge residence times

regardless of the tidal phase. It can also be stated that residence times can vary strongly

spatially, which agrees with what Bilgili et al. (2005) found in their study of the Great Bay

estuarine system. Throughout this domain, the upper Duplin and the back reaches of Barn
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Figure 3.6: Average residence time for all 16 simulations during the a) high river and b) low
river discharge period.
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and Post Office Creeks show higher residence times over all averaging schemes presented

here.

Simulations that are started on slack high water have smaller values of average residence

time than simulations started on slack low water. Water that has flooded into the marshes

and creeks on the rising tide will be immediately flushed down and out of the Duplin on the

ebbing tide because of the powerful ebb dominant tide. This trend is observed for both the

LRD and the HRD periods. Residence time is more sensitive to tidal phase than it is to the

spring/neap cycle. This conclusion was also found by Andutta et al. (2016) in their study in

southern Brazil.

For both the HRD and LRD periods, neap tide starts showed higher average residence

times than spring tide starts. There is more variability throughout the Duplin and in the

back sections of Barn and Post Office Creeks. This can be attributed to the less energetic

neap tides not flushing water out of areas that are back in Barn and Post Office Creeks and

from the mid to upper reaches of the Duplin. The more energetic spring tides flush water out

of the domain much faster and thus have smaller average residence times over the domain.

Another major conclusion for this study is that the residence time over the domain is

higher during the LRD period than during the HRD period for all runs. This trend held up

for all of the averaging schemes presented here where the average residence time during the

LRD period was always larger than the average residence time during the HRD period. From

this, it can be concluded that freshwater inputs from the Altamaha river, that are tidally

advected into the mouth of the Duplin, can be important drivers of residence times within

this domain, which agrees with the findings from a study carried out in Mondego estuary in

Portugal by Kenov et al. (2012). Also, inundation is generally higher during the LRD time

of year due to offshore wind forcing and could also be a driver of the greater residence times.
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Table 3.1: Statistical summary of residence time (RT) analysis during a high river discharge
period.

Start Mean RT(Days) Median RT(Days) Standard Deviation (Days) Max RT(Days)

SLW 1.72 1.32 1.40 13.22

SHW 1.12 0.69 1.23 13

Spring 1.29 1.05 1.05 10.37

Neap 1.54 0.99 1.56 23.61

Total 1.42 1.09 1.04 12.92

Table 3.2: Statistical summary of residence time (RT) analysis during a low river discharge
period.

Start Mean RT(Days) Median RT(Days) Standard Deviation (Days) Max RT(Days)

SLW 2.41 2.08 1.62 15.84

SHW 1.61 1.14 1.61 14.74

Spring 1.95 1.60 1.70 13.1

Neap 2.08 1.68 1.58 16.52

Total 2.01 1.81 1.24 12



Chapter 4

Horizontal Transport and Salt Flux Analysis through Eulerian

Decomposition

4.1 Introduction

In order to study and quantify transport processes, which are major drivers of ecology and

biogeochemistry, the patterns of the exchange of freshwater and saltwater must be under-

stood. The distribution of fresh and salt water inputs are also important for management

strategies (Devkota and Fang , 2015), as the balance between these inputs within an estuary

can have large effects on the productivity of the system (Devkota et al., 2013; Bales et al.,

2006). The hydrodynamics of an estuary along with the salt fluxes are integral to under-

standing processes that control the biogeochemistry and water quality within estuaries (Zou

et al., 2016). Salt transport throughout an estuary is an important physical forcing and is con-

trolled by the magnitudes and directionality of the velocities and salinities. The bathymetry

of the study site in conjunction with the magnitude of the dominant forcings can also be

major controllers of the salt transport within an estuary (Devkota and Fang , 2015).

Normally, estuaries have a salt gradient from fresh at the head to saltier at the mouth

(a positive estuary). The Duplin River however, presents a unique case in that fresher water

from Doboy Sound is tidally advected into the mouth. This fresher water is the result of

the Altamaha River water that makes its way through tidal channels and the Intracoastal

waterway from Altamaha Sound to Doboy Sound (Wang , 2016b). Other pathways are via the

coastal ocean. As a result, the Duplin can have very dynamic salinity patterns on seasonal

timescales.

52
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In well mixed or weakly stratified estuaries, of which the Duplin is a good example, tidal

and shear dispersion can be a major driver of the salt transport characteristics (Smith, 1980).

A common way to study salt fluxes in estuarine systems is through the Eulerian decompo-

sition method. This has been carried out in many different studies in a variety of different

systems. Devkota and Fang (2015) used a calibrated hydrodynamic model to carry out a

Eulerian decomposition analysis in Wolf and Perdido bays in the Gulf of Mexico and discov-

ered that tidal oscillatory flux (FT ) dominated the dispersive terms at some cross sections

and that exchange fluxes (FE) dominated dispersion at other cross sections throughout the

system. Lerczak et al. (2006) used cross sectional sampling techniques to create data sets

for an Eulerian decomposition analysis in the Hudson River and found that the magnitudes

of dispersion and salt fluxes were heavily dependent on the spring/neap cycle with vertical

shear dispersion coefficients showing maximums on neap tides. MacCready (2011) used an

isohaline and Eulerian decomposition to carry out a salt flux analysis in the Columbia River

Estuary and made comparisons between the two approaches. Chen et al. (2012) used the

isohaline salt flux approach on numerical model output to explore the transport dynamics of

the Hudson and Merrimack Rivers and discovered that the ratio of the length scale between

salinity intrusion and tidal excursion could be used to identify estuarine systems. Kim and

Park (2012) used an Eulerian decomposition approach on hydrodynamic model output to

explore salt exchange patterns in a northern Gulf of Mexico estuary and showed that salt

transport was highly dependent on prevailing winds and riverine discharge rates. Aristizabal

and Chant (2015) used the Eulerian decomposition approach described by Lerczak et al.

(2006) to carry out an observational study of salt flux in the Delaware Bay and found that

advective salt fluxes (F0) dominated in their system.

Fischer (1973) describes dispersion as the spreading of fluid particles due to a combination

of the effects of the distribution of velocity and the diffusive processes. Horizontal dispersion

is an important parameter that can be quantified by applying the Eulerian decomposition

salt flux analysis approach to numerical model output. Dispersion controls the distribution
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of pollutants, nutrients, larvae, carbon, and sediments within an estuary (Aristizabal and

Chant , 2015). Dispersion is dependent on the horizontal salinity gradient and the sum of

the exchange and tidal oscillatory components of the salt flux. Longitudinal fluxes along

with dispersion, which is dependent on these fluxes, can vary strongly over seasonal and

spring/neap time scales (McKay and DiIorio, 2010). Devkota and Fang (2015) quantified the

horizontal dispersion coefficient by applying this analysis to hydrodynamic model output and

found that it could vary by an order of magnitude between cross sections in their system.

Silva et al. (2014) estimated these parameters in the Rio de la Plata estuary along the

Argentinian and Uruguayan coasts using a tracer study coupled with a hydrodynamic model

and showed that horizontal dispersion coefficients spatially vary significantly within their

system.

The initial motivation to carry out this analysis came from previous work by McKay

(2008), who found that the salinity gradient reverses on spring/neap timescales in the mid

to upper reaches of the Duplin. Figure 4.1 is an example of spring/neap variations observed

in the upper Duplin during an experimental program in 2003. The upper panel shows that

as the tidal height rises on spring tides (red), the tidal component of salinity also increases,

implying that spring tides advect and mix salty water into the upper reaches of the Duplin.

However, as tidal height rises on neap tides (green), the tidal salinity decreases, implying

that freshwater existing in the mid Duplin is not mixed away. The lower panel shows the

along channel salinity gradient reversing on a spring/neap timescale. The sign convention

in this plot is defined to be positive out of the estuary, so that a positive salinity gradient

corresponds to a positive estuary (salty water at the mouth and fresher water at the head).

In the model simulations, this same phenomenon, the reversing of the salinity gradient,

was observed under certain seasonal forcings. It was found that at times of low river discharge

(LRD), the Duplin fits into the classical description of a positive estuary where the salinity

along the Duplin is from salty to fresh from the mouth to the head. This can clearly be seen
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Figure 4.1: (upper panel) Tidal height versus the tidal component of salinity with red rep-
resenting spring tides and green representing neap tides. (lower panel) The along channel
salinity gradient during September/October 2003 in the upper Duplin.

in Figure 4.2, which shows the salinity as a function of depth along the thalweg of the Duplin

starting 400 m south of Marsh Landing, which is at the mouth.

However, during times of high river discharge (HRD) from the Altamaha River, the

salinity gradient reverses along the thalweg causing what is referred to in this paper as a

negative estuary effect. This occurs when a plug of freshwater becomes trapped in the middle

Duplin causing a reversal of the salinity gradient from the middle to upper reaches of the
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Figure 4.2: A vertical profile of model salinity along the thalweg demonstrating a positive
estuary.

Duplin. This plug of freshwater can clearly be seen in Figure 4.3 taken during a time when

the Altamaha River discharge was high and the salinity in Doboy Sound was low. The plug

of freshwater can cause very interesting and varying dynamics in the mid to upper regions

of the Duplin. The plug is generally concentrated in the middle range of the Duplin and

thus 4 cross sections along the Duplin are chosen so as to capture spatial changes in salt flux

dynamics. The placement of the cross sections relative to the freshwater plug is noted by an

asterisk in Figure 4.3.



57

Figure 4.3: A vertical profile of model salinity along the thalweg demonstrating the negative
estuary effect in the mid to upper Duplin, with the locations of the 4 cross sections identified
by asterisks.

After reviewing the discharge record for the Altamaha, it was determined that when

McKay (2008) carried out the study in the upper Duplin there was a significant river dis-

charge event that caused the observed reversal of the salinity gradient. This observation is

the major motivation for a salt flux analysis in order to better understand how this negative

estuary effect can influence the transport dynamics within this system.
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4.2 Methods

4.2.1 Theoretical Framework

The subtidal or tidally averaged salt flux FS is broken down into flux components representing

the mean advective flux F0, the flux due to the vertically and laterally sheared exchange flow

FE, and the tidal varying flux FT . The equation for the subtidal salt flux FS as defined by

Lerczak et al. (2006) is

FS = 〈
∫
v s dA〉 (4.1)

where, 〈〉 represent a tidal filter to create tidally averaged quantities of sectionally integrated

kinematic salt fluxes. Salinity is s (PSU) and the along channel flow is v (m s−1). The

subtidal component of the volumetric flow rate ( m3 s−1) through the cross sectional area in

question is represented by,

QF = 〈
∫
v dA〉 (4.2)

The tidally and sectionally averaged components for salinity s0 (PSU) and along channel

flow v0 (m s−1) are defined as,

s0 =
〈
∫
s dA〉
A0

(4.3)

v0 =
〈
∫
v dA〉
A0

=
QF

A0

(4.4)

where the tidally averaged component of the cross-sectional area is,

A0 = 〈
∫

dA〉 (4.5)

The tidally averaged and sectionally varying components of the velocity and salinity at

each grid cell are,

vE = 〈v〉 − v0 (4.6)

sE = 〈s〉 − s0 (4.7)

where the components vE (m s−1) and sE (PSU) are due to the estuarine exchange flow

and include the lateral and vertical shear of the velocity along with the lateral and vertical
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salinity gradients at each cross section. These components vary on sub-tidal timescales. The

tidally and cross sectionally varying components of velocity and salinity at each grid cell are

represented by vT (m s−1) and sT (PSU),

vT = v − v0 − vE (4.8)

sT = s− s0 − sE (4.9)

These components vary over tidal timescales over each cross section.

Using the scheme described by (Lerczak et al., 2006), the subtidal component of the

salt flux FS can be broken down into the three major components: the advective flux (F0),

given by (QF s0), due to the average advective transport of salt across the cross sections,

the exchange component of the subtidal salt flux (FE) due to shear dispersion which is

a function of vertical and lateral shear transport, and the tidal salt flux (FT ) due to tidal

pumping. These fluxes are calculated using the parameters defined above and then sectionally

integrated and tidally averaged,

FS = 〈
∫

(v0 + vE + vT )(s0 + sE + sT )dA〉 = 〈
∫

(v0s0 + vEsE + vT sT )dA〉 (4.10)

= QF s0 + FE + FT (4.11)

According to Lerczak et al. (2006), terms with cross correlations from Equation (4.10), v0sE,

v0sT , vEs0, v0sT , vT s0, vT sE, are assumed to be zero because of the different spatial and

temporal scales associated with each variable.

The first term given in Equation (4.11) is the advective flux (F0) and the next two terms

together (FE + FT ) represents the dispersive flux. Given the longitudinal residual salinity

gradient, the horizontal dispersion coefficient Ky (m2 s−1) can be calculated. This is an

important parameter to quantify in estuaries because it gives information about how scalars

such as salt, pollutants, or even nutrients will spread throughout a system as a function of

spatial velocity gradients (Devkota and Fang , 2015). The horizontal dispersion coefficient

can be calculated from the dispersive flux term using the equation described by Devkota and
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Fang (2015),

−A0(y)Ky(y)
∂s0
∂y

= FE + FT (4.12)

where our sign convention is such that the positive along channel y-axis is directed into the

Duplin (northward) and ∂s0/∂y < 0, for a positive estuary.

The one dimensional along-estuary salt conservation equation is,

∂s

∂t
+

∂(vs)

∂y
= 0 (4.13)

The tidally averaged and sectionally integrated salt balance then becomes

A0
∂s0
∂t

=
−∂FS

∂y
(4.14)

If the domain is broken up into a box model, then this equation states that when more salt

is leaving the box than entering (∂FS/∂y > 0) then the salinity (s0) in the box will decrease.

When more salt enters the box than is leaving (∂FS/∂y < 0), s0 will increase.

4.2.2 Data Processing

For all analysis described in this chapter, the positive y-axis is directed northward, or into

the estuary through the mouth of the Duplin and through the open boundary. This sign

convention may be opposite to other estuarine studies. This section describes the methods

for obtaining subtidal and tidal velocities and salinities using the mathematical framework

described in the previous section for each cross section. The four cross sections used for this

analysis are identified on an inundation field at flood tide in Figure 4.4 and were chosen

to have a fairly straight section along the channel to minimize secondary circulation (cross

channel flows) due to channel curvature. They are numbered starting at the most southern

cross section and counting up in the northward direction.

Cross section 1 (CS1) is located very close to Marsh Landing. This cross section has 50

(x, y) positions spaced at approximately 5 m apart with a total length of approximately 250

m across the channel. Cross section 2 (CS2) is located between Barn Creek and Lumber
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Figure 4.4: The locations of cross sections with inundation at a flood tide.
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Landing. This cross section also consists of 50 (x, y) positions and is approximately 250 m

wide with similar spacing. Cross sections 1 and 2 represent the lower to mid section of the

Duplin where inundation is less than 0.5 m in adjacent marsh. Cross section 3 (CS3) is north

of Lumber Landing and is made up of 36 (x, y) positions. The total length is approximately

175 m across the channel with a 5 m spacing between each point. Cross section 4 (CS4) is

just south of Moses Hammock and is made up of 29 (x, y) positions. This cross section is

approximately 140 m wide with a 5 m spacing between (x, y) positions. Cross sections 3 and

4 represent the mid to upper regions showing a distinct difference in inundation patterns

where adjacent marsh can have over 1 m of water.

For each cross section, the along channel velocity component and salinity were interpo-

lated to vertical depth bins ranging from 1 to -10 m at an increment of every 0.5 m and

interpolated along the cross section every 5 m. An example of the along channel velocity

from cross section 1 on 3/3/2014, which is during a period of HRD from the Altamaha, and

during the flood tide can be seen in Figure 4.5, where the vertical and lateral shear of the

velocity gradient can be seen. This shear contributes to the exchange component of the flux

(FE). The maximum flow is on the eastern side of the channel. We expect to see some cross

sectional variability because of the sinuous nature of the Duplin. The cross sectional salinity

at cross section 1 for the same time period can be seen in Figure 4.6, which gives an example

of the vertical and lateral salinity gradients that can exist. Note that fresher water is on the

eastern side of the cross section associated with the faster moving flow.

These parameters were calculated at 20 minute increments, which is the rate at which

the model output is stored, at all cross sections for the year 2014. With the velocity and

salinity output, the residual (Equations 4.3 and 4.4), exchange (Equations 4.7 and 4.6), and

tidal components (Equations 4.9 and 4.8) of salinity and velocity, are then calculated. All

data relating to salinity from 7/27/2014 to 8/1/2014 was removed due to suspect salinities at

the GCE6 station during this time period. A 40-hour lowpass digital filter with a hamming

window function that can deal with not a numbers (NaN) in MATLAB (ndnanfilter.m) was
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Figure 4.5: The along channel velocity at CS1 during the HRD period on a flood tide.

chosen to calculate tidally averaged quantities for v and s at each grid cell, which was needed

to calculate exchange (vE, sE) and tidal (vT , sT ) components of salinity and velocity. NaN’s

are present in the data because of the changing surface due to tides: at low water NaN’s fill

the cross section from 1 m to -1 m, but at high water data exists to 1 m elevation. A 3rd order

40 hr lowpass Butterworth filter was used for tidally averaging quantities when a sectional

integration had already occurred as sectionally integrating removes NaN’s. This type of

filtering was applied to the residual quantities (v0, s0, A0) and flux quantities (F0, FE, FT ).
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Figure 4.6: The cross sectional salinity at CS1 during the HRD period on a flood tide.

Figure 4.7 shows the residual components of the velocity, salinity, and area, which are

tidally and sectionally averaged, at the first cross section. The residual component of velocity

(v0) varies over a range of 0.04 m s−1 and oscillates between positive (+ 0.02 m s−1) and

negative (− 0.02 m s−1), but is predominately negative implying net flow out of the estuary.

The residual component of the salinity (s0) varies based on freshwater inputs from the

Altamaha. There is a minimum of 13.8 PSU at the beginning of May, which coincides with

the end of the HRD period. The maximum is 30 PSU and comes in November, during

the LRD period. The residual area (A0) varies based on sea surface height and how much
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inundation there is within the cross section and varies from 825 to 1000 m2. The residual

area follows the same pattern as subtidal SSH from Marsh Landing shown in Figure 2.15,

which is expected.

Figure 4.7 also displays the exchange and tidal oscillatory components of velocity and

salinity (vE, sE, vT , sT ) at cross section 1. The exchange component of the velocity, which

is tidally averaged and sectionally varying, is plotted for grid cells near the bottom of the

cross section and near the surface of the cross section at approximately mid-channel at the

deepest point. This figure illustrates that we generally have positive velocity at the bottom

(flow into the estuary) and negative flows leaving the estuary at the surface layer. The

exchange components of the salinity, which are tidally averaged and sectionally varying, are

also shown at the deepest position, which is approximately mid-channel, along the cross

section at the surface and bottom. There is saltier water (sE > 0) at the bottom layer and

fresher water (sE < 0) at the top as would be expected for a classic estuarine exchange

with a stratification of approximately 1 PSU over the depth range. The tidal components of

the salinities and velocities, which are tidally and sectionally varying, are also shown. These

components illustrate the tidal variations and show that tidal flows can exceed magnitudes

of ± 1 m s−1 and are strongly modulated by the spring/neap cycle. The tidal salinity can

have variations as large as 10 PSU during the HRD period and are reduced to less than 5

PSU during the LRD discharge time period.

Figure 4.8 shows the residual components of the velocity, salinity, and area at the second

cross section. The residual velocity (v0) oscillates over a more reduced range of 0.03 m s−1

compared to CS1, and is predominately negative implying net outflow. The residual salinity

(so) varies between a range of 13 to 28 PSU. The minimum coincides with the period of HRD

in early May and the maximum happens at the time of LRD in September. The residual

area (Ao) varies based on sea surface height and inundation patterns at the second cross

section and A0 varies between 680 to 880 m2. Once again, the residual area closely follows

the pattern of subtidal SSH variability.
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Figure 4.7: The residual, exchange, and tidal components of salinity and velocity at cross
section 1.
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Figure 4.8 also displays the exchange and tidal oscillatory components of velocity and

salinity (vE, sE, vT , sT ) at the second cross section. The exchange component of the velocity

is reduced by a factor of 2 compared to CS1 and this shows a noisier time series. The

bottom is generally positive, if you average over the noise, showing that there is flow into the

estuary. However, there are times throughout the year where this trend reverses. This is most

pronounced during periods of HRD and can be seen in February, March, April, and May

during the highest spring tides. The surface component of the exchange velocity oscillates

between negative and positive and generally is opposite to the bottom flows. The exchange

component of the salinity is generally always positive at the bottom layer showing higher

salinity compared to the surface layer which is generally negative. This shows a stratification

of approximately 0.6 PSU over the depth range with the bottom component showing greater

salinity variation. The tidal oscillatory components of velocity and salinity are also shown

but are reduced compared to CS1.

Figure 4.9 shows the depth averaged (v̄), tidally filtered velocity (〈 v̄ 〉) at the centroid of

every tenth mesh element throughout the lower domain with cross sections 1 and 2 identified.

This is during September, 2014 which is during the period of LRD. This figure identifies the

patterns of net residual circulation in the lower Duplin. Flows at the first cross section are

into the estuary on the eastern boundary and out of the estuary on the western boundary

implying that the flood tide is strongest on the eastern side and the ebb tide is strongest

on the western side. This trend is the same at the second cross section. This shows that the

sectional average for the residual velocities at cross sections 1 and 2 are dominated by the

ebb flows on the western side. A clockwise eddy over the deep hole at the mouth of Barn

Creek can also be seen in this figure and shows that the model can be used to understand

morphological features in the channel (a topic beyond the scope of this research project).

Figure 4.10 shows the residual components of the velocity, salinity, and area at the third

cross section. It should be noted that CS3 separates the deeper marsh area in the mid to

upper Duplin from the high marsh region in the mid to lower Duplin. The residual velocity
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Figure 4.8: The residual, exchange, and tidal components of salinity and velocity at cross
section 2. Residual area is also shown.
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Figure 4.9: Residual circulation patterns in the lower Duplin plotted on the bathymetry (m)
with cross sections 1 and 2 identified.



70

(v0) fluctuates between positive and negative over a reduced range of 0.02 m s−1 and is

predominately positive in the second half of the year. The residual salinity (s0) also shows

variability controlled by the freshwater discharge. The minimum is directly after the period

of the highest river discharge at the start of May and is 14.2 PSU. The maximum of the

residual salinity is in September during the period of LRD and is 26.5 PSU. The residual

(A0) area fluctuates as a function of the tidal stage and level of inundation. These values

range from 440 to 570 m2 showing that the cross sectional areas get progressively smaller as

you move into the estuary. The residual area shows the same dependency on subtidal SSH

discussed previously but the variability is reduced.

Figure 4.10 also displays the exchange and tidal components of velocity and salinity

(vE, sE, vT , sT ) at cross section 3. The exchange velocity is reduced further and bottom and

surface velocities fluctuate between negative and positive values throughout the year. The

exchange component of the salinity is positive at depth, which means that saltier water moves

according to vE at depth. The surface exchange salinity is generally negative during the year,

showing weak stratification between the two depths. The tidal components of salinity and

velocity are further reduced in magnitude.

Figure 4.11 shows the residual components of the velocity, salinity, and area at the fourth

cross section. The tidally and sectionally averaged velocity (v0), is positive for most of the

year and varies over a range of 0.02 m s−1 implying a net flow into the upper reaches as will

be explained. The residual salinity, s0, follows a very similar pattern to all of the previous

cross sections with a minimum of 14.6 PSU at the end of the HRD period and a maximum

of 25.6 PSU during the LRD period. The residual area (A0) varies over a range of 290 to 400

m2 and is highly correlated with subtidal SSH as at all other cross sections.

Figure 4.11 also displays the exchange and tidal components of velocity and salinity

(vE, sE, vT , sT ) at the fourth cross section. The surface component of the exchange velocity

fluctuates between negative and positive. The bottom component of the exchange velocity is

generally positive, except for at time points early in the year during the period of high river
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Figure 4.10: The residual, exchange, and tidal components of salinity and velocity at cross
section 3. Residual area is also shown.
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Figure 4.11: The residual, exchange, and tidal components of salinity and velocity at cross
section 4. Residual area is also shown.
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discharge. The exchange component of the salinity is generally positive at the bottom. The

surface component of the exchange salinity is generally negative and the overall stratification

is weak. The tidal component of the velocity varies over a range of 1.5 m s−1. The tidal

oscillatory component of the salinity varies over a range of 1-3 PSU.

Figure 4.12 shows the depth averaged (v̄) and tidally filtered velocity (〈 v̄ 〉) at every

tenth element centroid in the upper Duplin. Cross sections 3 and 4 are also identified. This

is during September 2014. This figure shows the net residual circulation patterns in the mid

to upper Duplin. With regards to cross section 4, the residual velocity, (〈 v̄ 〉), is generally

always positive. The net advective transport in the main channel is into the estuary, while

the advective transport out of the estuary generally takes place on the western side of the

marsh showing a counterclockwise circulation in the upper Duplin. This is also the case at

cross section 3 with advective transport out of the estuary taking place in the marsh on

both sides of the channel and advective transport into the estuary happening in the main

channel. This sheds light on why v0 is positive at cross sections 3 and 4 and why advective

flux (F0), which will be quantified in the next section, is positive or into the estuary at the

third and fourth cross section. This marsh circulation shows the complexities of using salt

flux decomposition in a marsh dominant system like the Duplin.

The horizontal salinity gradient (∂s0/∂y) was approximated by calculating the slope of

a fifth order polynomial fitted to the curve of the depth averaged and tidally filtered salinity

(〈 s̄ 〉) as a function of distance along the thalweg of the Duplin. Figure 4.13 shows the salinity

(〈 s̄ 〉) as a function of distance along the thalweg at two different time periods. The colored

dots represent the horizontal distances where the cross sections are located. At the first time

point in February, the salinity along the thalweg is as expected for a typical estuary, which

is from salty at the mouth to fresh at the head of the estuary (∂〈 s̄ 〉/∂y < 0 at all cross

sections). The salinity measured in March illustrates a reversal of the salinity gradient from

fresh to salty water between the second and fourth cross sections (∂〈 s̄ 〉/∂y > 0), or the
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Figure 4.12: Residual circulation patterns in the upper Duplin plotted on the bathymetry
(m) and showing cross sections 3 and 4.
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Figure 4.13: An example of depth averaged salinity as a function of distance along the thalweg
for two different river discharge times.

negative estuary effect described previously. This time period coincides with a large pulse of

freshwater associated with the Altamaha River.

4.3 Results and Discussion

All parameters were calculated at 20 minute increments, which is the rate at which the model

output is stored, at all cross sections for the year 2014. The residual, exchange, and tidal

oscillatory fluxes were then calculated following the mathematical methods described in the
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previous section. The units for the fluxes are given in (PSU m3 s−1), which can be considered

to be (kg s−1), due to the fact that fluxes scaled by the density will change the numbers by 3%

at the most. The dispersive flux (FE +FT ) and the horizontal salinity gradient are then used

to calculate the horizontal dispersion coefficient. The horizontal dispersion coefficient (Ky)

is calculated with Equation (4.12) and is cleaned by removing data where the horizontal

salinity gradient becomes close to zero and causes the horizontal dispersion coefficient to

become very large in the negative and positive directions. Negative dispersion coefficients

are also removed indicating a time lag between FE + FT and ∂〈 s̄ 〉/∂y.

Figure 4.14 shows all kinematic flux components at cross section 1. The tidal oscillatory

component of the flux (FT ), which is dependent on temporal correlations between the tidal

velocity and salinity, oscillates between negative and positive values early in the year, which

is during the period of HRD. This can be interpreted to show that during periods where there

are large pulses of freshwater input at the mouth of the Duplin, the tidal component of the

flux at the first cross section will switch between moving salt in and out of the estuary. Later

in the year during the period of LRD, the tidal flux is always positive, or always moving

salt into the estuary. The exchange flux (FE), which is dependent on vertical and lateral

gradients is generally always positive. This means that the estuarine circulation moves salt

into the estuary. The values are smaller than the tidal effects as this system is generally

well mixed. Exchange fluxes (FE) during HRD are generally higher than LRD because of

higher stratification. Tidal flux (FT ) dominates exchange flux (FE) and thus controls the

dispersive flux. The residual flux (F0) is the largest component of the overall flux and varies

from positive to negative throughout the year but is mostly negative implying an outflow

of salt. The advective transport dominates over the dispersive transport so that the total

subtidal salt flux (FS) is heavily influenced by this term. It can be interpreted that the overall

movement of salt at this cross section is out of the estuary. The salt flux at the first cross

section is very variable though, and its variability is dominated by the net outflow velocity.
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Figure 4.14: Tidal, exchange, residual, and total salt fluxes shown at CS1.
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Figure 4.15 displays the parameters used to calculate the horizontal dispersion using

Equation (4.12). These are the sum of the exchange and tidal oscillatory fluxes (FE + FT ),

or the dispersive fluxes, and the horizontal salinity gradient (∂〈 s̄ 〉/∂y) at cross section 1.

The dispersive flux is always positive during the LRD period later in the year, but oscillates

between negative and positive during the HRD period. The dispersive movement of salt can

be out of the estuary when freshwater pulses from the Altamaha dominate. The horizontal

salinity gradient is almost always negative at the first cross section. This means that the

gradient is from salty to fresh in this location.

The horizontal dispersion coefficient (Ky) ranges from 0 to 175 m2 s−1 during the HRD

period from January to May, with an outlier event with a coefficient of 500 m2 s−1 that

occurs when the salinity gradient goes to zero. Later in the year during the period of LRD,

where salty water dominates at the mouth of the Duplin, the dispersion coefficient oscillates

according to the spring/neap cycle with values exceeding 200 m2 s−1. The dispersive move-

ment of salt is higher during this LRD period. The pattern of horizontal dispersion becomes

much more periodic after the period of HRD. The spring/neap cycle is denoted on the figure

with circles representing spring tides and asterisks representing neap tides.

Figure 4.16 shows all kinematic flux components at cross section 2. The axes are dif-

ferent from the previous cross section due to reduced magnitudes by a factor of 3. The tidal

oscillatory component of the flux (FT ) varies from -50 to 50 PSU m3 s−1. The tidal flux

(FT ) is generally positive for the year 2014, except for specific time periods during the HRD

where it becomes negative during large pulses of freshwater in February, March, and April.

The exchange flux (FE) ranges from -10 to 10 PSU m3 s−1 and is generally negative early

in the year during the HRD period until May. After this point, the exchange flux becomes

generally positive when there is LRD. Tidal Flux (FT ) still dominates the exchange flux

(FE) and thus controls the dispersive flux, but the difference isn’t as large as at the first

cross section. The residual flux (F0) varies from -500 to 500 PSU m3 s−1 and dominates the

overall subtidal flux. It is generally negative throughout the year, meaning that advective
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Figure 4.15: (upper panel) The sum of exchange and tidal oscillatory flux. (middle panel)
The horizontal salinity gradient. (lower panel) The horizontal dispersion coefficient at CS1
with spring tides indicated by a circle and neap tides indicated by an asterisk.
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Figure 4.16: The tidal, exchange, residual, and total salt flux, respectively at CS2.

transport moves salt out of the estuary for the year 2014 at the second cross section. There

are many points where this component is positive throughout the year, which corresponds to

times of high inundation, but on average the residual flux is negative for this year. The total

subtidal salt flux (FS) follows the residual salt flux very closely and has the same overall

trends. From Equation (4.14), 56% (R=0.75) of the time rate of change of salinity variability

can be explained by the along channel salt flux gradient (∂FS/∂y) between cross section 1

and 2.
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Figure 4.17 displays the sum of the exchange and tidal oscillatory fluxes, or dispersive

flux, and the horizontal salinity gradient needed to calculate Ky. The trends at cross section

2 are very similar to the trends at the first cross section since the dispersive flux is always

positive after the period of HRD later in the year. The sum is negative at certain points

during the HRD period, January through April. This coincides with the largest pulses of

freshwater from the Altamaha extending to cross section 2. The horizontal salinity gradient

is always negative later in the year during the period of LRD, or after May 1. However;

during the period of HRD, the salinity gradient will oscillate from negative to positive at

time points that coincide with large pulses of freshwater discharge from the Altamaha River.

Refer back to Figure 2.6 (lower panel) for an illustration of the patterns of river discharge.

This is the negative estuary effect, which occurs when the salinity goes from fresh to salt

in the positive or northward direction. This effect is prominent at the second cross section

during times of HRD for the year.

The horizontal dispersion coefficient varies from 0 to 300 m2 s−1, which is the maximum,

during the HRD period. Horizontal dispersion is much more variable during this time period

at the second cross section due to the freshwater inputs and the changing salinity gradient.

After the HRD period ends, the patterns of horizontal dispersion become much more regular

and vary on spring/neap timescales, ranging from 0 to 120 m2 s−1, which is very similar to

the patterns at the first cross section.

Figure 4.18 shows all kinematic flux components at cross section 3. The tidal oscillatory

component of the flux is generally always positive throughout the whole year of 2014. It

becomes slightly negative early in the year during the HRD period at times of the largest

freshwater pulses from the Altamaha that extends to this cross section. The tidal flux ranges

from -8 to 22.5 PSU m3 s−1. The exchange component of the flux is also generally positive

for the whole year except when HRD events occur. It ranges from -12.4 to 5.4 PSU m3 s−1.

During these high river pulses, both terms become negative indicating that the movement

of salt due to temporal correlations between tidal velocity and salinity and between vertical
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Figure 4.17: (upper panel) The sum of exchange and tidal oscillatory flux. (middle panel)
The horizontal salinity gradient. (lower panel) The horizontal dispersion coefficient at CS2
with spring tides indicated by a circle and neap tides indicated by an asterisk.
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and lateral shear (exchange) becomes negative causing a freshening of the estuary. Tidal flux

(FT ) also dominates exchange flux (FE) and thus controls the dispersive flux. The residual

flux or flux due to advective transport oscillates between positive and negative early in the

year and becomes generally positive later in the year when the river discharge is low and

inundation is high. It ranges from -190 to 350 PSU m3 s−1. This net northward transport in

the channel is presumably balanced by the net residual outflow over the marsh as described

in Figure 4.12. The added complication of marsh outflow implies that the advective flux is

not accurately represented by confinement to the channel, thus careful interpretation of FS

is needed as it will not be able to predict how salinity varies in the mid to upper reaches of

the Duplin. It should also be noted that all of the fluxes are becoming smaller in magnitude

through the progression of the cross sections.

Figure 4.19 displays the parameters used to calculate the horizontal dispersion. The sum

of the tidal oscillatory and exchange fluxes are generally always positive with the exception

of the time periods of large fresher water originating from the Altamaha. This means that

dispersion generally moves salt into the estuary in the positive north direction at this cross

section, except when there are large freshwater pulses. The horizontal salinity gradient is

generally always negative but on occasion it becomes positive at these same time points of

high riverine freshwater pulses. During these times, the Duplin displays the negative estuary

effect, or is an estuary where the salinity gradient is from fresh to salty in the direction from

the mid to upper reaches and is only seen during the highest pulses of freshwater input. The

horizontal dispersion coefficient ranges from 0 to 300 m2 s−1 and is most variable early in the

year during the period of HRD. After the HRD period ends, horizontal dispersion becomes

much more regular and varies over a smaller range and on more predictable tidal time scales.

The variation starts to follow the spring/neap cycle with higher values of about 50 m2 s−1

on spring tides and lower values of about 0 m2 s−1 on the neap tides. This is very similar

to what has been shown at the previous two cross sections, so it is shown once again that
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Figure 4.18: The tidal, exchange, residual, and total salt flux at CS3.
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Figure 4.19: (upper panel) The sum of exchange and tidal oscillatory flux. (middle panel)
The horizontal salinity gradient. (lower panel) The horizontal dispersion coefficient at CS3
with spring tides indicated by a circle and neap tides indicated by an asterisk.

during periods where freshwater from river discharge does not dominate, the spring/neap

cycle is what controls the variability in the horizontal dispersion.

Figure 4.20 shows all kinematic flux components at cross section 4. The tidal oscillatory

flux (FT ) is always positive at this highest cross section and varies over a range of 0 to

15.7 PSU m3 s−1. This means that the movement of salt due to temporal correlations

between velocity and salinity is always positive or into the estuary at cross section 4 and

is smaller during the period of HRD. The exchange flux (FE), due to vertical and lateral
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shear transport, is generally positive throughout the whole year except when there are large

pulses of freshwater at the mouth of the Duplin, during the HRD period. FE is very small

at cross section 4. Tidal flux (FT ) dominates the exchange flux (FE) and thus controls the

dispersive flux, but the effect is less than at the first, second, and third cross sections. The

residual flux (F0), or flux due to advective transport, is almost always positive ranging from

-40 to 290 PSU m3 s−1. This can be interpreted to mean that the movement of salt due to

advective transport is generally positive or into the estuary at the most northerly position. As

discussed in Figure 4.12, marsh circulation on the western side of the channel can contribute

to southward transport that is not accounted for in this measurement. The total salt flux

(FS) is very dependent on the advective flux, like at all previous cross sections and ranges

from -41 to 300 PSU m3 s−1 and is also generally positive. This can be interpreted to show

that the the overall movement of salt in the channel is in the positive direction or into the

estuary at the fourth cross section.

Figure 4.21 displays the parameters used to calculate the horizontal dispersion from the

dispersive flux and the horizontal salinity gradient. The horizontal dispersion coefficient at

cross section 4 is also displayed. The dispersive flux is positive at the fourth cross section

with occasional negative values during the HRD period. This indicates that the movement

of salt is mostly positive or into the estuary in the upper reaches of the Duplin but values

are small and range from 0 to 20 PSU m3 s−1. The horizontal salinity gradient is negative

during the LRD period. This fits the model of a normal or positive estuary where the salinity

gradient goes from saltier to fresher water as you move from the mouth to the head of the

system. There are time points earlier in the year during the period of HRD where the salinity

gradient reverses, or where the negative estuary effect can be seen. This is due to large pulses

of freshwater being input at the mouth of the Duplin from the Altamaha that can extend

to cross section 4. The freshwater water mass will move up the Duplin and at certain times

the salinity gradient will reverse. This phenomenon is seen more strongly at cross sections

3 and 4. The horizontal dispersion coefficient, Ky, becomes very large and more variable
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Figure 4.20: The tidal, exchange, residual, and total salt flux at CS4.
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during periods of HRD and ranges from 0 to 400 m2 s−1. This is very similar to what has

been documented at all previous cross sections indicating that the parameterization shown in

Equation 4.12 may not be appropriate when the salinity gradient switches from negative to

positive and vice versa. After the period of HRD ends and the transition to the LRD period

begins, Ky becomes much less variable and much more predictable. The range of values

becomes significantly smaller varying 0 to 75 m2 s−1. The timescales of the oscillations begin

to follow the spring/neap cycle with maximums on the the spring tides and minimums on

the neap tides. This is very similar to what has been seen at all previous cross sections.

4.4 Summary and Conclusions

In summary, with respect to advective and dispersive fluxes and horizontal salinity gradients,

all cross sections show a range of spatial and temporal fluctuations depending on seasonal

forcings associated with HRD periods or LRD when inundation is high. The fluxes are greater

at the lower cross sections and the flux decreases in the positive north direction throughout

the domain.

The total salt flux (FS) is mainly driven by residual flux (F0) within the Duplin domain.

This can be interpreted to show that advective transport is the major driver of salt transport

within this domain. Net advective transport is not completely captured by the channel cross

sections in the upper reaches of the Duplin as there is much transport over the marsh

advecting water out of the Duplin. The dispersive flux is dominated by the tidal flux (FT )

compared to the exchange flux (FE) at all cross sections indicating a well mixed system

dominated by tidal flows.

Generally, the horizontal salinity gradient follows the classical definition of an estuary,

where the gradient is always from salty to fresh in the direction from the mouth to the head

respectively. However, during periods of HRD, where pulses of freshwater dominate at the

mouth of the system, the salinity gradient will reverse through the middle to the upper ranges

of the Duplin. This is the negative estuary effect and is caused by the pulses of freshwater
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Figure 4.21: (upper panel) The sum of exchange and tidal oscillatory flux. (middle panel)
The horizontal salinity gradient. (lower panel) The horizontal dispersion coefficient at CS4
with spring tides indicated by a circle and neap tides indicated by an asterisk.
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becoming trapped in the middle ranges of the Duplin. There are large variations in fluxes

because of this and this has a strong effect on horizontal dispersion and questions whether

the parameterization along a salinity gradient is valid during these times.

In the fall when inundation is relatively high and freshwater within the system is low,

the salinity gradient behaves as expected and horizontal dispersion becomes much more

regular and predictable at all cross sections. Figure 4.22 displays all values of the horizontal

dispersion coefficient at each cross section during time periods of HRD, LRD, and for the

whole year of 2014. The HRD period is a two month range from March 1 to May 1, 2014 and

the LRD period is the two month period from August 1 to October 1, 2014 when subtidal sea

surface heights were high. This figure displays the spatial trend for the horizontal dispersion

coefficient from the lower to the upper Duplin. The histogram plot and resulting median

values show the amount of variability and where the dominant values are.

During the period of HRD, it can be seen that the horizontal dispersion coefficient is

more variable at the fist two cross sections, or in the lower ranges of the Duplin, than at the

upper two cross sections. The second cross section has the most variability in the calculated

horizontal dispersion and together with cross section 1 also has the highest median value.

The freshwater input is presumably trapped in the mid ranges of the Duplin and tends to

hover between the second and third cross section. This freshwater plug that appears during

the period of HRD causes horizontal dispersion to be much higher and much more variable as

the salinity gradient crosses the zero axis. The pattern and scale of the horizontal dispersion

coefficient is very similar at the third and fourth cross sections, which shows that the upper

Duplin can be considered to be homogeneous with respect to horizontal dispersion.

During the period of LRD, horizontal dispersion is much larger and more variable at

the lower two cross sections than at the upper two cross sections, especially at cross section

one. This is because tidal movement of salty ocean water will dominate at the mouth of the

Duplin during this time period. The strong variability is a function of the spring/neap cycle

and the median value is 101.6 m2 s−1. At the second cross section, horizontal dispersion is
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Figure 4.22: Horizontal dispersion coefficients at all cross sections displayed over seasonal
scales.
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generally smaller but is still larger and more variable than at the higher cross sections. Cross

sections 3 and 4 are very similar and appear to be homogeneous with respect to horizontal

dispersions much like what was seen during the period of HRD.

The summary for the whole year of 2014, shows that horizontal dispersion is greater

and more variable at the first two cross sections and much smaller and more regular at the

highest two cross sections. The horizontal dispersion coefficient shows a trend of decreasing

values going from the first cross section to the fourth cross section. This makes sense that the

movement of salt would be the greatest closer to the mouth of the Duplin where the majority

of freshwater and saltwater is input to the domain. The horizontal dispersion coefficient

becomes smaller and more regular at the highest two cross sections.

Horizontal dispersion is controlled by tidal advection of riverine freshwater inputs during

times when these pulses are prevalent at the mouth of the system. Horizontal dispersion

is extremely variable and difficult to predict during these time periods suggesting that the

parameterization along the salinity gradient may not be valid when the salinity gradient

switches from positive to negative. In times where river inputs are small, horizontal dispersion

is controlled by the spring/neap cycle at all cross sections and can easily be predicted based

on the location within the system and on where the time point falls with respect to the

spring/neap cycle.



Chapter 5

Conclusions and Future Recommendations

5.1 Summary of Major Conclusions

A stable, high resolution, three dimensional, hydrodynamic model for the Duplin River has

been developed and simulations for 2014 have been produced, which represents an average

year in terms of river discharge. This model will be helpful for understanding processes

that affect ecosystem function. Overall, the model does well with simulating tidal cycles,

tidal constituents, subtidal variations in SSH and salinity, and thus inundation throughout

the entire domain. The tidal height comparisons at GCE10 and at Marsh Landing shown

in Figures 2.12 and 2.14 display that the model is very capable of accurately representing

tidal height throughout the entire Duplin domain with very high r2 values of 0.98 and 0.97,

respectively. The tidal harmonic analysis carried out using T tide shows that the model also

does a very good job of simulating the major tidal constituents within the Duplin domain.

The tidal harmonic analysis on model output and measured data at stations GCE10 and

Marsh Landing show that the tidal constituent amplitudes and phases are very similar within

the standard deviations.

The subtidal variations of SSH were also estimated well by the model. The model did well

at picking up variations in subtidal SSH at both the GCE10 and Marsh Landing stations

with r2 values of 0.91 and 0.93, respectively. The model also preformed well at picking up

the variations in the subtidal salinity at both the GCE10 and Marsh Landing stations with

r2 values of 0.86 and 0.92, respectively. However, model salinity values were always underes-

timated. We hypothesize that there are large inputs of salty water overflowing through the

northern and western boundaries from Sapelo Sound and the surrounding tidal creeks and
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marshes during periods where offshore SSH forcing is large as this is more prevalent later in

the year when offshore SSH forcing is known to be largest.

Since tidal and subtidal elevations are well modeled, it can be assumed that inundation

patterns in the marsh and mudflats can be accurately measured. Given the large spring/neap

variation and offshore forcing, the percent of time a marsh region is under water could also be

calculated. How well inundation is modeled depends on the accuracy of the high resolution

DEM.

There are three major conclusions that can be made with regards to the Lagrangian

particle tracking study. First, particles initiated in the Duplin on the flood tide always have

higher residence times than particles initiated in the Duplin on the more energetic ebb

tides or simulations started on slack low water will always have higher residence times than

simulations started on slack high water regardless of the level of river discharge or level of

inundation. Second, particles initiated over the neap tide will always have greater residence

times than particles initiated on spring tides regardless of the magnitude of river discharge

present or level of inundation. Third, residence times during periods of low river discharge

when inundation is generally higher are always higher than residence times during periods

of high river discharge, regardless of the stages of the semi-diurnal and spring/neap tidal

cycles. It should also be noted that residence time can vary strongly spatially throughout

the Duplin domain. This is mainly seen in the upper domain and in the back reaches of

Barn and Post Office Creeks and this can be seen over all starting schemes for Lagrangian

particles.

Through quantifying residence times or retention and shedding light on the physical

drivers that control residence times, processes such as larval recruitment or the efficiency of

the wetland to filter contaminants could be better understood. Seasonal, spring/neap cycles,

and semi-diurnal tidal cycles could have drastic effects on the amount of time larvae spend

within the Duplin system. The spring/neap cycle can be of particular importance due to the

influence on inundation patterns (Bruno and Acha, 2015). It’s possible that organisms could
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take advantage of the effects of these different drivers to allow for better recruitment within

this estuarine system. Also, wetland efficiency as a natural way to improve water quality is

directly tied to residence time within the system (Savickis et al., 2016).

The major conclusions from the Eulerian salt flux analysis are as follows: First, salt flux

varies spatially along the Duplin channel with the greatest values in the lower Duplin and

decreasing in the upper cross sections. Second, the total salt flux (FS) is mainly driven by

the residual flux (F0) which shows that advective transport in the lower Duplin is the major

driver of salt transport with a net output of salt. In the upper reaches, the net transport is

into the domain along the channel because marsh outflow has not been accounted for. Third,

the tidal salt flux dominates the dispersive transport as the exchange flux is small. Fourth,

the salinity gradient follows the definition of a classical estuary under low river discharge

conditions but can reverse (the negative estuary effect) throughout the mid to upper ranges of

the Duplin under high river discharge conditions. Fifth, the horizontal dispersion coefficients

can be much more variable under high river discharge forcing scenarios presumably due to

fresher water at the mouth of the Duplin and a reversing salinity gradient. During periods of

low river discharge, the horizontal dispersion coefficient becomes more regular and periodic,

and is controlled by the spring/neap tidal cycle.

5.2 Future Recommendations

The model run time should be expanded for a three year period from 2013 to 2015 in order

to vary the forcing scenarios. Riverine input and offshore winds that contribute to subtidal

SSH, have been proven to be major drivers of the dynamics within the Duplin system and

this time period has characteristics of a wet year (2013), a dry year (2015), and a normal year

(2014). The freshwater input at the mouth of the Duplin under varying levels of Altamaha

discharge will help understand the effect and persistence of the Altamaha River on Duplin

processes.



96

Local winds should also be incorporated into the model as along channel winds can

heavily affect water transport and residence times within estuarine systems. Along channel

winds have been shown to be the major mechanism that controls estuarine exchange flows

when winds are energetic (Scully et al., 2005). Therefore, wind forcing could be important

at times within the Duplin domain.

The groundwater inputs should be allowed to vary on temporal scales based on the

subtidal salinity averaged over the entire domain. This would allow for a better representation

of the recirculated groundwater input that will vary based on the temporally varying salinity

within the system and could improve model agreement with subtidal salinity throughout the

domain.

The western and upper boundary of the model domain should also be converted to an

open boundary to allow for the import and export of water with adjacent tidal channels and

sounds. It has been shown that subtidal SSH is a major driver of inundation within this

system and during times of high subtidal SSH forcings combined with spring tides, there

could be large inputs of salty water from Sapelo Sound overflowing into the Duplin domain.

This could be one major reason why the subtidal salinity time series at the GCE10 station

underestimates the measured salinity later in the year when offshore (subtidal) SSH forcing

is known to be large.

The Duplin model also needs to be coupled or nested into the larger GCE domain model

that has been created by collaborator Dr. Castelao within the GCE LTER project (summa-

rized by Wang (2016b)). Allowing the model to use the output from the GCE model will

create a more robust system that can be used by all collaborators on the GCE LTER project

and help better understand connectivities the Duplin has with the coastal waters.

The Eulerian salt flux analysis also should be expanded for the same three year period

discussed above. This would tell a more complete story of salt transport throughout the

Duplin domain under varied scenarios. This would also allow for the patterns of salt transport

to emerge on much longer timescales. For example, are there times when the estuarine
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exchange flux will dominate as the stratification increases? The cross sections should also be

extended across the marsh to capture the total residual circulation in the upper domain. The

counterclockwise circulation with northward transport in the main channel and southward

transport over the marsh on the western side presents a unique opportunity to quantify

marsh effects on salt transport, particularly if evapotranspiration and pore water salinities

are important processes in controlling changes in salinity. A spatially varying friction factor

input would need to be used for this based on the vegetation and substrate class present

throughout the Duplin domain.
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