COHOMOLOGY AND SUPPORT VARIETIES
FOR CLASSICAL LIE SUPERALGEBRAS

by

ANDREW B. MAURER

(Under the Direction of Daniel Nakano)

ABSTRACT

Classical Lie superalgebras arise in the physical theory of supersymmetry and behave analogously to Lie algebras in the theory of algebraic groups. In the theory of Lie algebras, the Koszul resolution is finite, meaning relative cohomology rings are finite as a vector space over the field. For Lie superalgebras, the Koszul resolution is infinite. A theorem of Boe-Kujawa-Nakano states that for classical Lie superalgebras, the cohomology ring relative to the even component has finite Krull dimension, and the structure of this cohomology ring is determined by the invariant theory of a reductive group’s action on a vector space. This realization opens the door to the study of the support variety theory for classical Lie superalgebras.

The main result of this thesis is a generalization of the result of Boe-Kujawa-Nakano. The main theorem asserts that the cohomology ring of a classical Lie superalgebra relative to any even subsuperalgebra has finite Krull dimension, and is indeed a finite extension of a subquotient of the Boe-Kujawa-Nakano cohomology ring via restriction. The proof of the main theorem relies on a spectral sequence inspired by that of Hochschild-Serre.

The spectral sequence used to prove finite generation proves to be an invaluable tool in analyzing the behavior of cohomology rings. An example is presented in which the Krull dimension of a relative cohomology ring is positive but not equal to the Krull dimension of
Boe-Kujawa-Nakano cohomology. Conditions are given for when the cohomology ring will be Cohen-Macaulay.

With finite-generation established, the final chapter of this dissertation is devoted to studying the relative support variety theory for modules. A realization morphism induced by restriction of functions plays a role similar to that of Friedlander-Parshall’s realization morphism for restricted Lie algebras. The main goal of this chapter is to work towards a conjectural tensor product theorem for Lie superalgebras, which would generalize results of Grantcharov-Grantcharov-Nakano-Wu. To this end, rank varieties are introduced which conjecturally generalize the rank varieties of Grantcharov-Grantcharov-Nakano-Wu.

**INDEX WORDS:** Cohomology, Lie Superalgebra, Geometric Invariant Theory, Representation Theory, Support Varieties, Algebraic Geometry, Homological Algebra
Cohomology and Support Varieties
for Classical Lie Superalgebras

by

ANDREW B. MAURER

B.S., University of Massachusetts, 2014

A Dissertation Submitted to the Graduate Faculty
of The University of Georgia in Partial Fulfillment
of the
Requirements for the Degree

DOCTOR OF PHILOSOPHY

ATHENS, GEORGIA

2019
Cohomology and Support Varieties
for Classical Lie Superalgebras

by

Andrew B. Maurer

Approved:

Major Professor: Daniel Nakano

Committee: Brian D. Boe
William Graham
Laura Rider

Electronic Version Approved:

Suzanne Barbour
Dean of the Graduate School
The University of Georgia
May 2019
ACKNOWLEDGMENTS

There are many people without whom I would not have been able to complete this dissertation. This includes countless friends, family members, classmates, and colleagues.

I would like to thank my advisor Dr Daniel K. Nakano for his guidance and expertise, both professionally and mathematically. Dr William Graham has been available for helpful conversations involving spectral sequences and Lie algebra cohomology. Dr Brian D. Boe and Dr Laura Rider provided many detailed notes on this dissertation for which I am very thankful. I would like to thank Dr Christopher Drupieski for his attention to detail and his questions regarding different definitions of cohomology.

My family has always been very supportive. I would like to wholeheartedly thank my parents, John and Gail Maurer for always being there for me. My siblings Eric, Rebecca, Jessica, and Yitzhak have always been encouraging, and keep me grounded. Finally I would like to thank my two nephews, Flynn Warford and Amichai Maurer for teaching me not to take myself too seriously.

This work was partially supported by the Research and Training Group in Algebraic Geometry, Algebra and Number Theory grant DMS-1344994 funded by the National Science Foundation.
Table of Contents

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ACKNOWLEDGMENTS</strong></td>
<td>iv</td>
</tr>
<tr>
<td><strong>1 INTRODUCTION</strong></td>
<td>1</td>
</tr>
<tr>
<td>1.1 Motivation</td>
<td>1</td>
</tr>
<tr>
<td>1.2 Overview of Dissertation</td>
<td>2</td>
</tr>
<tr>
<td><strong>2 RING THEORETIC NOTIONS</strong></td>
<td>5</td>
</tr>
<tr>
<td>2.1 Main Goals</td>
<td>5</td>
</tr>
<tr>
<td>2.2 Ring theoretic conventions</td>
<td>5</td>
</tr>
<tr>
<td>2.3 Krull Dimension</td>
<td>6</td>
</tr>
<tr>
<td>2.4 Cohen-Macaulay Rings</td>
<td>7</td>
</tr>
<tr>
<td><strong>3 ALGEBRAIC GROUPS</strong></td>
<td>10</td>
</tr>
<tr>
<td>3.1 Overview</td>
<td>10</td>
</tr>
<tr>
<td>3.2 Algebraic Groups ABCs</td>
<td>10</td>
</tr>
<tr>
<td>3.3 Modules for Algebraic Groups</td>
<td>11</td>
</tr>
<tr>
<td>3.4 Reductive Algebraic Groups</td>
<td>12</td>
</tr>
<tr>
<td>3.5 The Lie Algebra of an Algebraic Group</td>
<td>14</td>
</tr>
<tr>
<td><strong>4 LIE SUPERALGEBRAS</strong></td>
<td>16</td>
</tr>
<tr>
<td>4.1 Motivation</td>
<td>16</td>
</tr>
<tr>
<td>4.2 Definition and Examples</td>
<td>16</td>
</tr>
<tr>
<td>4.3 Classical Lie Superalgebras</td>
<td>19</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Motivation

Establishing finite generation of cohomology rings is a powerful result in representation theory which links cohomology theory with commutative algebra and algebraic geometry. For example, Evens [11] and Venkov [32] independently proved that the cohomology ring of a finite group is finitely generated. This result was used by Quillen [30], Carlson [6], Chouinard [8], and Alperin-Evens [1] to study the cohomological variety of the finite group. This allowed those listed, among others, to use techniques from classical algebraic geometry in the study of representation theory of finite groups. Similar work has been carried out in other contexts; by Friedlander-Parshall [13, 12] for restricted Lie algebras, and by Friedlander-Suslin [14] for finite-dimensional cocommutative Hopf algebras.

Relative cohomology, as defined by Hochschild [19] is less understood than ordinary cohomology. For instance, the cohomology ring of a finite group relative to a subgroup need not be finitely generated. Indeed, Brown [5] provided an example of a finite group whose relative cohomology is infinitely generated. Surprisingly, in the case $g = g_0 \oplus g_1$ is a (finite-dimensional) classical Lie superalgebra, the cohomology ring of $g$ relative to $g_0$ is always finitely generated. Specifically, Boe-Kujawa-Nakano [4] realized this relative cohomology ring as the invariants of a polynomial ring under the action of a reductive group. In fact, in the case of Lie superalgebras, ordinary cohomology is often finite-dimensional as a vector space, as proved by Fuks-Leites [15]. This implies relative cohomology rings carry more representation theoretic information than their ordinary counterparts. Furthermore, Boe-Kujawa-Nakano [4] demonstrated the atypicality of an irreducible supermodule – a combinatorial invariant
defined by Kac-Wakimoto \[26\] – is realized as the dimension of the support variety of that module. The geometrization of combinatorial ideas makes support variety theory useful and powerful.

One of the main results of this paper asserts that for a classical Lie superalgebra, cohomology rings relative to even subalgebras are finitely-generated over \(\mathbb{C}\), and the relative cohomology of a finite-dimensional module is a Noetherian module for this ring. In proving the main theorem, a spectral sequence is constructed which relates relative Lie algebra cohomology to odd degree elements of the Lie superalgebra in an interesting way. The main theorem paves the way to define and investigate support varieties for supermodules relative to a broader class of subalgebras. The importance of this result is apparent in that cohomology relative to an even subalgebra provides a middle ground between the case of absolute cohomology of Fuks-Leites and cohomology relative to \(\mathfrak{g}_0\) of \[4\].

### 1.2 Overview of Dissertation

The majority of the original results found in this dissertation may be found in a more condensed form in the author’s paper \[28\]. This dissertation is organized as follows.

Chapter 2 is devoted to basic ring-theoretic notions. In particular, the notions of Krull dimension and Cohen-Macaulay rings are introduced. The Krull dimension is a ring theoretic notion which corresponds to the algebro-geometric notion of dimension. Establishing finitude of Krull dimension will ensure the corresponding schemes are indeed algebraic varieties. The condition that a ring is Cohen-Macaulay corresponds to a geometric notion similar to smoothness, coupled with the ability to follow certain inductive arguments on the dimensions of varieties.

In Chapter 2, algebraic groups are introduced, as is their module theory and their relation to Lie algebras. There are three particularly relevant ideas in this chapter. First, the ring of invariants under a reductive group action is finitely generated. Next, representations of algebraic groups correspond to representations of their corresponding Lie algebras. Finally, a
result of Hochster-Roberts [21] states that the ring of invariants of a reductive group acting on a regular ring is Cohen-Macaulay.

Lie superalgebras are introduced in Chapter 4. Particular emphasis is placed on classical Lie superalgebras, whose cohomology theory is governed by geometric invariant theory. Modules are introduced, as is a parity-shift functor. Universal enveloping superalgebras are introduced to further the analogue between Lie algebras and Lie superalgebras.

In Chapter 5, relative cohomology for Lie superalgebras is introduced via a Koszul complex. Relative cohomology may be studied as in Hochschild’s relative cohomology theory, as the relative derived functors Ext_{(g,a)}^n(C, -) [19]. The product structure on Koszul cochains is investigated, and this becomes a product structure on cohomology with trivial coefficients. Important results on the cohomology are presented: a result of Boe-Kujawa-Nakano [4] asserts finite generation of cohomology rings $H^\bullet(g, g_\bar{0}; C)$ for $g$ classical, and a result of Fuks-Leites asserts $kr. dim H^\bullet(g, 0; C) = 0$ in many cases. These are the extreme examples of cohomology rings relative to even subalgebras, and the main theorem of Chapter 6 will establish finite generation in the intermediate cases.

Chapter 6 contains the main theorem:

**Main Theorem.** Let $g = g_\bar{0} \oplus g_1$ be a classical Lie superalgebra, and $a \leq g_\bar{0}$ an (even) subalgebra, and $M$ a $g$-module.

(a) There is a spectral sequence $\{E_r^{p,q}\}$ which computes cohomology and satisfies

$$E_2^{p,q}(M) \cong H^p(g, g_\bar{0}; M) \otimes H^q(g_\bar{0}, a; C) \Rightarrow H^{p+q}(g, a; M)$$

For $1 \leq r \leq \infty$, $E_r^{\bullet,\bullet}(M)$ is a module for $E_r^{\bullet,\bullet}(C)$. When $M$ is finite-dimensional, $E_2^{\bullet,\bullet}(M)$ is a Noetherian $E_2^{\bullet,\bullet}(C)$-module.

(b) Moreover, the cohomology ring $H^\bullet(g, a; C)$ is a finitely-generated $C$-algebra.

This theorem is proved using a spectral sequence argument. A filtration is introduced, and pages are identified. This leads to the proof of the Main Theorem. It is proved that
the edge homomorphism of the spectral sequence corresponds to restriction of functions. An example of a cohomology ring $H^\bullet(g, a; \mathbb{C})$ with $0 < \text{kr. dim } H^\bullet(g, a; \mathbb{C}) < \text{kr. dim } H^\bullet(g, g_0; \mathbb{C})$ is presented, which demonstrates the utility of the theory. The final section contains results on the structure of the cohomology ring, making liberal use of the spectral sequence.

In the final chapter, relative cohomology varieties and relative support varieties for modules are introduced. We define rank varieties and conjecture these varieties are in fact equal. Natural maps of support varieties are introduced. The chapter presents some conditional results on the theory of support varieties. Finally, it is conjectured that the elusive tensor product theorem holds, as in many analogous circumstances.
Chapter 2

Ring Theoretic Notions

2.1 Main Goals

The main goals of this section are to introduce the notions of depth and Krull dimension, and use them to investigate the particularly nice properties algebras have when these two quantities are equal.

2.2 Ring theoretic conventions

Definition 2.2.1. A ring $H^*$ is always a $C$-algebra, meaning $C \subseteq H^*$ and $C$ lies in the center of $H^*$. A ring is commutative if $\alpha \cdot \beta = \beta \cdot \alpha$. It is graded-commutative if it is $\mathbb{Z}$-graded and $\alpha \cdot \beta = (-1)^{\bar{\alpha}\bar{\beta}} \beta \cdot \alpha$ for homogeneous elements $\alpha, \beta$ of degrees $\bar{\alpha}, \bar{\beta}$ respectively.

Definition 2.2.2. The spectrum of $H^*$ is the set of prime ideals $p \triangleleft H^*$, equipped with the Zariski topology whose closed sets are of the form

$$Z(I) = \{ p \in \text{Spec } H^* \mid I \subseteq p \}$$

where $I \subseteq H^*$ is some ideal.

Proposition 2.2.3. Let $A \subseteq B$ be a pair of rings such that $B \setminus A \subseteq N_B$, i.e., the complement of $A$ consists of nilpotent elements of $B$. Then

$$A/N_A \cong B/N_B$$

Proof. This is essentially an application of the second isomorphism theorem for rings. □
Proposition 2.2.4. Let $H^\bullet$ be a ring, and let $N$ be the ideal consisting of all nilpotent elements of $H^\bullet$. As a topological space, $\text{Spec}(H^\bullet) \cong \text{Spec}(H^\bullet/N)$.

Proof. Prime ideals of the quotient $H^\bullet/I$ correspond precisely to prime ideals of $H^\bullet$ which contain $I$. One can use this with the fact that

$$N = \bigcap_{p \in \text{Spec}(H^\bullet)} p$$

to deduce that prime ideals of $H^\bullet$ correspond precisely to the prime ideals of $H^\bullet/N$. □

Corollary 2.2.5. Suppose $H^\bullet$ is a graded-commutative ring. Let $H^{ev} \subseteq H^\bullet$ be the commutative subring of all even-degree elements. As topological spaces, $H^{ev}$ is homeomorphic to $H^\bullet$.

Proof. By Proposition 2.2.4, $\text{Spec}(H^{ev}) \cong \text{Spec}(H^{ev}/N^{ev})$, and similarly $\text{Spec}(H^\bullet) \cong \text{Spec}(H^\bullet/N^\bullet)$. Now apply Proposition 2.2.3 to see $H^{ev}/N^{ev} \cong H^\bullet/N^\bullet$ and trace the homeomorphisms to the desired result. □

Corollary 2.2.5 tells us that when studying purely topological questions involving $H^\bullet$, it suffices to investigate the same topological question involving its subring of even-degree elements.

2.3 Krull Dimension

Let $H^\bullet$ be a ring. The Spec functor allows us to interpret $H^\bullet$ geometrically as the space $\text{Spec}(H^\bullet)$. Neither the ring nor its spectrum has an immediately obvious notion of dimension. This can be remedied by investigating inclusions of closed sets and inclusions of ideals.

Definition 2.3.1. Let $H^\bullet$ be a ring. The Krull dimension of $H^\bullet$ is the largest $n$ such that there exists a chain of prime ideals

$$p_0 \subseteq p_1 \subseteq p_2 \subseteq \ldots \subseteq p_n$$

(2.3.1)

The Krull dimension of a ring is denoted kr. dim $H^\bullet$.  
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Chains of prime ideals, as in Equation \ref{2.3.1}, correspond to chains of irreducible subsets of \text{Spec}(H^\bullet). In the context of algebraic varieties, this corresponds to a point embedded in a curve embedded in a surface, and on to higher dimensions. In this way, Krull dimension agrees with geometric intuition.

**Example 2.3.2.**

1. When \( R \) is a ring of Krull dimension \( n \), \( R[x] \) is a ring of Krull dimension \( n + 1 \).

2. A field \( k \) has Krull dimension 0, so the polynomial ring \( k[x_1, \ldots, x_n] \) has Krull dimension \( n \).

3. Let \( \zeta \in k[x_1, \ldots, x_n] \) be a non-constant polynomial. The ring \( k[x_1, \ldots, x_n]/\langle \zeta \rangle \) has Krull dimension \( n - 1 \).

4. A principal ideal domain has Krull dimension 1.

5. Any Noetherian ring has finite Krull dimension.

**Example 2.3.3.** Suppose \( H^\bullet \) is a graded-commutative \( \mathbb{C} \)-algebra, which is finite dimensional as a vector space over \( H^0 \cong \mathbb{C} \). The only prime ideal is \( H^+ = \bigoplus_{n>0} H^n \), so kr. dim \( H^\bullet = 0 \).

Geometrically, graded rings correspond to cones. This fact above may be geometrically stated as the only cones with finitely many points consist of a single point.

## 2.4 Cohen-Macaulay Rings

In this section we describe rings which are of especial interest to algebraic geometers. Two useful references for this section are \cite[§5.4]{3} and \cite[§18]{10}.

**Definition 2.4.1.** Let \( H^\bullet = \bigoplus_{n \geq 0} H^n \) be a finitely-generated graded commutative \( k \)-algebra and \( M = \bigoplus_{n \geq 0} M_n \) be a finitely-generated graded \( A \)-module. A sequence of homogeneous elements \( \{\zeta_i\}_{i=1}^r \) is a regular sequence for \( M \) if for each \( i \), the map

\[
M_n/M_n \cap \langle \zeta_1, \ldots, \zeta_{i-1} \rangle \to M_{n+\zeta_i}/M_{n+\zeta_i} \cap \langle \zeta_1, \ldots, \zeta_{i-1} \rangle
\]
induced by multiplication by $\zeta_i$ is injective.

The depth of $M$ is the length of the longest regular sequence. A module $M$ is Cohen-Macaulay if $\text{depth}(M) = \text{kr. dim}(M)$. The ring $H^\bullet$ is Cohen-Macaulay if it is Cohen-Macaulay as a module over itself.

**Example 2.4.2.** The following rings are Cohen-Macaulay.

1. Any field $k$.

2. The polynomial ring $R[x_1, \ldots, x_n]$ and the ring of formal power series $R[[x_1, \ldots, x_n]]$, where $R$ is a Cohen-Macaulay ring. In particular, $k[x_1, \ldots, x_n]$ is Cohen-Macaulay.

3. Integrally closed rings of Krull dimension 2.

The following proposition guides intuition when it comes to recognizing regular sequences in polynomial rings. The essential idea is one would hope the ideal $\langle \zeta_1, \ldots, \zeta_r \rangle$ would define a variety of codimension $r$. If it does, this is precisely the case that the sequence $\zeta_1, \ldots, \zeta_r$ is regular.

**Proposition 2.4.3** (Macaulay). Suppose $I = \langle \zeta_1, \ldots, \zeta_r \rangle$ is an ideal in the polynomial ring $\mathbb{C}[x_1, \ldots, x_n]$. The sequence $\{\zeta_i\}_{i=1}^r$ is regular if and only if $\text{kr. dim}(A/I) = n - r$.

The following result is a handy way to identify Cohen-Macaulay rings:

**Proposition 2.4.4.** Let $H^\bullet$ be a finitely-generated graded-commutative $\mathbb{C}$-algebra. $H^\bullet$ is Cohen-Macaulay if and only if there is a polynomial subring $\mathbb{C}[\zeta_1, \ldots, \zeta_r] \subseteq H^\bullet$ generated by homogeneous elements $\zeta_i$ such that $H^\bullet$ is finitely-generated and free as a $\mathbb{C}[\zeta_1, \ldots, \zeta_r]$-module.

We will be primarily concerned with the actions of reductive algebraic groups on polynomial rings. A classical result known as Hilbert’s Syzygy Theorem states that polynomial rings are regular, an algebraic notion which in characteristic zero corresponds to the geometric concept of smoothness. The following result of Hochster-Roberts [21] will be useful in the sequel.
Theorem 2.4.5 (Hochster-Roberts [21]). Let $H^\bullet$ be a regular $\mathbb{C}$-algebra, and $G_0$ a reductive linear algebraic group acting rationally on $H^\bullet$. The ring of invariants $(H^\bullet)^{G_0}$ is a Cohen-Macaulay ring.
Chapter 3

Algebraic Groups

3.1 Overview

This section’s aim is to define reductive algebraic groups and introduce results important for what follows. The most relevant fact about reductive groups is Proposition 3.4.4, which states the ring of invariants of a reductive algebraic group’s action on the coordinate ring of an affine algebraic variety is finitely generated. Lie algebras are introduced as the tangent space at the identity to an affine algebraic group. Morphisms of affine algebraic groups induce morphisms of Lie algebras. This fact leads to the conclusion that group actions differentiate to Lie algebra actions.

The main references for this chapter are Humphreys [22] and Jantzen [24].

3.2 Algebraic Groups ABCs

Definition 3.2.1. An algebraic group over $\mathbb{C}$ is a complex affine algebraic variety $G$ equipped with an identity element $e : \text{Spec}(\mathbb{C}) \to G$, multiplication morphism $m : G \times G \to G$ and an inverse morphism $i : G \to G$. These morphisms satisfy group-theoretic axioms, involving commutative diagrams, which may be found in [29 §1a].

An algebraic group is linear if it is a subgroup of $\text{GL}(n)$, the set of invertible linear matrices.

Example 3.2.2. The following are examples of linear algebraic groups:
1. \( \mathbb{G}_a \), the additive group \((\mathbb{C}, +)\). This can be embedded into the group of \(2 \times 2\) invertible matrices via

\[
a \mapsto \begin{pmatrix} 1 & a \\ 0 & 1 \end{pmatrix}
\]

2. The \textit{general linear group} \( \text{GL}(n) \), the set of invertible \( n \times n \) matrices. When \( n = 1 \), we usually denote this \( \mathbb{G}_m = \text{GL}(1) \), the multiplicative group \( \mathbb{C}^\times \).

3. The \textit{special linear group}, \( \text{SL}(n) \), consisting of invertible matrices with determinant equal to 1.

4. The \textit{orthogonal matrix group} \( \text{O}(n) \), consisting of invertible matrices such that \( M \cdot M^T = 1 \). This is not connected in the Zariski topology, as the morphism \( \text{det} : \text{O}(n) \to \mathbb{C}^\times \) shows. The \textit{special orthogonal group} \( \text{SO}(n) = \text{O}(n) \cap \text{SL}(n) \) is connected.

### 3.3 Modules for Algebraic Groups

As in the theory of finite groups, algebraic groups are best understood through their actions on vector spaces. This theory is made complete by studying the category of representations of \( G \), i.e., the set of modules for \( G \) with morphisms which commute with the action of \( G \).

**Definition 3.3.1.** Let \( G_0 \) be a linear algebraic group. A \textit{representation} of \( G_0 \) is a complex vector space \( V \) with a morphism of algebraic varieties \( \rho : G_0 \to \text{GL}(V) \), and elements of \( G \) act on elements of \( V \) via the map \( g.v = \rho(g)(v) \). Alternatively, a representation may be called a \( G_0 \)-\textit{module}.

The following are the most important examples of representations for algebraic groups.

**Example 3.3.2.**

1. The trivial representation \( G_0 \to \mathbb{G}_m \) defined by \( g \mapsto 1 \).

2. The standard representation of \( G_0 \subseteq \text{GL}(n) \) acts on \( \mathbb{C}^n \) via \( g.v = g(v) \).
3. The determinant of a representation $G_0 \to \text{GL}(n) \overset{\det}{\to} \mathbb{G}_m$ sending $g \mapsto \rho(g) \mapsto \det(\rho(g))$.

4. If $V$ is a representation of $G_0$, then so is $V^\ast = \text{Hom}_\mathbb{C}(V, \mathbb{C})$. This is via the action $g.f = f_g \in V^\ast$, where $f_g(v) = f(g^{-1}.v)$.

5. If $V$ is a representation, then so is $V^\otimes m$ via the diagonal action $g.(v_1 \otimes \ldots \otimes v_m) = g.v_1 \otimes g.v_2 \otimes \ldots \otimes g.v_m$. This action extends to $G_0 \simeq \mathcal{T}^\ast(V)$, the tensor algebra on $V$.

6. The symmetric and exterior products of a representation $V$ are again representations, with action inherited from the action on the tensor power.

3.4 Reductive Algebraic Groups

This section introduces the notion of reductivity. Reductive algebraic groups are important because they behave particularly well with respect to invariant theory, which proves to be an invaluable tool in the computation of cohomology rings for Lie superalgebras (see Chapter 5).

**Definition 3.4.1.**

1. An element $N$ in a linear algebraic group $G_0 \leq \text{GL}(n)$ is unipotent if $N - I_n$ is a nilpotent matrix.

2. The radical of a linear algebraic group is the maximal connected, normal, solvable subgroup.

3. The unipotent radical of a linear algebraic group $G_0$ is the set of unipotent elements in the radical of $G_0$. 

The previous definition is a bit obscure. To see how this acts in context, refer to the following examples in which unipotent radicals are computed for common algebraic groups.
Example 3.4.2.

1. Let $G_0 = \text{GL}(n)$. Up to conjugation, the radical of $G$ is the set of diagonal matrices, isomorphic to $\mathbb{G}_m^n$. The only unipotent element in the radical is the identity. Thus, the unipotent radical of $G_0$ is $\{I_n\}$.

2. Let $G_0 = \text{SL}(n)$. Up to conjugation, the radical is the set of diagonal matrices of determinant 1, isomorphic to $\mathbb{G}_m^{n-1}$. The only unipotent element of this radical is the identity. The unipotent radical is again trivial.

3. Consider the group $G_a$. Use the embedding of Example 3.2.2 and observe that every element of $G_a$ is unipotent. Now notice $G_a$ itself is connected, normal, and solvable. Thus $G_a$ is its own unipotent radical.

It is a fact that in many well-behaved cases, the unipotent radical is trivial. The word for this behavior is reductive, and proves to be of paramount importance in representation theory and algebraic geometry.

Definition 3.4.3. A linear algebraic group is reductive if its unipotent radical is trivial.

Reductive groups have the following vitally important property, attributed to Hilbert. Our main application of this theorem is to the cohomology ring of a classical Lie superalgebra relative to its even subsuperalgebra, and it turns out this ring is the invariants of a polynomial ring under a reductive group action.

Proposition 3.4.4. Let $G_0$ be a reductive group acting on an affine algebraic variety $X$ with coordinate ring $\mathbb{C}[X]$. The algebra of invariants $\mathbb{C}[X]^{G_0}$ is finitely-generated over $\mathbb{C}$.

Corollary 3.4.5. Let $G_0$ be a reductive group acting on a vector space $\mathfrak{g}_1$. The ring of polynomial invariants $S^*(\mathfrak{g}_1^*)^{G_0}$ is a finitely-generated $\mathbb{C}$-algebra.
3.5 The Lie Algebra of an Algebraic Group

This section covers a functor Lie which maps algebraic groups to their Lie algebras. Mainly, we are interested in the way an action $G_0 \curvearrowright V$ induces an action of $\text{Lie}(G_0) = g_0 \curvearrowright V$.

**Definition 3.5.1.** Let $X \subseteq \mathbb{A}^n$ be an affine algebraic variety containing a point $P = Z(p)$, and let $\mathcal{O}_P = \mathbb{C}[X]_p$. The Zariski tangent space $T_P(X)$ is defined to be

$$T_P(X) = (p\mathcal{O}_P/p^2\mathcal{O}_P)^*.$$  \hfill (3.5.1)

When $X = G_0$ is an affine algebraic group, the *Lie algebra of $G_0$* is the tangent space at the identity,

$$g_0 = \text{Lie}(G_0) = T_1(G_0).$$  \hfill (3.5.2)

**Proposition 3.5.2.** The Lie algebra $g_0$ of an affine algebraic group $G_0$ inherits a bilinear bracket operation $[\cdot, \cdot] : g_0 \otimes g_0 \rightarrow g_0$ which satisfies the following two axioms:

(L1) $[x, x] = 0$,

(L2) $[x, [y, z]] = [[x, y], z] + [y, [x, z]]$.

Additionally, the construction of a Lie algebra is functorial, meaning a morphism $\varphi : G_0 \rightarrow G'_0$ yields a morphism $d\varphi : g_0 \rightarrow g'_0$ which respects the bracket operation.

Let us introduce several important examples of Lie algebras.

**Example 3.5.3.**

1. If $G_0$ is an Abelian group, then $g_0$ is an *Abelian Lie algebra*, meaning $[x, y] = 0$ for every $x, y \in g_0$.

2. If $G_0 = \text{GL}(n)$, then $g_0 = \text{gl}(n)$, called the *general linear Lie algebra*. As a vector space, $\text{gl}(n)$ is all $n \times n$ matrices with bracket given by $[A, B] = AB - BA$.

3. If $G_0 = \text{SL}(n)$, then $g_0 = \text{sl}(n)$, called the *special linear Lie algebra*. This is the Lie subalgebra of $\text{gl}(n)$ consisting of trace zero matrices.
When $G_0$ acts on a vector space $V$, this amounts to a morphism $G_0 \to \text{GL}(V)$. As we have seen in Proposition 3.5.2, this yields a morphism of Lie algebras $\mathfrak{g}_0 \to \mathfrak{gl}(V)$. This fact is noted in the following proposition.

**Proposition 3.5.4.** The $G_0$-module structure on a vector space $\mathfrak{g}_1$ induces the structure of a Lie($G_0$) = $\mathfrak{g}_0$-module structure on $\mathfrak{g}_1$. 
Chapter 4

Lie Superalgebras

4.1 Motivation

A Lie superalgebra is a $\mathbb{Z}_2$-graded analogue of a Lie algebra. Lie superalgebras originated in the physical theory of supersymmetry and play a similar role as Lie algebras, in that they arise as tangent spaces to Lie supergroups at the identity element.

A thorough overview of Lie superalgebra theory is provided by Victor Kac [25]. A main result of that paper is the classification of simple classical Lie superalgebras.

**Theorem 4.1.1** (Kac, [25]). A simple classical Lie superalgebra is isomorphic to either to one of the simple Lie algebras $A_n, B_n, \ldots, E_8$ or to one of $A(m,n), B(m,n), C(n), D(m,n), D(2,1;\alpha), F(4), G(3), P(n),$ or $Q(n)$.

4.2 Definition and Examples

We start this chapter with a definition.

**Definition 4.2.1.** A superspace is a $\mathbb{Z}_2$-graded complex vector space $V = V_0 \oplus V_1$. An element of $V_i$ is called **homogenous of degree** $i$. The **superdimension** of $V$ is the ordered pair $s\text{.dim} V = (\dim V_0 \mid \dim V_1)$.

It turns out that the vector space of homomorphisms also has the natural structure of a superspace.
Example 4.2.2. Let $V$ and $W$ be superspaces. The vector space of linear homomorphisms $\text{Hom}_{\mathbb{C}}(V,W)$ is naturally a superspace:

$$
\text{Hom}_{\mathbb{C}}(V,W)_0 = \{ \varphi | \varphi(V_i) \subseteq \varphi(W_i) \}
$$

$$
\text{Hom}_{\mathbb{C}}(V,W)_1 = \{ \varphi | \varphi(V_i) \subseteq \varphi(W_{i+1}) \}
$$

In this way,

$$
\text{Hom}_{\mathbb{C}}(V,W) = \text{Hom}_{\mathbb{C}}(V,W)_0 \oplus \text{Hom}_{\mathbb{C}}(V,W)_1
$$

With the notion of superspace defined, we may now define the concept of a Lie superalgebra. This is an algebraic object which, in the theory of supersymmetry [31], plays the role analogous to that of a Lie algebra in representation theory of algebraic groups. In supersymmetry, formulas are typically defined on homogeneous elements and extended by linearity. Additionally, commutation of two homogeneous quantities results in an additional factor of $(-1)$ raised to the product of their degrees.

Definition 4.2.3. A Lie superalgebra is a superspace $\mathfrak{g} = \mathfrak{g}_0 \oplus \mathfrak{g}_1$, equipped with a bilinear bracket $[\cdot, \cdot] : \mathfrak{g} \otimes \mathfrak{g} \to \mathfrak{g}$ satisfying the following two properties:

(S1) For $x, y$ homogeneous elements of $\mathfrak{g}$,

$$
[x, y] + (-1)^{\bar{x}\bar{y}}[y, x] = 0
$$

(S2) For $x, y, z$ homogeneous elements of $\mathfrak{g}$,

$$
[x, [y, z]] = [[x, y], z] + (-1)^{\bar{x}\bar{y}}[y, [x, z]]
$$

It is worth noting that the even subsuperalgebra $\mathfrak{g}_0$ is, in fact, a Lie algebra. Furthermore, the subset of odd elements $\mathfrak{g}_1$ is a module for the Lie algebra $\mathfrak{g}_0$. 
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Example 4.2.4.

1. Let \( V = V_0 \oplus V_1 \) be a superspace of superdimension \((m|n)\). The \textit{general linear Lie superalgebra} \( \mathfrak{gl}(V) \) or \( \mathfrak{gl}(m|n) \) is the superspace \( \text{Hom}_C(V,V) \), with grading of Example 4.2.2 visualized as

\[
\mathfrak{gl}(m|n)_0 = \begin{pmatrix} A_{m \times m} & 0 \\ 0 & D_{n \times n} \end{pmatrix} \quad \text{and} \quad \mathfrak{gl}(m|n)_1 = \begin{pmatrix} 0 & B_{m \times n} \\ C_{n \times m} & 0 \end{pmatrix}
\]

The bracket operation on \( \mathfrak{gl}(m|n) \) is defined for homogeneous elements via

\[
[M, N] = M \cdot N - (-1)^{\bar{M} \cdot \bar{N}} N \cdot M
\] (4.2.1)

2. Consider the matrix \( M \in \mathfrak{gl}(m|n) \), decomposed as

\[
M = \begin{pmatrix} A_{m \times m} & B_{m \times n} \\ C_{n \times m} & D_{n \times n} \end{pmatrix}
\]

The \textit{supertrace} of \( x \) is \( s\text{Tr}(M) = \text{Tr}(A_{m \times m}) - \text{Tr}(D_{n \times n}) \). The \textit{special linear Lie superalgebra} is denoted \( \mathfrak{sl}(V) \) or \( \mathfrak{sl}(m|n) \) and consists of all matrices in \( \mathfrak{gl}(V) \) with supertrace 0, i.e.,

\[
\mathfrak{sl}(m|n) = \{ M \in \mathfrak{gl}(m|n) \mid s\text{Tr}(M) = 0 \}
\]

Example 4.2.5. Let \( \mathfrak{g} \) be a Lie superalgebra. We will classify all subsuperalgebras generated by a single homogeneous element \( x \in \mathfrak{g} \).

1. If \( x \in \mathfrak{g}_0 \), then \( [x, x] = 0 \). As such \( \langle x \rangle \) is a one-dimensional simple Lie algebra \( \langle x \rangle \cong \mathbb{C} \oplus \{0\} \)

2. If \( x \in \mathfrak{g}_1 \), and \( [x, x] = 0 \) then there are no even elements and thus \( \langle x \rangle \cong 0 \oplus \mathbb{C} \).

3. If \( x \in \mathfrak{g}_1 \) and \( [x, x] = y \neq 0 \), then the super Jacobi axiom says \( [x, y] = [x, [x, x]] = [[x, x], x] - [x, [x, x]]. Applying super anticommutativity yields \( [x, y] = 0 \). The multiplication table for this Lie superalgebra is presented in Figure 4.1. Lie superalgebras isomorphic to this one are referred to as \textit{of type} \( \mathfrak{q}(1) \).
4.3 Classical Lie Superalgebras

This section introduces a broad class of Lie superalgebras whose structure is governed by the theory of reductive algebraic groups. Later, we will see that the cohomology theory of these Lie superalgebras is also determined by the invariant theory, which behaves particularly nicely.

**Definition 4.3.1.** A classical Lie superalgebra is a Lie superalgebra $\mathfrak{g} = \mathfrak{g}_0 \oplus \mathfrak{g}_1$ such that there exists a reductive algebraic group $G_0$ which acts on $\mathfrak{g}_1$ and satisfies

1. $\mathfrak{g}_0 = \text{Lie}(G_0)$
2. The action of $G_0 \curvearrowright \mathfrak{g}_1$ differentiates to yield the adjoint action $\mathfrak{g}_0 \curvearrowright \mathfrak{g}_1$.

**Example 4.3.2** (Lie superalgebra of type $\mathfrak{q}(n)$, as in [4 §8.3]). We define a Lie superalgebra called $\mathfrak{q}(n)$ as a Lie subsuperalgebra of the special linear Lie superalgebra, $\mathfrak{q}(n) \leq \mathfrak{gl}(n \mid n)$.

$$\mathfrak{q}(n) = \left\{ \begin{pmatrix} A & B \\ B & A \end{pmatrix} \mid A, B \in M_{n \times n}(\mathbb{C}) \right\}.$$  

A quick computation shows that $\text{s.dim} \mathfrak{q}(n) = (n^2 \mid n^2)$ (and therefore $\dim_{\mathbb{C}} \mathfrak{q}(n) = 2n^2$), $\mathfrak{q}(n)_0 \cong \mathfrak{gl}(n)$, $\mathfrak{q}(n)_1 \cong \mathfrak{gl}(n)$, and $\mathfrak{g}_1$ is the adjoint representation of $\mathfrak{g}_0$. In this way, $\mathfrak{q}(n)$ is a classical Lie superalgebra with $G_0 = \text{GL}(n)$, and $G_0 \curvearrowright \mathfrak{g}_1$ via conjugation, yielding the adjoint action $\mathfrak{g}_0 \curvearrowright \mathfrak{g}_1$.

Additionally, we may verify the Lie superalgebra of Example 4.2.5 Part 3 is indeed an instance of the classical Lie superalgebra described above. This follows by taking a basis of
the form
\[
x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}
\]
and
\[
y = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}
\]
and verifying that the multiplication table of Figure 4.1 is valid.

4.4 Modules for Lie Superalgebras

As with any object in abstract algebra, we care not simply about Lie superalgebras on their own, but also about their actions on vector spaces. Because of the grading on \( \mathcal{U}(\mathfrak{g}) \) (introduced in Section 4.5), we require \( \mathfrak{g} \)-modules to be graded \( M = M_0 \oplus M_1 \). With this requirement, the category of \( \mathfrak{g} \)-modules is no longer Abelian. In order to make use of the tools of homological algebra, we consider the subcategory whose objects are \( \mathfrak{g} \)-modules and whose morphisms are even homomorphisms of \( \mathfrak{g} \)-modules. This subcategory is useful when the parity change functor \( \Pi \) is used, in which case all data contained in the category of \( \mathfrak{g} \)-modules may be recovered.

**Definition 4.4.1.** A \( \mathfrak{g} \)-module \( V \) may be defined in the following three equivalent ways, each of which is useful in certain cases.

1. \( V = V_0 \oplus V_1 \) is a graded module for the universal enveloping superalgebra \( \mathcal{U}(\mathfrak{g}) \) (to be defined in 4.5).

2. \( V = V_0 \oplus V_1 \) is a graded complex vector space and \( \rho : \mathfrak{g} \to \mathfrak{gl}(V) \) is an even homomorphism of vector spaces. The action is \( x.v = \rho(x)(v) \).

3. \( V = V_0 \oplus V_1 \) is a graded complex vector space and \( \mathfrak{g} \) acts on \( V \) in a linear fashion such that the following condition holds:

\[
x.(y.v) - (-1)^{xy} y.(x.v) = [x,y].v \tag{4.4.1}
\]

for all homogeneous \( x, y \in \mathfrak{g} \).
Definition 4.4.2. A homomorphism of \( \mathfrak{g} \)-modules \( f : M \to N \) is a homogeneous linear map (i.e., \( f \in \text{Hom}(M, N)_0 \cup \text{Hom}(M, N)_1 \)) satisfying the following property:

\[
f(x \cdot m) = (-1)^{\bar{x} \cdot \bar{f}} \cdot x \cdot f(m)
\]

for homogeneous \( x \in \mathfrak{g}, m \in M \).

Unfortunately, the category of \( \mathfrak{g} \)-modules is not an Abelian category. We remedy this situation by considering the even subcategory \( \text{Mod}(\mathfrak{g})_0 \), whose objects are \( \mathfrak{g} \)-modules and whose morphisms are even homomorphisms \( \text{Hom}_\mathfrak{g}(M, N)_0 \).

Proposition 4.4.3. The category \( \text{Mod}(\mathfrak{g})_0 \) is an Abelian category.

Definition 4.4.4. The parity change functor is a functor \( \Pi : \text{Mod}(\mathfrak{g}) \to \text{Mod}(\mathfrak{g}) \) which switches the grading of modules. Symbolically \( \Pi(M)_0 = M_1 \) and \( \Pi(M)_1 = M_0 \). \( \Pi \) is the identity on morphisms, i.e., if \( f : M \to N \) is a morphism, then \( \Pi(f) = f \).

Proposition 4.4.5. Let \( V = V_0 \oplus V_1 \) be a superspace. Then \( \mathfrak{gl}(V) \) is naturally isomorphic to \( \mathfrak{gl}(\Pi(V)) \). This isomorphism may be visualized as follows:

\[
\begin{pmatrix}
A_{n \times n} & B_{n \times m} \\
C_{m \times n} & D_{m \times m}
\end{pmatrix}
\mapsto
\begin{pmatrix}
D_{m \times m} & C_{m \times n} \\
B_{n \times m} & A_{n \times n}
\end{pmatrix}
\]

\hspace{1cm} (4.4.2)

The above proposition allows us to glean all information about \( \text{Mod}(\mathfrak{g}) \) from \( \text{Mod}(\mathfrak{g})_0 \) in the following way.

Corollary 4.4.6. Let \( M \) and \( N \) be \( \mathfrak{g} \)-modules, and \( f : M \to N \) an odd homomorphism. The morphism \( f \) is the same as an even morphism \( f : M \to \Pi(N) \).

We conclude this section with several examples of modules for a Lie superalgebra.

Example 4.4.7. Let \( \mathfrak{g} = \mathfrak{g}_0 \) be a Lie superalgebra.

1. Let \( \mathbb{C}^{m|n} \) denote the vector superspace \( V \) with \( V_0 \cong \mathbb{C}^m \) and \( V_1 \cong \mathbb{C}^n \). Then \( \mathbb{C}^{m|n} \) is a module for \( \mathfrak{g} \) via the trivial action \( x \cdot v = 0 \).
2. The Lie superalgebra \( \mathfrak{g} \) is a module for \( \mathfrak{g} \) via the *adjoint* action \( x.y = [x, y] \).

3. If \( V \) is a module and \( W \subseteq V \) is a submodule, i.e., a subsuperspace which is fixed by the action of \( \mathfrak{g} \), then \( V/W \) is a module via the action \( x.\bar{v} = x\bar{v} \). For instance, when \( \mathfrak{a} \leq \mathfrak{g} \) is a subsuperalgebra, \( \mathfrak{g} \) become a module for \( \mathfrak{a} \) via the adjoint action, with \( \mathfrak{a} \leq \mathfrak{g} \) a subsupermodule. Therefore, \( \mathfrak{g}/\mathfrak{a} \) is a module for \( \mathfrak{a} \).

4. If \( V = V_0 \oplus V_1 \) is a module for \( \mathfrak{g} \), the *exterior power* of \( V \) may be expressed as a vector subspace of a quotient of the tensor algebra \( \mathcal{T}(V) \) in the following way.

\[
\bigwedge^s(V) = \mathcal{T}^s(V)/\langle x \otimes y + (-1)^{\bar{x}\bar{y}} y \otimes x \rangle.
\] (4.4.3)

In other words, odd elements commute while other pairs of homogeneous elements anticommute. The \( p^{th} \) exterior power \( \bigwedge^p(V) \) is simply the subquotient corresponding to \( \mathcal{T}^p \), and may be decomposed as follows:

\[
\bigwedge^p_s(V) \cong \bigoplus_{i+j=p} \bigwedge^i(V_0) \otimes S^j(V_1)
\] (4.4.4)

4.5 **Universal Enveloping Superalgebras**

When studying representations of an algebraic object \( G \), it is useful to find a ring \( R \) whose modules correspond precisely to \( G \)-representations. This section is devoted to constructing the universal enveloping superalgebra \( \mathcal{U}_s(\mathfrak{g}) \) associated to a Lie superalgebra, such that the category of \( \mathfrak{g} \)-modules is equivalent to the category of \( \mathcal{U}_s(\mathfrak{g}) \)-modules.

**Definition 4.5.1.** For an associative superalgebra \( A \), denote by \( \text{Lie}(A) \) the Lie superalgebra with underlying vector space \( A \) and bracket operation given by the supercommutator of Equation 4.2.1.

The *universal enveloping superalgebra* of a Lie superalgebra \( \mathfrak{g} \) is an associative superalgebra \( \mathcal{U}_s(\mathfrak{g}) \) equipped with a morphism \( i : \mathfrak{g} \to \text{Lie}(\mathcal{U}_s(\mathfrak{g})) \) such that given any other associative superalgebra \( A \) with a homomorphism \( j : \mathfrak{g} \to \text{Lie}(A) \) there exists a unique homomorphism of associative superalgebras \( \theta : \mathcal{U}_s(\mathfrak{g}) \to A \) such that \( j = \theta \circ i \).
Explicitly, a universal enveloping superalgebra may be obtained as a quotient of the tensor superalgebra$^1$ by the ideal generated by elements of the form $[x, y] - x \otimes y + (-1)^{\bar{x} \cdot y} y \otimes x$.

**Proposition 4.5.2.** The following categories are equivalent:

1. The category of graded $\mathcal{U}_s(\mathfrak{g})$-modules (in the sense of ring theory).

2. The category $\text{Mod}(\mathfrak{g})_0$ whose objects are $\mathfrak{g}$-modules and whose morphisms are even homomorphisms of Lie superalgebras.

$^1$Simply the tensor algebra, with grading remembered.
Chapter 5

Relative Cohomology of Lie Superalgebras

5.1 Overview

Relative cohomology of Lie superalgebras generalizes the cohomology theory of Lie algebras in two ways. When both generalizations are utilized simultaneously, geometrically meaningful cohomology rings arise. This is in stark contrast to ordinary Lie algebra cohomology rings, which have Krull dimension zero and are indeed finite-dimensional vector spaces.

The first generalization is to consider Lie superalgebras rather than Lie algebras. The Koszul complex used to compute Lie superalgebra cohomology is nonzero in infinitely many degrees, potentially leading to cohomology rings of positive Krull dimension. Unfortunately, it was proved by Fuks-Leites that this is rarely the case [16].

The second generalization is to consider cohomology relative to a subsuperalgebra. Remarkably, in Lie superalgebra theory, relative cohomology often yields cohomology groups that are larger than their absolute counterparts. Relative cohomology of Lie algebras was first considered by Fuks [15], and fits into the relative cohomology theory of Hochschild [19].

5.2 Koszul Complex

Let \( \mathfrak{g} \) be a Lie superalgebra, \( \mathfrak{a} \leq \mathfrak{g} \) a subsuperalgebra, and \( M \) a \( \mathfrak{g} \)-supermodule. The \( p^{th} \) cochain of \( (\mathfrak{g}, \mathfrak{a}) \) with coefficients in \( M \) is vector space

\[
C^p(\mathfrak{g}, \mathfrak{a}; M) = \text{Hom}_\mathfrak{a} \left( \bigwedge_s^p (\mathfrak{g}/\mathfrak{a}), M \right)
\]
The coboundary map \( d : C^p(\mathfrak{g}, \mathfrak{a}; M) \to C^{p+1}(\mathfrak{g}, \mathfrak{a}; M) \) is defined by
\[
df(\omega_0 \wedge \ldots \wedge \omega_n) = \sum_{i=0}^n (-1)^{\tau_i(\omega_0, \ldots, \omega_n)} \omega_i \cdot f(\omega_0 \wedge \ldots \hat{\omega}_i \ldots \wedge \omega_n) + \sum_{i<j} (-1)^{\sigma_{i,j}(\omega_0, \ldots, \omega_n)} f([\omega_i, \omega_j] \wedge \omega_0 \wedge \ldots \wedge \omega_{i} \wedge \ldots \wedge \omega_n)
\]
where parities \( \tau_i \) and \( \sigma_{i,j} \) follow the formulae
\[
\tau_i(\alpha_0, \ldots, \alpha_n, \beta) = i + \alpha_i(\alpha_0 + \ldots + \alpha_{i-1} + \beta)
\]
\[
\sigma_{i,j}(\alpha_0, \ldots, \alpha_n) = i + j + \alpha_i\alpha_j + \alpha_i(\alpha_0 + \ldots + \alpha_{i-1}) + \alpha_j(\alpha_0 + \ldots + \alpha_{j-1})
\]
Composing these maps yields a diagram:
\[
\cdots \xrightarrow{d} C^{p-1}(\mathfrak{g}, \mathfrak{a}; M) \xrightarrow{d} C^p(\mathfrak{g}, \mathfrak{a}; M) \xrightarrow{d} C^{p+1}(\mathfrak{g}, \mathfrak{a}; M) \xrightarrow{d} \cdots \quad (5.2.1)
\]
To establish that the above diagram will in fact determine a cohomology theory, we must prove the following proposition.

**Proposition 5.2.1.** Let \( \mathfrak{g} \) be a Lie superalgebra, \( \mathfrak{a} \leq \mathfrak{g} \) a submodule, and \( M \) a \( \mathfrak{g} \)-module. The morphism
\[
d \circ d : C^{p-1}(\mathfrak{g}, \mathfrak{a}; M) \to C^{p+1}(\mathfrak{g}, \mathfrak{a}; M)
\]
is equal to zero. In other words, Equation 5.2.1 is a complex.

The proof of the Proposition 5.2.1 is a straightforward computation.

**Definition 5.2.2.** Let \( \mathfrak{g} \) be a Lie superalgebra, \( \mathfrak{a} \leq \mathfrak{g} \) a subsuperalgebra, and \( M \) a \( \mathfrak{g} \)-supermodule. The \( p^{th} \) cohomology group of \((\mathfrak{g}, \mathfrak{a})\) with coefficients in \( M \) is the \( \mathfrak{a} \)-module
\[
H^p(\mathfrak{g}, \mathfrak{a}; M) = \frac{\ker(d : C^p(\mathfrak{g}, \mathfrak{a}; M) \to C^{p+1}(\mathfrak{g}, \mathfrak{a}; M))}{\text{im}(d : C^{p-1}(\mathfrak{g}, \mathfrak{a}; M) \to C^p(\mathfrak{g}, \mathfrak{a}; M))}
\]

### 5.3 Products on Cochains and Cohomology

Consider modules \( M_1, M_2, \) and \( N \), with a pairing, i.e., a map of \( \mathfrak{g} \)-modules \( m : M_1 \otimes M_2 \to N \). Cochains may be paired
\[
C^p(\mathfrak{g}, \mathfrak{a}; M_1) \otimes C^q(\mathfrak{g}, \mathfrak{a}; M_2) \to C^{p+q}(\mathfrak{g}, \mathfrak{a}; N)
\]
by making use of the super analogue of ordinary Grassmann multiplication \( \mu : \bigwedge^p_s(g/a)^* \otimes \bigwedge^q_s(g/a)^* \to \bigwedge^{p+q}_s(g/a)^* \) as follows:

\[
C^p(g, a; M_1) \otimes C^q(g, a; M_2) \cong \text{Hom}_a\left( \bigwedge^p_s(g/a), M_1 \right) \otimes \text{Hom}_a\left( \bigwedge^q_s(g/a), M_2 \right) \\
\to \text{Hom}_a\left( \bigwedge^p_s(g/a) \otimes \bigwedge^q_s(g/a), M_1 \otimes M_2 \right) \\
\to \text{Hom}_a\left( \bigwedge^{p+q}_s(g/a), N \right) \\
= C^{p+q}(g, a; N)
\]  

(5.3.1)

**Remark 5.3.1.** We will be most interested in the case \( M_1 = M_2 = N = C \) and \( C \otimes C \to C \) is ordinary multiplication. Also of interest is the case when \( M_1 = M^*, M_2 = M \) and \( N = C \) with pairing given by the natural action \( \gamma \otimes x \mapsto \gamma(x) \). Finally, if \( M_1 = M_2 = N = \text{End}_C(M) \) with pairing given by \( f \otimes g \mapsto f \circ g \).

This pairing of cochains descends to a well-defined pairing of cohomology groups

\[
H^p(g, a; M_1) \otimes H^q(g, a; M_2) \to H^{p+q}(g, a; N)
\]  

(5.3.2)

which leads to the following definition and theorem.

**Theorem 5.3.2.** Let \( g \) be a Lie superalgebra and \( a \leq g \) a subsuperalgebra. When \( M \) is paired to itself via a morphism \( M \otimes M \to M \), this defines a ring structure on \( H^\bullet(g, a; \text{End}_C(M)) \).

Furthermore, in the case when \( M = C \) with \( a \otimes b \mapsto a \cdot b \), the ring \( H^\bullet(g, a; C) \) is graded-commutative, meaning for homogeneous elements \( \alpha, \beta \in H^\bullet(g, a; C) \) of degrees \( \bar{\alpha} \) and \( \bar{\beta} \) respectively, \( \alpha \cdot \beta = (-1)^{\bar{\alpha} \cdot \bar{\beta}} \beta \cdot \alpha \).

**Definition 5.3.3.** The cohomology ring of \( g \) relative to \( a \) is the vector space

\[
H^\bullet(g, a; C) = \bigoplus_{p \geq 0} H^p(g, a; C)
\]

with multiplication given by the pairing of Equation 5.3.2.

### 5.4 Classical Results

This section is devoted to presenting two theorems which describe the behavior of relative cohomology at extreme values of \( a \leq g_0 \). Namely, the result of Fuks-Leites states that
cohomology relative to $a = 0$ contains very little geometric information. In other words, the cohomology ring is a finite-dimensional vector space. The result of Boe-Kujawa-Nakano states that cohomology relative to $a = g_0$ carries geometric information and the behavior of this cohomology ring is governed by invariant theory.

**Theorem 5.4.1** (Fuks-Leites, [13 §2.6]). *In the following cases, there are ring isomorphisms relating Lie superalgebra cohomology to Lie algebra cohomology, from which it follows that the Lie superalgebra cohomology is finite-dimensional as a vector space. For example,*

$$H^\bullet(gl(m|n), 0; \mathbb{C}) \cong H^\bullet(gl(max(m, n)), 0; \mathbb{C})$$

**A similar statement holds for Lie superalgebras of type $B(m, n), D(m, n), G(3), F(4),$ and $D(2, 1; \alpha)$**

**Theorem 5.4.2** (Boe-Kujawa-Nakano, [4]). *Let $g$ be a classical Lie superalgebra with $g_0 = \text{Lie}(G_0)$. The cohomology ring relative to $g_0$ may be identified as the invariants of the action of $G_0$ on polynomials on $g_1$:*

$$H^\bullet(g, g_0; \mathbb{C}) \cong S^\bullet(g_1^{G_0}).$$

**Furthermore, since $G_0$ is a reductive algebraic group this cohomology ring is finitely-generated over $\mathbb{C}$.**

This essentially follows by looking at the coboundary definition of Section 5.2 and realizing that all coboundaries disappear when $a = g_0$. Therefore, the cochain groups are isomorphic to the cohomology groups.

5.5 **Computations**

In this section we present computations of relative cohomology for Lie superalgebras of the form $(x)$, which were classified in Example 4.2.5. For more computations, we direct the reader to [4 Table 1].

**Example 5.5.1.**
1. If $x \in g_0$, then $\langle x \rangle \cong \mathbb{C}$ and $H^\bullet(\langle x \rangle, \langle x \rangle_0; \mathbb{C}) = \mathbb{C}$.

2. If $x \in g_1$ and $[x, x] = 0$, then $g \cong 0 \oplus \mathbb{C}$. Thus $H^\bullet(\langle x \rangle, \langle x \rangle_0; \mathbb{C}) = H^\bullet(\langle x \rangle, 0; \mathbb{C})$, and by Theorem 5.4.2

$$H^\bullet(\langle x \rangle, 0; \mathbb{C}) \cong S(\langle x \rangle_1^*) \cong \mathbb{C}[y] \quad (5.5.1)$$

3. If $x \in g_1$ and $[x, x] \neq 0$, then $\langle x \rangle$ is of type $q(1)$. The adjoint action of $g_0 \curvearrowright g_1$ is trivial, so again we use Theorem 5.4.2 to conclude

$$H^\bullet(q(1), q(1)_0; \mathbb{C}) \cong S(q(1)_1^*)^{G_m} \cong \mathbb{C}[y] \quad (5.5.2)$$
6.1 Motivation

In this chapter, we will prove the following theorem.

**Theorem 6.1.1.** Let \( g = g_0 \oplus g_1 \) be a classical Lie superalgebra, and \( a \leq g_0 \) an (even) subalgebra, and \( M \) a \( g \)-module.

(a) There is a spectral sequence \( \{ E_{p,q}^r \} \) which computes cohomology and satisfies

\[
E_{p,q}^2(M) \cong H^p(g, g_0; M) \otimes H^q(g_0, a; \mathbb{C}) \Rightarrow H^{p+q}(g, a; M)
\]

For \( 1 \leq r \leq \infty \), \( E_{r+\bullet}^\bullet(M) \) is a module for \( E_{2+\bullet}^\bullet(\mathbb{C}) \). When \( M \) is finite-dimensional, \( E_2^{\bullet,\bullet}(M) \) is a Noetherian \( E_2^{\bullet,\bullet}(\mathbb{C}) \)-module.

(b) Moreover, the cohomology ring \( H^\bullet(g, a; \mathbb{C}) \) is a finitely-generated \( \mathbb{C} \)-algebra.

The proof of this theorem will require the construction of a cohomological spectral sequence through filtrations on cochains. References for this material include [3 §3] and [33 §5].

The filtration leading to the cohomological spectral sequence essentially amounts to thinking of cochains

\[
C^p(g, a; M) \cong \text{Hom}_a \left( \bigwedge_s^p (g/a), M \right)
\]

as \( p \)-superalternating functions \( f : (g/a)^p \rightarrow M \), and requiring that homogeneous inputs \((\omega_1, \ldots, \omega_p)\) map to zero when too many coordinates lie in \( g_0/a_0 \).
6.2 Filtration on Cochains

Let $\mathfrak{g}$ be a classical Lie superalgebra and $\mathfrak{a} \leq \mathfrak{g}$ any Lie subsuperalgebra. Recall the cochains are defined by

$$C^n(\mathfrak{g}, \mathfrak{a}; M) = \text{Hom}_\mathfrak{a}\left(\bigwedge^n_s(\mathfrak{g}/\mathfrak{a}), M\right)$$

Because $\mathfrak{a} \leq \mathfrak{g}$ is a subsuperalgebra, the equality

$$\mathfrak{g}/\mathfrak{a} \cong \mathfrak{g}_0/\mathfrak{a}_0 \oplus \mathfrak{g}_1/\mathfrak{a}_1$$

holds, allowing the cochains to be decomposed (as $\mathfrak{a}$-modules) as follows.

$$C^n(\mathfrak{g}, \mathfrak{a}; M) = \text{Hom}_\mathfrak{a}\left(\bigwedge^n_s(\mathfrak{g}/\mathfrak{a}), M\right)$$

$$= \text{Hom}_\mathfrak{a}\left(\bigoplus_{i+j=n} \bigwedge^i_s(\mathfrak{g}_0/\mathfrak{a}_0) \otimes \bigwedge^j_s(\mathfrak{g}_1/\mathfrak{a}_1), M\right)$$

$$= \bigoplus_{i+j=n} \text{Hom}_\mathfrak{a}\left(\bigwedge^i(\mathfrak{g}_0/\mathfrak{a}_0) \otimes S^j((\mathfrak{g}_1/\mathfrak{a}_1)^*) \otimes M\right)$$

Equation 6.2.1 expresses arbitrary superalternating functions as sums of superalternating functions with $i$ arguments coming from $\mathfrak{g}_0/\mathfrak{a}_0$, and $j$ arguments coming from $\mathfrak{g}_1/\mathfrak{a}_1$.

Our filtration is inspired by that of [20], and corresponds to limiting the number of arguments that may come from $\mathfrak{g}_0/\mathfrak{a}_0$. Explicitly, define

$$C^n(\mathfrak{g}, \mathfrak{a}; M)_{(p)} = \bigoplus_{i+j=n} \bigoplus_{i \leq n-p} C^i(\mathfrak{g}_0, \mathfrak{a}_0; S^j((\mathfrak{g}_1/\mathfrak{a}_1)^*) \otimes M) .$$

This defines a descending filtration

$$C^n(\mathfrak{g}, \mathfrak{a}; M) = C^n(\mathfrak{g}, \mathfrak{a}; M)_{(0)} \supseteq C^n(\mathfrak{g}, \mathfrak{a}; M)_{(1)} \supseteq \cdots$$

$$\cdots \supseteq C^n(\mathfrak{g}, \mathfrak{a}; M)_{(n)} \supseteq C^n(\mathfrak{g}, \mathfrak{a}; M)_{(n+1)} = 0.$$
Proposition 6.2.1. Let $\mathfrak{g} = \mathfrak{g}_0 \oplus \mathfrak{g}_1$ be a Lie superalgebra, $\mathfrak{a} \leq \mathfrak{g}_0$ an even subalgebra, $M$ a $\mathfrak{g}$-module, and $C^n(\mathfrak{g}, \mathfrak{a}; M)_{(p)}$ the filtration defined in Equation 6.2.2.

(a) This filtration respects the differential, i.e., $d(C^n(\mathfrak{g}, \mathfrak{a}; M)_{(p)}) \subseteq C^{n+1}(\mathfrak{g}, \mathfrak{a}; M)_{(p)}$, and thus $C^\bullet(\mathfrak{g}, \mathfrak{a}; M)_{(p)}$ is a subcomplex of $C^\bullet(\mathfrak{g}, \mathfrak{a}; M)$ for all $p$.

(b) $C^n(\mathfrak{g}, \mathfrak{a}; M)_{(p)}$ is an $\mathfrak{a}$-submodule of $C^n(\mathfrak{g}, \mathfrak{a}; M)$, so $C^\bullet(\mathfrak{g}, \mathfrak{a}; M)_{(p)}$ is a subcomplex of $\mathfrak{a}$-modules.

(c) The filtration is exhaustive, i.e., $C^\bullet(\mathfrak{g}, \mathfrak{a}; M)_{(0)} = C^\bullet(\mathfrak{g}, \mathfrak{a}; M)$ and $\bigcap_{p \geq 0} C^\bullet(\mathfrak{g}, \mathfrak{a}; M)_{(p)} = 0$.

Proof. (a) Let $f \in C^n(\mathfrak{g}, \mathfrak{a}; M)_{(p)}$. This means $f$ vanishes when more than $n - p$ arguments belong to $\mathfrak{g}_0/\mathfrak{a}$. We wish to show that $df \in C^{n+1}(\mathfrak{g}, \mathfrak{a}; M)_{(p)}$, i.e., that $df$ vanishes when more than $n - p + 1$ arguments belong to $\mathfrak{g}_0/\mathfrak{a}$. Let $\alpha_0, \ldots, \alpha_{n-p+1} \in \mathfrak{g}_0/\mathfrak{a}$, while $\beta_{n-p+2}, \ldots, \beta_n \in \mathfrak{g}_1$. Plugging these into the coboundary formula

$$
df(\alpha_0 \wedge \ldots \wedge \beta_n) = \sum_{0 \leq i \leq n-p+1} (-1)^{\tau(-)} \alpha_i \cdot f(\alpha_0 \wedge \ldots \hat{\alpha}_i \ldots \wedge \beta_n)$$
$$+ \sum_{n-p+2 \leq i \leq n} (-1)^{\tau(-)} \beta_i \cdot f(\alpha_0 \wedge \ldots \hat{\beta}_i \ldots \wedge \beta_n)$$
$$+ \sum_{0 \leq i < j \leq n-p+1} (-1)^{\sigma(-)} f([\alpha_i, \alpha_j] \wedge \alpha_0 \ldots \hat{\alpha}_i \ldots \hat{\alpha}_j \ldots \wedge \beta_n)$$
$$+ \sum_{0 \leq i \leq n-p+1} (-1)^{\sigma(-)} f([\alpha_i, \beta_j] \wedge \alpha_0 \ldots \hat{\alpha}_i \ldots \hat{\beta}_j \ldots \wedge \beta_n)$$
$$+ \sum_{n-p+2 \leq i < j \leq n} (-1)^{\sigma(-)} f([\beta_i, \beta_j] \wedge \alpha_0 \ldots \hat{\beta}_i \ldots \hat{\beta}_j \ldots \wedge \beta_n)$$

Looking at each line of the previous equation, notice that $f$ takes in, respectively, $n-p+1$, $n-p+2$, $n-p+1$, $n-p+2$, and $n-p+3$ arguments lying in $\mathfrak{g}_0/\mathfrak{a}$. Thus each term in each summation individually vanishes. Thus we conclude $df \in C^{n+1}(\mathfrak{g}, \mathfrak{a}; M)_{(p)}$.

(b) Let $x \in \mathfrak{a}$, $f \in C^n(\mathfrak{g}, \mathfrak{a}; M)_{(p)}$. Thus $f(\omega_0 \wedge \ldots \wedge \omega_{n-1})$ vanishes when $n - p + 1$ of the $\omega_i$ belong to $\mathfrak{g}_0/\mathfrak{a}$. Writing out the definition of $(x \cdot f)(\omega_0 \wedge \ldots \wedge \omega_{n-1})$ we realize that each term vanishes when $n - p + 1$ of the $\omega_i$ belong to $\mathfrak{g}_0/\mathfrak{a}$, and thus $x \cdot f \in C^n(\mathfrak{g}, \mathfrak{a}; M)_{(p)}$.  
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(c) This follows from writing out the definitions and noting $C^n(g, a; M)_{(n+1)} = 0$.

Because of the properties established in Proposition 6.2.1, this filtration defines a cohomological spectral sequence $\{E_r^{p,q}\}$ in a canonical way [33]. Furthermore,

$$E_r^{p,q} \Rightarrow H(C^*(g, a; M)) = H^*(g, a; \mathbb{C}). \tag{6.2.4}$$

### 6.3 Pages of the Spectral Sequence

This section is devoted to investigating the pages of the spectral sequence defined by Equation 6.2.4. The necessary information is summarized in the following lemma.

**Proposition 6.3.1.** The first three pages of the spectral sequence associated to the filtration of Equation 6.2.4 may be identified as follows.

(a) $E_0^{p,q} \cong C^q(g_0, a; \text{Hom}_C(\bigwedge^p_s(\mathfrak{g}/g_0), M))$,

(b) $E_1^{p,q} \cong H^q(g_0, a; \text{Hom}_C(\bigwedge^p_s(\mathfrak{g}/g_0), M))$,

(c) $E_2^{p,q} \cong H^p(g, g_0; M) \otimes H^q(g_0, a; \mathbb{C})$.

The proof of Proposition 6.3.1 requires the following lemma of [20].

**Lemma 6.3.2** (Hochschild-Serre [20]). Let $g_0$ be a reductive Lie algebra, $M$ be a finite-dimensional semisimple $g_0$-module such that $M^{g_0} = 0$. Then $H^n(g_0, a; M) = 0$ for all $n \geq 0$ and all $a \leq g_0$.

**Proof of Proposition 6.3.1.** We proceed in steps, identifying the pages in sequence.

(a) By definition, $E_0^{p,q} = C^{p+q}(g, a; M)_{(p)}/C^{p+q}(g, a; M)_{(p+1)}$. Using the direct sum decomposition of Equation 6.2.2, this is exactly $C^q(g_0, a; \text{Hom}_C(\bigwedge^p_s(\mathfrak{g}/g_0), M))$. 

32
(b) Functoriality of the isomorphism of (a), i.e., $E^p_0 \cong C^\bullet(g_0, a; \text{Hom}_\mathbb{C}(S^p(g/g_0), M))$ as complexes will imply their cohomologies are equal, i.e.,

$$E^p_1 \cong H^q(g_0, a; \text{Hom}_\mathbb{C}(S^p(g/g_0), M)).$$

To deduce functoriality of the isomorphism it will suffice to chase the following diagram.

With inclusion $i$ and projection $\pi$ corresponding to the direct sum decomposition given

\[
\begin{array}{ccc}
C^{p+q}(g, a; M)_{(p)} & \xrightarrow{d_{(g,a)}} & C^{p+q+1}(g, a; M)_{(p)} \\
\cong E^{p,q}_0 & \xrightarrow{d_0} & E^{p,q+1}_0 \\
C^q(g_0, a; \text{Hom}_\mathbb{C}(S^p(g_1), M)) & \xrightarrow{d_{(g_0,a)}} & C^{q+1}(g_0, a; \text{Hom}_\mathbb{C}(S^p(g_1), M))
\end{array}
\]

Figure 6.1: Compute $E_1$ page by comparing filtrations of cochain groups.

in Equation 6.2.2. The goal is to show the composition $\pi \circ d_{(g,a)} \circ i = d_{(g_0,a)}$. Since $d_0$ is defined by $d_{(g,a)}$, this will show the bottom square commutes, resulting in an isomorphism of complexes.

Choose $f \in C^q(g_0, a; \text{Hom}_\mathbb{C}(S^p(g_1), M))$, and notice that $df$ is given by the usual Lie algebra differential

\[
df(\omega_0 \wedge \ldots \wedge \omega_q) = \sum_{i=0}^{q} (-1)^i \omega_i \cdot f(\omega_0 \wedge \ldots \hat{\omega}_i \ldots \wedge \omega_q) \\
+ \sum_{i<j} (-1)^{i+j} f([\omega_i, \omega_j] \wedge \omega_0 \wedge \ldots \hat{\omega}_i \ldots \hat{\omega}_j \ldots \wedge \omega_q)
\]

Set $\tilde{f} = i(f) \in C^{p+q}(g, a; M)$. The differential is given by the Lie superalgebra cohomology differential, and we arrive at a formula for $d_{(g,a)} \tilde{f}(\omega_0 \wedge \ldots \wedge \omega_{p+q})$. However, because we are taking a quotient $\pi$, it only matters how $d_{(g,a)} \tilde{f}$ behaves with $q + 1$ even
arguments and $p$ odd arguments. Thus, we investigate

$$d_{(g,a)}\tilde{f}(\alpha_0 \land \ldots \land \alpha_q \land \beta_1 \land \ldots \land \beta_p)$$

$$= \sum_{i=0}^{q} (-1)^{\tau_i} \alpha_i \cdot \tilde{f}(\alpha_0 \land \ldots \land \hat{\alpha}_0 \ldots \land \alpha_q \land \beta_1 \land \ldots \land \beta_p)$$

$$+ \sum_{i=q+1}^{p+q} (-1)^{\tau_i} \beta_{i-q} \cdot \tilde{f}(\alpha_0 \land \ldots \land \alpha_q \land \beta_1 \land \ldots \hat{\beta}_{i-q} \ldots \land \beta_p)$$

$$+ \sum_{0 \leq i < j \leq q} (-1)^{\sigma_{i,j}} \tilde{f}([\alpha_i, \alpha_j] \land \alpha_0 \ldots \hat{\alpha}_i \ldots \hat{\alpha}_j \ldots \land \beta_p)$$

$$+ \sum_{0 \leq i \leq q \atop q+1 \leq j \leq p+q} (-1)^{\sigma_{i,j}} \tilde{f}([\alpha_i, \beta_{j-q}] \land \alpha_0 \ldots \hat{\alpha}_i \ldots \hat{\beta}_j \ldots \land \beta_p)$$

$$+ \sum_{q+1 \leq i < j \leq p+q} (-1)^{\sigma_{i,j}} \tilde{f}([\beta_{i-q}, \beta_{j-q}] \land \alpha_0 \ldots \hat{\beta}_i \ldots \hat{\beta}_j \ldots \land \beta_p)$$

$$(6.3.1)$$

By construction, $\tilde{f}$ vanishes unless exactly $q$ arguments are even and $p$ arguments are odd. This only occurs in the first, third, and fourth lines of the preceding sum. Working out the relevant signs yields

$$\tau_i(\underbrace{0, \ldots, 0}_{q+1}, \underbrace{1, \ldots, 1}_{p}, \tilde{f}) = i \text{ when } i \leq q,$$

$$\sigma_{i,j}(\underbrace{0, \ldots, 0}_{q+1}, \underbrace{1, \ldots, 1}_{p}) = \begin{cases} i + j & \text{if } i, j \leq q \\ i - q - 1 & \text{if } i \leq q, j \geq q + 1 \end{cases}$$

So the previous equation for $d_{(g,a)}\tilde{f}$ becomes

$$d_{(g,a)}f(\alpha_0 \land \ldots \land \alpha_q \land \beta_1 \land \ldots \land \beta_p)$$

$$= \sum_{i=0}^{q} (-1)^{i} \alpha_i \cdot f(\alpha_0 \land \ldots \land \hat{\alpha}_0 \ldots \land \alpha_q \land \beta_1 \land \ldots \land \beta_p)$$

$$+ \sum_{0 \leq i < j \leq q} (-1)^{i+j} f([\alpha_i, \alpha_j] \land \alpha_0 \ldots \hat{\alpha}_i \ldots \hat{\alpha}_j \ldots \land \beta_p)$$

$$- \sum_{0 \leq i \leq q \atop q+1 \leq j \leq p+q} (-1)^{i} f(\alpha_0 \ldots \hat{\alpha}_i \ldots \land \alpha_q \land [\alpha_i, \beta_{j-q}] \land \beta_1 \ldots \hat{\beta}_{j-q} \ldots \land \beta_p).$$

$$(6.3.2)$$
Now if we compute $d_{(g_0,a)}f$, accounting for the action on $\text{Hom}_C(S^p(g_1), M)$, we arrive at the same formula.

(c) Notice first that by semisimplicity $\text{Hom}_C(S^n(g/g_0), M) \cong \text{Hom}_{g_0}(S^n(g/g_0), M) \oplus V$ where $V$ is some complement with $V^{g_0} = 0$. By the lemma,

\[ E_1^{p,q} \cong H^q(g_0, a; \text{Hom}_{g_0}(S^p(g/g_0), M)) \oplus H^q(g_0, a; V) = H^q(g_0, a; \text{Hom}_{g_0}(S^p(g/g_0), M)). \]

Because $g_0$ acts trivially on $\text{Hom}_{g_0}(S^p(g/g_0), M)$, we may conclude that $E_1^{p,q} \cong H^q(g_0, a; C) \otimes \text{Hom}_{g_0}(S^p(g/g_0), M)$. This association is functorial, i.e., induces an isomorphism $E_1^{*,q} \cong H^q(g_0, a; C) \otimes \text{Hom}_C(S^*(g/g_0), M)$ as complexes. Therefore, we may conclude that $E_2^{p,q} \cong H^q(g_0, a; C) \otimes H^p(g, g_0; M)$.

This completes the proof of Proposition 6.3.1.

6.4 PROOF OF FINITE GENERATION

Recall the statement of Theorem 6.1.1, restated here for the reader’s convenience.

**Main Theorem.** Let $g = g_0 \oplus g_1$ be a classical Lie superalgebra, and $a \leq g_0$ an (even) subalgebra, and $M$ a $g$-module.

(a) There is a spectral sequence $\{E_r^{p,q}\}$ which computes cohomology and satisfies

\[ E_2^{p,q}(M) \cong H^p(g, g_0; M) \otimes H^q(g_0, a; C) \Rightarrow H^{p+q}(g, a; M) \]

For $1 \leq r \leq \infty$, $E_r^{*,*}(M)$ is a module for $E_2^{*,*}(C)$. When $M$ is finite-dimensional, $E_2^{*,*}(M)$ is a Noetherian $E_2^{*,*}(C)$-module.

(b) Moreover, the cohomology ring $H^*(g, a; C)$ is a finitely-generated $C$-algebra.

**Proof.** In fact, all that is left to show is that for $M$ finite-dimensional, $E_2^{*,*}(M)$ is a Noetherian $E_2^{*,*}(C)$-module, and that (b) follows from (a). The $E_2^{p,q}(M)$-page identification appears in Proposition 6.3.1 of the previous section.
As such, let $M$ be a finite-dimensional $\mathfrak{g}$-module. $E_2^{*,*}(M)$ is a Noetherian $S^*(\mathfrak{g}_1^*)^{G_0}$-module via the map

$$S^*(\mathfrak{g}_1^*)^{G_0} \hookrightarrow E_2^{*,0}(\mathbb{C}) \subseteq E_2^{*,*}(\mathbb{C}).$$

$E_\infty^{*,*}(M)$, being a section of $E_2^{*,*}(M)$ is a Noetherian $S^*(\mathfrak{g}_1^*)^{G_0}$-module via the map

$$S^*(\mathfrak{g}_1^*)^{G_0} \rightarrow E_\infty^{*,0}(\mathbb{C}) \subseteq E_\infty^{*,*}(\mathbb{C}).$$

Consequently, $E_\infty^{*,*}(M)$ is a Noetherian $E_\infty^{*,*}(\mathbb{C})$-module.

That the cohomology ring is finitely generated follows from this: Because $\mathbb{C}$ is a Noetherian $\mathfrak{g}$-module, $E_\infty^{*,*}(\mathbb{C})$ is a Noetherian $E_\infty^{*,*}(\mathbb{C})$-module, however $E_\infty^{*,*}(\mathbb{C}) = \text{Gr}(H^*(\mathfrak{g}, \mathfrak{a}; \mathbb{C}))$, the associated graded module of the cohomology ring. Because the Noetherian associated graded modules come from Noetherian modules, we may conclude that $H^*(\mathfrak{g}, \mathfrak{a}; \mathbb{C})$ is a Noetherian $H^*(\mathfrak{g}, \mathfrak{a}; \mathbb{C})$-module, and the cohomology ring is therefore finitely generated. $\square$

We conclude this section by identifying the edge homomorphism of the spectral sequence as the natural restriction morphism

$$\text{res} : H^*(\mathfrak{g}, \mathfrak{g}_0; M) \rightarrow H^*(\mathfrak{g}, \mathfrak{a}; M) \quad (6.4.1)$$

In the case $M = \mathbb{C}$, this makes $H^*(\mathfrak{g}, \mathfrak{a}; \mathbb{C})$ into an integral extension of a quotient of $H^*(\mathfrak{g}, \mathfrak{g}_0; \mathbb{C})$.

**Proposition 6.4.1.** The edge homomorphism of the spectral sequence corresponds to the natural restriction homomorphism of cohomology rings.

**Proof.** The restriction map $C^n(\mathfrak{g}, \mathfrak{g}_0; M) \xrightarrow{\text{res}} C^n(\mathfrak{g}, \mathfrak{a}; M)$ induces a map on cohomology $H^n(\mathfrak{g}, \mathfrak{g}_0; M) \xrightarrow{\text{res}^*} H^n(\mathfrak{g}, \mathfrak{a}; M)$. Because restriction respects the filtration of Section 6.2, the map $\text{res}^*$ will respect the induced filtration on cohomology, i.e., $F^pH^n(\mathfrak{g}, \mathfrak{g}_0; M) \xrightarrow{\text{res}^*} F^pH^n(\mathfrak{g}, \mathfrak{a}; M)$. This descends to a map on the associated graded of cohomology, which may be precomposed with the projection onto associated graded as follows

$$H^n(\mathfrak{g}, \mathfrak{g}_0; M) \rightarrow \text{Gr}(H^n(\mathfrak{g}, \mathfrak{g}_0; M)) \rightarrow \text{Gr}(H^n(\mathfrak{g}, \mathfrak{a}; M))$$

$\square$
Corollary 6.4.2. When $a \leq g_0$,

$$\text{kr. dim } H^*(g, a; \mathbb{C}) \leq \text{kr. dim } H^*(g, g_0; \mathbb{C})$$

Proof. The corollary follows from the fact that an integral extension has Krull dimension no greater than the base, and quotients can have smaller Krull dimension. \hfill \square

6.5 A Cohomology Ring of Intermediate Dimension

In many instances, Lie superalgebra cohomology $H^*(g; \mathbb{C}) = H^*(g, 0; \mathbb{C})$ will vanish in all but finitely many degrees (see [16] or [18, Théorème 5.3]), leading one to conclude the ring has Krull dimension zero and thus uninteresting geometry. Here it is shown that for $g = \mathfrak{gl}(1|1)$ and $a$ generated by $\text{diag}(1 | 1) \in \mathfrak{gl}(1|1)$, $H^*(g, a; \mathbb{C})$ is nonzero in infinitely many degrees. From this, we may conclude $H^*(g, a; \mathbb{C})$ has positive Krull dimension. This is an especially nice case; $a$ acts trivially on $\mathfrak{gl}(1|1)$ so every map $\bigwedge^2_{a}(g/a) \rightarrow \mathbb{C}$ is $a$-invariant.

Take the basis for $\mathfrak{gl}(1|1)/a$

$$\alpha = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad \beta_1 = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad \beta_2 = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}$$

$\bigwedge^2_{a}(\mathfrak{gl}/a)$ has basis $\{\alpha \otimes \beta_1^i \beta_2^j\}_{i+j+1=n} \cup \{\beta_1^i \beta_2^j\}_{i+j=n}$. Consider $f \in C^{2n}(g, a; \mathbb{C})$ which maps $\beta_1^n \beta_2^n$ to 1 and all other basis vectors to zero. Since $\mathbb{C}$ has the trivial action, $df$ has the form

$$df(\omega_0 \wedge \ldots \wedge \omega_{2n}) = \sum_{i=0}^{p} (-1)^{a_{i,j}}(\omega_{0} \ldots \omega_{2n}) f([\omega_i, \omega_j] \wedge \omega_0 \wedge \ldots \hat{\omega}_i \ldots \hat{\omega}_j \ldots \wedge \omega_{2n})$$

By inspection, $df$ will vanish on all basis vectors $\beta_1^i \beta_2^j$ and $df(\alpha \otimes \beta_1^i \beta_2^j) = (i - j) f(\beta_1^i \beta_2^j)$. This is 0 when $i, j \neq n$ by definition of $f$, and when $i = j = n$ this is zero because the coefficient vanishes. So $f$ is a cocycle.

Suppose $dg = f$ for some $g \in C^{2n-1}(g, a; \mathbb{C})$. Then we compute $dg(\beta_1^n \beta_2^n)$, which is a sum of terms of the form $(-1)^{a_{i,j}}(-) g([\beta_k, \beta_l] \wedge \beta_1^n \wedge \beta_2^n)$, each of which vanishes individually so that $dg(\beta_1^n \beta_2^n) = 0$. 
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Therefore, $f$ is not a coboundary. So for every $n \geq 2$, $H^{2n}(\mathfrak{g}, \mathfrak{a}; \mathbb{C}) \neq 0$. This shows that cohomology relative to an even subalgebra heuristically lies somewhere between the results of Fuks-Leites [16] and Boe-Kujawa-Nakano [4].

6.6 Structure of Cohomology Rings

The spectral sequence of Section 6.2 allows us to investigate the properties of cohomology rings in certain cases. There are certain conditions on the spectral sequence that appear quite often and it is shown that these cohomology rings are particularly nicely behaved.

6.6.1 Cohen-Macaulay Cohomology Rings

The following theorem is motivated by [7, Proposition 3.1]. The reader should recall that an algebra $A$ is Cohen-Macaulay if there is a polynomial subalgebra over which $A$ is a finite and free module, see [3, §5.4].

**Proposition 6.6.1.** Let $\mathfrak{g} = \mathfrak{g}_0 \oplus \mathfrak{g}_1$ be a classical Lie superalgebra, and $\mathfrak{a} \leq \mathfrak{g}_0$ a subalgebra. If the spectral sequence constructed in Section 6.2 collapses at $E_2$ (i.e., if $E_2^{i,j}(\mathbb{C}) \cong E_\infty^{i,j}(\mathbb{C})$), then $H^*(\mathfrak{g}, \mathfrak{a}; \mathbb{C})$ is a Cohen-Macaulay ring.

**Proof.** The spectral sequence $E_2^{i,j} = E_\infty^{i,j}$ is a filtered version of the cohomology ring $H^*(\mathfrak{g}, \mathfrak{a}; \mathbb{C})$. As such, if $\zeta \in E_2^{i,j}$ and $\eta \in E_2^{r,s}$, then $\zeta \cdot \eta \in \sum_{\ell \geq 0} E_2^{i+r+\ell, j+s-\ell}$. Because of this, for any $m \geq 0$, the direct sum of the lowest $m$ rows, denoted $U_m = \sum_{q \leq m} E_2^{*,q}$, is a module for the bottom row $U_0 = E_0^{*,0} \cong H^0(\mathfrak{g}_0, \mathfrak{a}; \mathbb{C}) \otimes S^*(\mathfrak{g}_1^*)^{G_0} \cong S^*(\mathfrak{g}_1^*)^{G_0}$, which by [21] is a Cohen-Macaulay ring. Because the spectral sequence collapses, $E_2 = E_\infty$ and the quotients $U_m/U_{m-1} \cong H^m(\mathfrak{g}_0, \mathfrak{a}; \mathbb{C}) \otimes S^*(\mathfrak{g}_1^*)^{G_0}$ are free $S^*(\mathfrak{g}_1^*)^{G_0}$-modules. This means the quotient maps $U_m \to U_m/U_{m-1}$ split as maps of $S(\mathfrak{g}_1^*)^{G_0}$-modules and the proposition follows. \qed

This proposition applies in the case that cohomology of $\mathfrak{g}$ relative to $\mathfrak{g}_0$ vanishes in odd degrees. While this may seem restrictive, [4, Table 1] reveals that there are a great
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many classical Lie superalgebras whose cohomology lives in even degree. For the reader’s convenience, a list of applicable Lie superalgebras may be found in Corollary 6.6.3.

6.6.2 Krull Dimensions

In this section we present some applications in which we use the spectral sequence of Section 6.2 to compute Krull dimensions of cohomology rings in particularly nice cases. The reader should notice these results rely on deep results from representation theory in the relative Category $\mathcal{O}$ (cf. [23, §8]).

**Theorem 6.6.2.** Let $\mathfrak{g} = \mathfrak{g}_0 \oplus \mathfrak{g}_1$ be a classical Lie superalgebra such that $S^*\mathfrak{g}_1^G_0$ vanishes in odd degrees, and $\mathfrak{l} \leq \mathfrak{g}_0$ a standard Levi subalgebra (i.e., nonzero and generated by simple roots). The following hold.

(a) The spectral sequence of Section 6.2 collapses at the $E_2$ page and $E_2^{*,*}(C) \cong E_\infty^{*,*}(C)$.

(b) $H^*(\mathfrak{g}, \mathfrak{l}; C)$ is Cohen-Macaulay,

(c) $\text{kr.dim} \, H^*(\mathfrak{g}, \mathfrak{g}_0; C) = \text{kr.dim} \, H^*(\mathfrak{g}, \mathfrak{l}; C)$.

**Proof.** We establish (a). Parts (b) and (c) follow by application of Proposition 6.6.1.

Let $\mathfrak{g} = \mathfrak{g}_0 \oplus \mathfrak{g}_1$ be a classical Lie superalgebra such that $S^*\mathfrak{g}_1^G_0$ is zero in odd degrees, and $\mathfrak{l} \leq \mathfrak{g}_0$ a Levi subalgebra. According to the Kazhdan-Lusztig conjectures\footnote{When $\mathfrak{h} \leq \mathfrak{g}_0$ is a Cartan subalgebra, $\text{Ext}^n_{\mathcal{O}}(M, N) \cong \text{Ext}^n_{(\mathfrak{g}_0, \mathfrak{h})}(M, N)$ (see [23, Theorem 6.15]). The fact that $\text{Ext}^n_{(\mathfrak{g}_0, \mathfrak{h})}(C, C)$ vanishes in odd degrees follows from [9].} $H^*(\mathfrak{g}_0, \mathfrak{l}; C)$ is only nonzero in even degrees. Section 6.3 realizes the $E_2$ page of the Hochschild-Serre spectral sequence as

$$E_2^{p,q}(C) \cong H^q(\mathfrak{g}_0, \mathfrak{l}; C) \otimes S^p(\mathfrak{g}_1^*)^G_0.$$ 

Because the differential $d_2 : E_2^{p,q} \to E_2^{p+2,q-1}$ descends one row, either $E_2^{p,q} = 0$ or $E_2^{p+2,q-1} = 0$. In either case, $d_2 = 0$ and thus $E_3^{p,q} = E_2^{p,q}$ meaning that $E_3^{p,q}$ vanishes unless $p$ and $q$ are both even. By a similar argument, the differential $d_3 : E_3^{p,q} \to E_3^{p+3,q-2}$ must be zero since
one of $E_{3}^{p,q}$ or $E_{3}^{p+3,q-2}$ will have odd horizontal coordinate and thus be zero. So $E_{3}^{p,q} \cong E_{4}^{p,q}$. By induction, this trend continues to arrive at the conclusion that $E_{2}^{p,q} \cong E_{\infty}^{p,q}$. This yields the following statement.

Corollary 6.6.3. Let $g = g_{0} \oplus g_{1}$ be a Lie superalgebra of type $\mathfrak{gl}(m|n)$, $\mathfrak{sl}(m|n)$, $\mathfrak{psl}(2n|2n)$, $\mathfrak{osp}(2m + 1|2n)$, $\mathfrak{osp}(2m|2n)$, $P(4\ell - 1)$, $D(2, 1; \alpha)$, $G(3)$, or $F(4)$. Let $l \leq g_{0}$ be a standard Levi subalgebra. The following hold:

(a) $H^{\bullet}(g, l; \mathbb{C})$ is a Cohen-Macaulay ring.

(b) $\text{kr. dim } H^{\bullet}(g, l; \mathbb{C}) = \text{kr. dim } S^{\bullet}(g_{1}^{\mathfrak{c}})^{G_{0}}$. 
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7.1 Motivation

The finite-generation result of Chapter 6 opens the door to use the powerful machinery of algebraic geometry when studying cohomology of classical Lie superalgebras relative to an even subsuperalgebra. This chapter introduces the cohomology variety $\mathcal{V}_{(g,a)}(\mathbb{C})$, and relative support varieties $\mathcal{V}_{(g,a)}(M) \subseteq \mathcal{V}_{(g,a)}(\mathbb{C})$ for each module $M$. Natural mappings of cohomology rings yield natural mappings of cohomology varieties.

Section 7.4 contains a conjecture of the elusive tensor-product-theorem, i.e., $\mathcal{V}_{(g,a)}(M \otimes N) = \mathcal{V}_{(g,a)}(M) \cap \mathcal{V}_{(g,a)}(N)$, which has been established for simple classical Lie superalgebras which satisfy conditions related to their invariant theory [17]. Additionally, in Section 7.4 I conjecture equivalence of the rank varieties of [17] and those of my own creation [28].

The tensor product theorem has been established in disparate contexts such as finite group theory and the theory of pointed Hopf algebras. The proof always relies on concrete details which are particular to the context. It is my hope that rank variety descriptions for relative support varieties for classical Lie superalgebras will lead to a proof of the tensor product theorem.

7.2 Definition and Basic Properties

Let $g$ be a classical Lie superalgebra and $a \leq g_0$ a subsuperalgebra. The cohomology ring $H^\bullet(g, a; \mathbb{C})$ is a graded-commutative ring, and as such the subring

$$H^{ev}(g, a; \mathbb{C}) = \bigoplus_{n \in \mathbb{Z}_0} H^{2n}(g, a; \mathbb{C}) \subseteq H^\bullet(g, a; \mathbb{C})$$

(7.2.1)
is a commutative, finitely-generated subring of $H^\bullet(\mathfrak{g}, \mathfrak{a}; \mathbb{C})$, by Theorem 6.1.1. This leads to the first definition of this chapter.

**Definition 7.2.1.** Let $\mathfrak{g} = \mathfrak{g}_0 \oplus \mathfrak{g}_1$ be a classical Lie superalgebra with $\mathfrak{a} \leq \mathfrak{g}_0$ an even subsuperalgebra. The **cohomology variety of $\mathfrak{g}$ relative to $\mathfrak{a}$** is the spectrum of the even subring of Equation 7.2.1:

$$V_{(\mathfrak{g}, \mathfrak{a})}(\mathbb{C}) = \text{Spec}(H^\text{ev}_{(\mathfrak{g}, \mathfrak{a})}(\mathbb{C}))$$

For each $\mathfrak{g}$-module $M$, $\text{Ext}_{(\mathfrak{g}, \mathfrak{a})}(M, M)$ is a graded module for the cohomology ring $H^\bullet_{(\mathfrak{g}, \mathfrak{a})}(\mathbb{C})$ via the tensor product or cup product, as in Section 5.3. Of course, $\text{Ext}^\bullet_{(\mathfrak{g}, \mathfrak{a})}(M, M)$ is a graded module for the subring $H^\text{ev}_{(\mathfrak{g}, \mathfrak{a})}(\mathbb{C})$. This means the annihilator

$$\text{Ann}_{H^\text{ev}_{(\mathfrak{g}, \mathfrak{a})}(\mathbb{C})}(\text{Ext}^\bullet_{(\mathfrak{g}, \mathfrak{a})}(M, M)) \subseteq H^\text{ev}_{(\mathfrak{g}, \mathfrak{a})}(\mathbb{C})$$

is a homogeneous ideal for the even-degree subring of the cohomology ring.

**Definition 7.2.2.** Let $\mathfrak{g} = \mathfrak{g}_0 \oplus \mathfrak{g}_1$ be a classical Lie superalgebra with $\mathfrak{a} \leq \mathfrak{g}_0$ an even subsuperalgebra. The **relative support variety of $M$** is the vanishing set of its annihilator. In other words,

$$V_{(\mathfrak{g}, \mathfrak{a})}(M) = Z(\text{Ann}_{H^\text{ev}_{(\mathfrak{g}, \mathfrak{a})}(\mathbb{C})}(\text{Ext}^\bullet_{(\mathfrak{g}, \mathfrak{a})}(M, M))) \subseteq V_{(\mathfrak{g}, \mathfrak{a})}(\mathbb{C})$$

Immediately, we may rephrase common properties of modules in terms of support varieties.

**Proposition 7.2.3.**

1. For a finite-dimensional $\mathfrak{g}$-module $M$, $V_{(\mathfrak{g}, \mathfrak{a})}(M)$ is a closed, conical subvariety of $V_{(\mathfrak{g}, \mathfrak{a})}(\mathbb{C})$.

2. For any $\mathfrak{g}$-modules $M_1$ and $M_2$, $V_{(\mathfrak{g}, \mathfrak{a})}(M_1 \oplus M_2) = V_{(\mathfrak{g}, \mathfrak{a})}(M_1) \cup V_{(\mathfrak{g}, \mathfrak{a})}(M_2)$.

3. Whenever $0 \rightarrow M_1 \rightarrow M_2 \rightarrow M_3 \rightarrow 0$ is a short exact sequence of $\mathfrak{g}$-modules, and $\sigma \in \mathfrak{S}_3$ is a permutation of three letters, $V_{(\mathfrak{g}, \mathfrak{a})}(M_{\sigma(1)}) \subseteq V_{(\mathfrak{g}, \mathfrak{a})}(M_{\sigma(2)}) \cup V_{(\mathfrak{g}, \mathfrak{a})}(M_{\sigma(3)})$. 42
7.3 Natural Maps of Cohomology Varieties

In this section we exploit the realization of cohomology groups as \( n \)-fold extensions to see how relations between Lie superalgebras become morphisms of their associated support varieties.

Recall the realization

\[
H^n(g, a; \mathbb{C}) = \{ 0 \to \mathbb{C} \to E_1 \to \ldots \to E_n \to \mathbb{C} \to 0 \mid \oplus \}/\sim
\]

(7.3.1)

where \( \oplus \) is the condition that the sequence is exact as a sequence of \( g \)-modules and splits on restriction to \( a \), and \( \sim \) is an equivalence reaction obtained from the pre-equivalence relation of there existing morphisms between extensions.

**Definition 7.3.1.** A relative subsuperalgebra is a quadruple \((b \leq h, a \leq g)\). Here \( h \leq g \) is a classical subsuperalgebras, in the sense that \( h_0 \leq g_0 \) and \( h_1 \leq g_1 \). Further, \( a \) is a subsuperalgebra of \( g \) and \( b \) is a subsuperalgebra of \( h \) which is also contained in \( a \). See Figure 7.1 for a pictorial definition.

![Figure 7.1: Relative subsuperalgebra](image)

In the case that \( b \leq h \) is a relative subsuperalgebra of the pair \( a \leq g \), there is a natural restriction morphism of cohomology rings:

\[
\text{res} : H^*(g, a; \mathbb{C}) \to H^*(h, b; \mathbb{C})
\]

(7.3.2)

This yields a natural morphism of cohomology varieties

\[
\text{res}^* : \mathcal{V}_{(b, h)}(\mathbb{C}) \to \mathcal{V}_{(g, a)}(\mathbb{C}).
\]

(7.3.3)

There are several special cases in which the morphism of Equation 7.3.3 is especially useful. By Theorem 6.1.1, \( H^*(g, a; \mathbb{C}) \) is an integral extension of a quotient of \( H^*(g, g_0; \mathbb{C}) \)
via the restriction morphism (which by Proposition 6.4.1 is the edge homomorphism of the spectral sequence). This means that the morphism of varieties

$$\text{res}^*: \mathcal{V}_{(g,a)}(\mathbb{C}) \to \mathcal{V}_{(g,\overline{g}_0)}(\mathbb{C})$$

is a finite-to-one map. Further, by the results of Boe-Kujawa-Nakano [4] the cohomology variety $\mathcal{V}_{(g,\overline{g}_0)}(\mathbb{C})$ may be realized as closed orbits

$$\mathcal{V}_{(g,\overline{g}_0)}(\mathbb{C}) = \{G_{\overline{0}}.x \mid x \in g_1 \text{ and } G_{\overline{0}}.x \text{ is closed}\} .$$

This proves to be an invaluable morphism, allowing us to realize elements of the support variety $\mathcal{V}_{(g,a)}(\mathbb{C})$ as closed orbits in the space $\mathcal{V}_{(g,\overline{g}_0)}(\mathbb{C})$.

### 7.4 Rank Varieties

While many common properties of support varieties follow from the general theory of modules for rings, one result that requires explicit, context-dependent computations is the proof of the elusive tensor product property, stated below as a conjecture.

**Conjecture 7.4.1** (Tensor Product Property). Let $g = g_{\overline{0}} \oplus g_{\overline{1}}$ be a classical Lie superalgebra and $a \leq g_{\overline{0}}$ an even subsuperalgebra. If $M$ and $N$ are two $g$-modules, then we may identify the support variety of their tensor product as follows:

$$\mathcal{V}_{(g,a)}(M \otimes N) = \mathcal{V}_{(g,a)}(M) \cap \mathcal{V}_{(g,a)}(N).$$

In many cases, the path to this theorem depends on the establishment of a concrete rank variety description of the support variety $\mathcal{V}_{(g,a)}(M)$.

**Definition 7.4.2.** Let $g = g_{\overline{0}} \oplus g_{\overline{1}}$ be a classical Lie superalgebra. The rank variety of $g$ is the variety

$$\mathcal{V}_{(g,\overline{g}_0)}^\#(M) = \{G_{\overline{0}}.x \mid x \in g_1, G_{\overline{0}}.x \text{ is closed, and } M_{\langle x \rangle} \text{ is not projective}\} \cup \{0\}$$

The study of the structure of $\langle x \rangle$ was conducted in Example 4.2.5 and the cohomology rings were identified in Example 5.5.
When the action on $g_0$ on $g_1$ is both stable and polar, Boe-Kujawa-Nakano \cite{4} defined a subsuperalgebra $\mathfrak{e} \leq g$ which detects cohomology, in the sense that

$$H^\bullet(g, g_0; \mathbb{C}) \cong H^\bullet(\mathfrak{e}, e_0; \mathbb{C})^W \quad (7.4.1)$$

where $W$ is a finite pseudoreflection group. Using this description, Boe-Kujawa-Nakano \cite{4} defined an alternative rank variety for $(\mathfrak{e}, e_0)$ as follows.

**Definition 7.4.3.** Let $g$ be a simple classical Lie superalgebra which is both stable and polar. Let $\mathfrak{e} \leq g$ be the detecting subsuperalgebra. Let $M$ be a $g$-module which is finitely semisimple for $g_0$. The *GGNW rank variety* of $M$ is the set

$$V_{\mathfrak{e}, e_0}^\text{rank}(M) = \{ x \in e_1 \mid M_{\downarrow \langle x \rangle} \text{ is not projective} \} \cup \{0\}$$

This definition was used by Grantcharov-Grantcharov-Nakano-Wu \cite{17} to prove a tensor product theorem for Lie superalgebras as in Definition 7.4.3.

**Theorem 7.4.4.** Let $g$ be a simple classical Lie superalgebra which is both stable and polar, with $M_1$ and $M_2$ finitely semisimple $g_0$-modules. Then,

$$V_{(g, g_0)}(M_1 \otimes M_2) = V_{(g, g_0)}(M_1) \cap V_{(g, g_0)}(M_2) \quad (7.4.2)$$

We conclude this section with a conjecture that the rank variety $V_{(g, g_0)}^\#(M)$ specializes to the GGNW rank variety $V_{(\mathfrak{e}, e_0)}^\text{rank}(M)$.

**Conjecture 7.4.5.** Let $g$ be a simple classical Lie superalgebra which is both stable and polar. Let $\mathfrak{e}$ be the detecting subalgebra of $g$. There is an isomorphism

$$V_{(g, g_0)}^\#(\mathbb{C}) \cong V_{(\mathfrak{e}, e_0)}^\text{rank}(\mathbb{C})^W$$

Furthermore, under this identification

$$V_{(g, g_0)}^\#(M) \cong V_{(\mathfrak{e}, e_0)}^\text{rank}(M)^W$$

for every finite-dimensional module $M$ which is finitely-semisimple for $g_0$.

\footnote{The theorem holds for some Lie superalgebras which are not simple. Most notably, this result holds when $g = gl(m|n)$. A full list may be found in \cite{17} Figure 7.2.1.}
7.5 Naturality and Realizability

In this section we address the question of realizability, initially studied by Carlson [1]. As we are using results of Bagci-Kujawa-Nakano [2], we need additional assumptions on the Lie superalgebra $g$, namely we require the superalgebra is stable and polar in addition to being classical. These assumptions originate in geometric invariant theory, and hold for $\mathfrak{gl}(m|n)$ – see [4, §3.2-3.3] for a thorough description.

**Definition 7.5.1.** Let $g = g_0 \oplus g_1$ be a classical, stable, and polar Lie superalgebra with $a \leq g_0$ a subalgebra. We say a $g$-module $M$ is *natural* (with respect to $a$) if $V_{(g,g_0)}(M) \cap \Phi(V_{(g,a)}(C)) = \Phi(V_{(g,a)}(M))$. The subalgebra $a$ is *natural* if every $g$-module is natural with respect to $a$.

The paper of Bagci-Kujawa-Nakano [2, Theorem 8.8.1] demonstrated that every closed conical subvariety of $V_{(g,g_0)}(C)$ is realized as the support variety of a $(g,g_0)$-module.

**Proposition 7.5.2.** Let $g = g_0 \oplus g_1$ be a classical, stable, and polar Lie superalgebra with $a \leq g_0$ a natural subalgebra. Let $X \subseteq V_{(g,a)}(C)$ be a closed, conical subvariety. There exists a $(g,a)$-module $M$ such that $\Phi(V_{(g,a)}(M)) = \Phi(X)$.

**Proof.** The realization theorem holds for $(g,g_0)$-modules, so choose $M$ such that $V_{(g,g_0)}(M) = \Phi(X)$. By naturality, $\Phi(V_{(g,a)}(M)) = \Phi(V_{(g,a)}(C)) \cap V_{(g,g_0)}(M) = \Phi(X)$. \hfill \qed

7.6 Tensor products

A tensor product theorem gives us the ability to geometrically control the support theory of tensor products of modules. Historically, this has been a very elusive property of support varieties, often times requiring support varieties recognized in some other way. For example, in the case of finite groups, the tensor product theorem was not shown until support varieties were determined to be isomorphic to the very concrete rank varieties [1].
In this section, we circumvent this issue by considering only superalgebras which satisfy the tensor product theorem relative to \((g, g_0)\), and using the realization map to intersect supports of \((g, a)\)-modules inside \(\mathcal{V}_{(g, g_0)}(C)\).

**Definition 7.6.1.** Let \(g = g_0 \oplus g_1\) be a Lie superalgebra with subalgebra \(a \leq g_0\). The pair \((g, a)\) is said to satisfy the tensor product theorem if \(\mathcal{V}_{(g, a)}(M \otimes N) = \mathcal{V}_{(g, a)}(M) \cap \mathcal{V}_{(g, a)}(N)\) for all modules \(M, N\).

Lehrer-Nakano-Zhang proved the tensor product theorem holds in the special case of \((\mathfrak{gl}(m|n), \mathfrak{gl}(m|n)_0)\), [27, Theorem 5.2.1]

**Proposition 7.6.2.** Let \(g = g_0 \oplus g_1\) be a Lie superalgebra which satisfies the tensor product theorem relative to \(g_0\), and \(a \leq g_0\) a natural subalgebra of \(g\). Denote by \(\Phi : \mathcal{V}_{(g, a)}(C) \rightarrow \mathcal{V}_{(g, g_0)}(C)\) the realization morphism induced by restriction. Then \(\Phi(\mathcal{V}_{(g, a)}(M \otimes N)) = \Phi(\mathcal{V}_{(g, a)}(M)) \cap \Phi(\mathcal{V}_{(g, a)}(N))\).

**Proof.** One has:

\[
\Phi(\mathcal{V}_{(g, a)}(M \otimes N)) = \Phi(\mathcal{V}_{(g, a)}(C)) \cap \mathcal{V}_{(g, g_0)}(M \otimes N) \\
= (\Phi(\mathcal{V}_{(g, a)}(C)) \cap \mathcal{V}_{(g, g_0)}(M)) \cap (\Phi(\mathcal{V}_{(g, a)}(C)) \cap \mathcal{V}_{(g, g_0)}(N)) \\
= \Phi(\mathcal{V}_{(g, a)}(M)) \cap \Phi(\mathcal{V}_{(g, a)}(N)).
\]

Which establishes the proposition. \(\square\)

**Proposition 7.6.3.** Suppose \(\mathcal{V}_{(g, a)}(C) \rightarrow \mathcal{V}_{(g, g_0)}(C)\) is a closed embedding, and \(a \leq g_0\) is natural. Denote by \(\Phi : \mathcal{V}_{(g, a)}(C) \rightarrow \mathcal{V}_{(g, g_0)}(C)\) the realization morphism induced by restriction. If a variety \(X \subseteq \mathcal{V}_{(g, g_0)}(C)\) is realized by a \(g\)-module, then \(X \cap \mathcal{V}_{(g, a)}(C)\) is realized by a \((g, a)\)-module.

The proof of this proposition is straightforward.
7.7 Connectedness of support varieties

This section investigates connectedness of support varieties, motivated by Benson’s presentation [3].

Proposition 7.7.1. Let $\mathfrak{g} = \mathfrak{g}_0 \oplus \mathfrak{g}_1$ be a classical, stable, and polar Lie superalgebra with $\mathfrak{a} \leq \mathfrak{g}_0$ a natural subalgebra. Suppose $\Phi(\mathcal{V}(\mathfrak{g}, \mathfrak{a})(M)) = X \cup Y$ with $X \cap Y = \{0\}$. Then there exist modules $M_1$ and $M_2$ such that $M = M_1 \oplus M_2$, $X = \Phi(\mathcal{V}(\mathfrak{g}, \mathfrak{a})(M_1))$, $Y = \Phi(\mathcal{V}(\mathfrak{g}, \mathfrak{a})(M_2))$, and

\[ \Phi(\mathcal{V}(\mathfrak{g}, \mathfrak{a})(M)) = \Phi(\mathcal{V}(\mathfrak{g}, \mathfrak{a})(M_1)) \cup \Phi(\mathcal{V}(\mathfrak{g}, \mathfrak{a})(M_2)). \]

Proof. By realizability for $(\mathfrak{g}, \mathfrak{g}_0)$, because $\Phi(\mathcal{V}(\mathfrak{g}, \mathfrak{a})(M))$ is a closed conical subvariety of $\mathcal{V}(\mathfrak{g}, \mathfrak{g}_0)(M)$, there exist $M_1$ and $M_2$ such that $\Phi(\mathcal{V}(\mathfrak{g}, \mathfrak{a})(M)) = \mathcal{V}(\mathfrak{g}, \mathfrak{g}_0)(M_1) \cup \mathcal{V}(\mathfrak{g}, \mathfrak{g}_0)(M_2)$. Using this fact, we may compute:

\[ \Phi(\mathcal{V}(\mathfrak{g}, \mathfrak{a})(M)) = \mathcal{V}(\mathfrak{g}, \mathfrak{g}_0)(M_1) \cup \mathcal{V}(\mathfrak{g}, \mathfrak{g}_0)(M_2) \]
\[ = (\Phi(\mathcal{V}(\mathfrak{g}, \mathfrak{a})(C)) \cap \mathcal{V}(\mathfrak{g}, \mathfrak{g}_0)(M_1)) \cup (\Phi(\mathcal{V}(\mathfrak{g}, \mathfrak{a})(C)) \cap \mathcal{V}(\mathfrak{g}, \mathfrak{g}_0)(M_2)) \]
\[ = \Phi(\mathcal{V}(\mathfrak{g}, \mathfrak{a})(M_1)) \cup \Phi(\mathcal{V}(\mathfrak{g}, \mathfrak{a})(M_2)). \]

And the proposition is established. $\square$
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