Single-nucleotide polymorphisms (SNPs), believed to determine human differences, are widely used to predict risk of diseases and class membership of subjects. In the literature, several supervised machine learning methods, such as, support vector machine, neural network and logistic regression, are available for classification. Typically, however, samples for training a machine are limited and/or the sampling cost is high. Thus, it is essential to determine the minimum sample size needed to construct a classifier based on SNP data. Such a classifier would facilitate correct classification while keeping the sample size to a minimum, thereby making the studies cost-effective.

In this dissertation, for coded SNP data from two classes, an optimal classifier and an approximation to its probability of correct classification ($PCC$) are derived. A linear classifier is constructed and an approximation to its $PCC$ is also derived. These approximations are validated through a variety of Monte Carlo simulations. A sample size determination algorithm based on the criterion which ensures that the difference between the two approximate $PCC$s is below a threshold, is given. For the HapMap data on Chinese and Japanese populations, a linear classifier is built using 51 independent SNPs, and the required total sample sizes are determined using our algorithm.
For coded SNP data from $D(\geq 2)$ classes, we derive an optimal Bayes classifier and a linear classifier, and obtain a normal approximation to the PCC for each classifier. These approximations are used to evaluate the associated Area Under the Receiver Operating Characteristic (ROC) Curve ($AUC$s) or Volume Under the ROC hyper-Surface ($VUS$s). We give an algorithm for sample size determination, which ensures that the difference between the two approximate $AUC$s (or $VUS$s) is below a pre-specified threshold. The performance of this algorithm is also illustrated via simulations. For the HapMap data with three and four populations, a linear classifier is built using 92 independent SNPs and the required total sample sizes are determined. We also illustrate the usefulness of our sample size determination algorithm in a prediction problem using a Heterogeneous Stock Mice data.

INDEX WORDS: Area Under the Receiver Operating Characteristic Curve; Classification; Hapmap data; Heterogeneous Stock Mice data; Probability of correct classification; Receiver Operating Characteristic; Sample Size Determination; Single-nucleotide polymorphisms; Volume Under the Receiver Operating Characteristic hyper-Surface; Wald test.
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Chapter 1

Introduction and Literature Review

1.1 Single-Nucleotide Polymorphisms and a model

Humans usually have 23 pairs of chromosomes and this entire set is called a genome. Each human being shares 99.5% of the Deoxyribonucleic acid (DNA) in their chromosomes with other humans. Therefore, the question is: What makes us different from one another? The answer lies in what are called Single Nucleotide Polymorphisms (SNPs), pronounced snips.

The human genome is composed of 3 billion base pairs of single nucleotides, A, T, C and G. To make new cells, an existing cell divides in two. But first it copies its DNA so the new cells will each have a complete set of genetic instructions. Usually, the body does not make many mistakes in the copying process. However, no system is perfect. Sometimes, when a genome is copied to make a new cell, a single base pair is left out, added or substituted. Variation at a single base pair is called the SNP. For example, a SNP may replace the nucleotide guanosine (G) with the nucleotide thymine (T) in a certain stretch of DNA, as shown in the 5th locus of Figure 1.1. In this case, we say that there are two alleles, G and T, and almost all common SNPs have only two alleles; https://www.23andme.com/gen101/snps/

SNPs occur normally throughout a person’s DNA. They occur once in every 300 nucleotides on the average, which means that there are roughly 10 million SNPs in the human genome and these account for many of the genetic differences between humans. SNPs can act as biological markers, helping scientists locate genes that are associated with disease. When SNPs occur within a gene or in a regulatory region near a gene, they may play a more direct role in disease by affecting the gene’s function. Most SNPs have no
effect on health or development. Some of these genetic differences, however, have proven
to be very important in the study of human health. Researchers have found SNPs that
may help predict an individual’s response to certain drugs, susceptibility to environmental
factors such as toxins, and risk of developing particular diseases. SNPs can also be used to
track the inheritance of disease genes within families. Future studies will work to identify
SNPs associated with complex diseases such as heart disease, diabetes, and cancer; see

In each position of base pair (locus), there are often two types of alleles measured by the
frequency of occurrence, called the Major allele (“a”) and the Minor allele (“A”). According
to the definition of SNP, the Minor allele should occur more than 1%, or else it is called
mutation; see Figure 1.1. SNPs fall in coding region (may affect protein expression), non-
coding region (affects gene splicing, transcription factor binding, or sequence of non-coding
RNA), or even in non-gene region. Most often, researchers are mainly interested in the SNP
from gene region.

In this dissertation, we use the Hardy-Weinberg equilibrium model to study SNPs
(Crow, 1999; Emigh, 1980). According to this model, the allele frequency in a population is
constant, that is, the frequency of “A” is $\theta$ and the frequency of “a” is $(1 - \theta)$. The Hardy
Weinberg equilibrium model assumes that the frequency of “AA” is $\theta^2$, the frequency of
“Aa” is $2\theta(1 - \theta)$ and the frequency of “aa” is $(1 - \theta)^2$. It is common to convert the genotype
(“aa”, “Aa” and “AA”) into number of minor alleles. That is, we code the jth SNP by the
number $X_j(= 0, 1, 2)$, which denotes the number of minor alleles in the genotype “aa”, “Aa”
and “AA”, respectively. This framework is valid because, for the SNPs in coding region, the
number of minor alleles decide the amount of protein expressed in that region.
Figure 1.1: Description of SNP. If the sequences of population from one species are put together, and made multiple alignment, then the bases in the same position from whole population lie in one column. For most of columns, they include the same base (allele), but for a few columns (e.g. in locus 5, 10 and 16), they include different allele, which is called SNP.
One of the main aims of this dissertation is to construct a classifier based on the coded SNP data, \( \{X_j\} \) defined in Section 1.1. By a classifier, we mean a statistical mechanism that classifies a new observation to an appropriate sub-population. Usually, researchers use training datasets to train a classifier, and use a validating dataset to test the goodness of the trained classifier. There are many classifiers available in the literature such as Fisher’s Linear Discriminant function, Logistic Regression, genetic programming, Support Vector Machine (SVM), Neural Network (NN) and Decision Tree, to name a few. Next, we give briefly describe two popular classifiers—SVM and NN.

The Support Vector Machine (SVM) classifies using an N-dimensional hyperplane (with a sigmoid kernel function) that optimally separates the data into two classes. A good separation is achieved by the hyperplane that has the largest distance to the nearest training data points of any class. If the dataset cannot be separated linearly, then it can be mapped into a higher dimensional space; ideally this will make the separation easier in that space. For more details on research using SVM, see Guzzetta, Jurman and Furlanello, 2010; Kuznetsov, McDuffie and Mosleh, 2009; Onuki, Shibuya and Kanehisa, 2010; and Davies and others, 2010.

Neural Network (NN) is inspired by the biological neurons, which are usually made of input layer neurons, hidden layer neurons and output layer neurons. Usually, each neuron in the input layer corresponds to one predictor, the one in the hidden layer corresponds to a linear combination of the neurons in input layer, and the output layer corresponds to linear combinations of the neurons in hidden layer. The neuron corresponds to one value, and the line between two neurons is the weight in the linear combination. For more details on research using NN, see Sabbagh and Darlu, 2006; Wang and Larder, 2003. For more details on genetic programming, see Nunkesser and others (2007) and for details on Logistic Regression, see Davies and others (2010).

Many researchers have shown recently that a large number of SNPs affect the genetic architecture of complex traits; see, for instance, Willer and others (2008); Sanna and others...
Harley \textit{and others} (2009); Zanke \textit{and others} (2007); Yeager \textit{and others} (2007); WTCCC (2007); Winkelmann \textit{and others} (2007); Weedon \textit{and others} (2007); Saldek \textit{and others} (2007); Scuteri \textit{and others} (2007); Scott \textit{and others} (2007); Saxena \textit{and others} (2007); Rioux \textit{and others} (2007); Moffatt \textit{and others} (2007); and Libioulle \textit{and others} (2007). SNP data have also been widely used in predicting the phenotypes such as ethnicity, quantitative traits, or risk of diseases (Guzzetta, Jurman and Furlanello, 2010; Lee \textit{and others} (2008); Nunkesser \textit{and others}, 2007; Wary, Goddard and Visscher, 2007; Zhou and Wang, 2007).

Whereas classification of an observation into one of $D$ classes based on an SNP data is important, predicting the value of a future phenotype based on SNP data are also of interest. Lee \textit{and others} (2008) predicted three traits of stock mouse, including coat color (measure of darkness), percentage of $CD8+$ cells and mean cellular haemoglobin, using an additive genetic model. Wray \textit{and others} (2007) built a model to predict the risk of a disease. Wei \textit{and others} (2009) predicted the risk of type 1 diabetes using the support vector machine. Lorenzana (2009) predicted plant traits, such as, plant height, ear height, root lodging, and so on, using multiple linear regression and best linear unbiased prediction. De Roos \textit{and others} (2009) built a model to predict the breeding value of bulls.

Despite the significance of SNPs, the question that has not been addressed yet is: \textit{What is the sample size required to build an accurate predictor of class membership based on coded SNP data?} This dissertation focuses squarely on answering this question. Theoretically, a larger sample size leads to a higher prediction accuracy, but in reality, clinical samples are often limited and/or the cost of sampling is high. In this dissertation, we develop an algorithm to determine a (total) training sample size that is just large enough to satisfy a pre-specified accuracy of a linear classifier based on SNPs. Before we propose our sample size determination method based on SNPs, we will give a brief review of sample determination methods based on microarray data.
1.3 Review of Sample Size Determination Based on Microarray Data

In the literature, there are a variety of sample size determination methods for classification based on microarrays; see, for instance, De Valpine and others (2009); Dobbin and Simon (2005, 2007); and Dobbin, Zhao and Simon (2008). In a microarray data, typically the number of predictors exceeds the number of observations. Therefore, most classification methods based on microarrays are divided into two steps– the first step selects the significant variables and the second step builds the classification model using the selected variables.

Mukherjee and others (2003) introduced a sample size determination method for classifying microarray data using learning curves. This method samples a training data from the original dataset, computes the error rate from the model built by the sampled training data, and then fits the learning curve by the error rate and sample size. The model $e(n) = an^{-\alpha} + b$ is used in fitting, where $e(n)$ is the expected error rate with sample size $n$, $a$ is learning rate, $\alpha$ is the decay rate, and $b$ is the Bayes error. To obtain the learning curve, $a$, $b$ and $\alpha$ are estimated by the data points with different sample size, together with their corresponding error rate. This method can be used in all models, and in Mukherjee’s paper, it is applied in cancer non-cancer classification by Microarray dataset, and the methodology gives reasonable estimates, but it needs relative large dataset available to estimate the learning curve.

Fu and others (2005) assumed that a classifier is developed sequentially (one-at-a-time) and provided a stopping criteria which stops sampling when the probability of misclassifying a new subject is below a threshold. They introduced a formula for stopping rule using the Martingale Central Limit Theorem (CLT). Their sample size determination method updates a classifier sequentially and thus avoids the potential problem of over sampling. Moreover, their method is not classifier-specific and hence it can be used with any classifier such as the SVM, Classification and Regression Trees (CART) etc. Fu and others (2005) applied their method to microarray datasets, including breast cancer data and breast tumor characterization data, using the Linear Discriminant Analysis (LDA) and K-Nearest Neighbors.
(KNN) classifiers. A drawback of this approach is that it does not provide an estimate of
the expected number of cases needed.

Dobbin and Simon (2007) recently considered a two-class problem based on gene expres-
sion data and introduced a classifier-specific method to estimate the sample size needed
in classification. More specifically, they assumed that the gene expression data vector from
each class follows a multivariate normal distribution, where the covariance matrices are the
same but the mean vectors are different. Using the normality assumption and ideas from
Fisher’s discriminant function, they introduced an optimal classifier and obtained an upper
bound for the theoretical probability of correct classification ($PCC$), denoted by $PCC(\infty)$. They also introduced a linear classifier and computed an expected $PCC$ with sample size $n$, denoted by $PCC(n)$. For each threshold ($\gamma$), they introduced a criterion which determines the sample size needed to satisfy $PCC(\infty) - PCC(n) < \gamma$. They illustrated their sample size determination method using simulations and data analysis.

Note, however, that the sample size determination methods mentioned above assume nor-
mality and currently, there no sample size determination methods when the data is discrete.
As mentioned earlier, this dissertation focuses on the problem of sample size determination
for multi-class classification, when the observations are coded SNPs.

1.4 Outline of the Dissertation

In Chapter 2, we consider the two-class scenario and develop a sample size determination
method for an SNP based classifier. More specifically, for coded SNP data from two classes,
an optimal classifier and an approximation to its $PCC$ are derived. A linear classifier is
constructed and an approximation to its $PCC$ is also derived. These approximations are
validated through a variety of Monte Carlo simulations. A sample size determination algo-
rythm based on the criterion which ensures that the difference between the two approximate
$PCC$s is below a threshold is given and its effectiveness is illustrated via simulations. The
method is validated by Monte Carlo simulation, and applied into Hapmap data for two-class classification. See chapter 2 for details.

In Chapter 3, we generalize our sample size determination method for a two-class scenario to a multi-class scenario. Once again, we introduce a SNP based classifier, but the performance of the classifier is evaluated based on the area under the receiver operating characteristic (ROC) curve (AUC) for a two-class classifier and volume under the ROC hypersurface (VUS) for multi-class classifier. For coded SNP data, an optimal classifier and an approximation to its AUC/VUS, together with a linear classifier and an approximation to its AUC/VUS, are derived. These approximations are validated through a series of Monte Carlo simulations. A sample size determination algorithm based on the criterion, which ensures that the difference between the two approximate AUC/VUS is below a threshold is given and its effectiveness is illustrated via simulations. Our method is applied to Hapmap data with 3 and 4 populations. This method is also generalized to an SNP predictor, and applied to the Heterogeneous Stock Mice Data.

Note that each chapter is self-contained in terms of development and assessment of the above methods, but we give an overall conclusion for both the chapters in Chapter four.
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Chapter 2

Sample size determination for classifiers based on single-nucleotide polymorphisms

Reprinted here with permission of publisher.
Abstract

Single-nucleotide polymorphisms (SNPs), believed to determine human differences, are widely used to predict risk of diseases. Typically, clinical samples are limited and/or the sampling cost is high. Thus, it is essential to determine an adequate sample size needed to build a classifier based on SNPs. Such a classifier would facilitate correct classifications, while keeping the sample size to a minimum, thereby making the studies cost-effective. For coded SNP data from two classes, an optimal classifier and an approximation to its probability of correct classification ($PCC$) are derived. A linear classifier is constructed and an approximation to its $PCC$ is also derived. These approximations are validated through a variety of Monte Carlo simulations. A sample size determination algorithm based on the criterion which ensures that the difference between the two approximate $PCC$s is below a threshold, is given and its effectiveness is illustrated via simulations. For the HapMap data on Chinese and Japanese populations, a linear classifier is built using 51 independent SNPs, and the required total sample sizes are determined using our algorithm, as the threshold varies. For example, when the threshold value is 0.05, our algorithm determines a total sample size of 166 (83 for Chinese and 83 for Japanese) that satisfies the criterion.

Key words and Phrases: Classification; Hapmap data; Probability of correct classification; Sample Size Determination; Single-nucleotide polymorphisms; Wald test.

2.1 Introduction

SNP data have been widely used in predicting the phenotypes such as ethnicity, quantitative traits, or risk of diseases (Guzzetta, Jurman and Furlanello, 2010; Lee and others, 2008; Nunkesser and others, 2007; Wary, Goddard and Visscher, 2007; Zhou and Wang, 2007). While a variety of population classifiers are available in the literature, e.g., Support Vector Machine (SVM) (Guzzetta, Jurman and Furlanello, 2010; Kuznetsov, McDuffie and Moslehi, 2009; Omuki, Shibuya and Kanehisa, 2010; Davies and others, 2010), genetic programming (Nunkesser and others, 2007), Neural Network (Sabbagh and Darlu, 2006; Wang and Larder,
2003), and Logistic Regression (Davies and others, 2010), the question of how many samples are required to build an accurate predictor of class membership based on coded SNP data has not been addressed yet. Theoretically, a larger sample size leads to higher prediction accuracy, but in reality, clinical samples are often limited and/or the cost of sampling is high. This article presents an algorithm to determine a (total) training sample size that is just large enough to satisfy the pre-specified accuracy of a linear classifier based on SNPs.

In the literature, there are a variety of sample size determination methods for classification of microarrays; see, for instance, De Valpine and others, 2009; Dobbin and Simon (2005, 2007); and Dobbin, Zhao and Simon (2008). However, these are developed for continuous data satisfying the normality assumption and hence cannot be applied to classifiers based on coded SNPs. There are also other sample size determination methods for microarray data that are not classifier-specific. These include methods based on learning curves due to Mukherjee and others (2003) and those based on sequential stopping rules proposed by Fu and others (2005); see Dobbin and Simon (2007) for a detailed account on all these methods.

For coded SNP data from two classes, we derive an optimal classifier based on Bayes Law and show that the standardized optimal classifier is asymptotically normal. We also construct a linear classifier and establish the asymptotic normality of the standardized linear classifier. These are shown to yield approximate expressions for the $PCC$ of the optimal classifier, $PCC(\infty)$, and that of the linear classifier, $PCC(n)$. We then adopt the objective proposed in Dobbin and Simon (Dobbin and simon, 2007) [also see Lachenbruch (1968)], to determine the total sample size such that $PCC(\infty) - PCC(n) < \gamma$, for some threshold $\gamma \in (0, 1)$. A sample size determination algorithm involving the difference between approximate expressions for $PCC(\infty)$ and $PCC(n)$ is presented. While Monte Carlo simulations corroborate our theory, the sample size determination algorithm for the HapMap data on Chinese and Japanese populations based on a linear classifier built using 51 independent SNPs illustrates the usefulness of our methodology in applications.
This chapter is organized as follows. Section 2.2 introduces the theoretical underpinnings, whereas the proofs are deferred to Appendices given under Section 2.5. Numerical illustrations, including the HapMap data analysis are given in Section 2.3. Finally, Section 2.4 gives a discussion that summarizes our findings and suggests future research directions. We begin with basic notations and assumptions.

2.2 The Method

2.2.1 Assumptions and the postulated model

In population classification scenarios, subjects belong to \( k \) distinct classes, e.g., different disease groups or outcome groups or case-control groups or ethnic groups. For simplicity, we suppose that there are two classes \((k = 2)\) consisting of \( n_1 \) and \( n_2 \) subjects, respectively, and refer to these classes as control group \((C_1)\) and case group \((C_2)\). For each subject in a class, we observe a \( p \)-dimensional SNP vector (typically \( p \gg n_1 \) and \( n_2 \)), denoted by \( \bar{x} = (x_1, \ldots, x_p)' \), where each SNP is coded according to the number of minor alleles. That is, we code the \( j \)th SNP by the number \( x_j (= 0, 1, 2) \), which denotes the number of minor alleles in the genotype “aa”, “Aa” and “AA”, respectively.

It is possible that some of the SNPs are highly correlated. In such a case, we choose one SNP to represent highly correlated ones. To build classifiers and determine a training sample size, we make the following assumptions:

1. The data vector, \( \bar{x} = (x_1, \ldots, x_m)' \), consists only of \( m \) \((\gg n_1 \) and \( n_2 \)) statistically independent SNPs; the rest of the \((p - m)\) SNPs are not used for classification.

2. For each \( k = 1, 2 \) and \( j = 1, \ldots, m \), we postulate the Hardy-Weinberg equilibrium, according to which the probability mass function of the coded SNP \((X_j)\) belonging to class \( k \) is given by

\[
P_k(X_j = x_j | \theta_k,j) = \binom{2}{x_j} \theta_{k,j}^{x_j} (1 - \theta_{k,j})^{2-x_j}, \quad x_j = 0, 1, 2,
\]
where, by the definition of SNP, $\theta_{k,j} \in (0.01, 0.5)$. Here, $\theta_{k,j} < 0.5$ because it is the minor allele frequency and $\theta_{k,j} > 0.01$ ensures that the polymorphism is not a mutation; see \url{http://en.wikipedia.org/wiki/SNP_genotyping}. Let $\tilde{\theta}_1 = (\theta_{1,1}, \ldots, \theta_{1,m})'$ and $\tilde{\theta}_2 = (\theta_{2,1}, \ldots, \theta_{2,m})'$ denote parameter vectors corresponding to classes $C_1$ and $C_2$, respectively.

(3) There is a percentage, $\rho$, of the chosen $m$ independent SNPs with marginal effect on case-control. Thus, there are $\lfloor m\rho \rfloor = l$ SNPs with marginal effect on case-control. Furthermore, assume that $\sum_{j=1}^{l} [\log(\rho_{1,j}(1-\theta_{1,j}))]^2 \to \infty$, as $l \to \infty$.

2.2.2 The optimal classifier and its PCC

By the assumptions (1) to (3), the joint mass function of $\vec{X} = (X_1, \ldots, X_l)'$ conditional on the class $C_k$, $k = 1, 2$ is

$$f_k(\vec{X} = \vec{x}|\tilde{\theta}_k) = \prod_{j=1}^{l} \left( \frac{2}{x_j} \right)^{\theta_{k,j}} (1-\theta_{k,j})^{2-x_j}. \quad (2.1)$$

For any $\vec{x}$ randomly selected from the population, define $\pi_1 = P(\vec{x} \in C_1) \in (0, 1)$. Then, $\pi_2 = P(\vec{x} \in C_2) = 1 - \pi_1$. Therefore, the posterior probability of the class $C_k$ given $\vec{x}$ is:

$$\tau_k(\tilde{\theta}_k|\vec{x}) = \frac{\pi_k f_k(\vec{x}|\tilde{\theta}_k)}{\pi_1 f_1(\vec{x}|\tilde{\theta}_1) + \pi_2 f_2(\vec{x}|\tilde{\theta}_2)}$$

for $k = 1, 2$. The Bayes classification rule classifies $\vec{x}$ to $C_1$ if

$$\frac{\tau_1(\tilde{\theta}_1|\vec{x})}{\tau_2(\tilde{\theta}_2|\vec{x})} = \frac{\pi_1}{1 - \pi_1} \prod_{j=1}^{l} \left\{ \frac{\theta_{1,j}}{\theta_{2,j}} \right\},$$

as shown in Appendix 1, this leads to the optimal classifier:

If $\sum_{j=1}^{l} b_j x_j > K$, then classify $\vec{x}$ to $C_1$; else, classify $\vec{x}$ to $C_2$,

where $b_j = \log(\frac{\theta_{1,j}(1-\theta_{2,j})}{\theta_{2,j}(1-\theta_{1,j})})$ is the log odds-ratio for $x_j$, and $K = \log(\frac{(1-\pi_1)}{\pi_1}) + 2 \sum_{j=1}^{l} \log(\frac{1-\theta_{2,j}}{1-\theta_{1,j}})$. Furthermore, it is shown in Appendix 2 that the PCC for this optimal classifier is:

$$PCC(\infty) \approx \pi_1 \Phi \left( \frac{2 \sum_{j=1}^{l} b_j \theta_{1,j} - K}{\sqrt{2 \sum_{j=1}^{l} [b_j^2 \theta_{1,j}(1-\theta_{1,j})]}} \right) + (1 - \pi_1) \Phi \left( \frac{K - 2 \sum_{j=1}^{l} b_j \theta_{2,j}}{\sqrt{2 \sum_{j=1}^{l} [b_j^2 \theta_{2,j}(1-\theta_{2,j})]}} \right) \quad (2.2)$$
where \( \approx \) denotes approximation and \( \Phi \) is the standard normal cumulative distribution function.

### 2.2.3 A linear classifier and its PCC

Consider the linear classifier, \( \sum_{j=1}^{m} \hat{b}_j w_{j,n} x_j \), where \( \hat{b}_j = \log(\frac{\theta_{1,j}(1-\hat{\theta}_{2,j})}{\theta_{2,j}(1-\hat{\theta}_{1,j})}) \) and \( w_{j,n} \) takes values either 0 or 1, which are determined from the training set via a test of hypotheses. That is, for each \( j = 1, \ldots, m \), if the SNP \( x_j \) is determined to have a marginal effect on case-control by a test of hypothesis \( H_0 : \theta_{1,j} = \theta_{2,j} \) versus \( H_1 : \theta_{1,j} \neq \theta_{2,j} \), then \( w_{j,n} = 1 \) if \( H_0 \) is rejected; else \( w_{j,n} = 0 \). Then, the linear classifier is:

If \( \sum_{j=1}^{m} \hat{b}_j w_{j,n} x_j > \bar{K} \), then classify \( \vec{x} \) to \( C_1 \); else, classify \( \vec{x} \) to \( C_2 \).

Note that the linear classifier defined above uses plug-in estimate, \( \hat{b}_j \), of the log-odds ratio (in the optimal classifier) along with \( w_{j,n}(= 0 \text{ or } 1) \), which decides whether or not the \( j \)th SNP is included in the linear classifier. When \( w_{j,n} = 1 \), \( \hat{b}_j \) denotes the strength of discriminatory contribution of the \( j \)th SNP.

In Appendix 3, we use large sample theory to derive a Wald test of level \( \alpha \) to test \( H_0 \) versus \( H_1 \), and an expression for the power, \( 1 - \beta_j(n_1, n_2, h_{j}) \), of this test, when \( \theta_{1,j} - \theta_{2,j} = h_j \). The power, \( 1 - \beta_j(n_1, n_2, h_{j}) \), of the test is determined using a non-central Chi-square distribution with a non-centrality parameter, which depends on \( 2n = n_1 + n_2 \) and \( h_{j} \); see Appendix 3 for details. Henceforth, we denote the power as \( 1 - \beta_j(n, h_j) \). In our context, we believe that the Wald test is appropriate to test \( H_0 \) versus \( H_1 \), and we can also compute the power of the test. In other real problems, one may use a different testing procedure to select features that have a marginal effect on case-control.
Let \( \tilde{\eta}_j = \tilde{\eta}_j(\alpha, \rho, n, h_j) = \rho[1 - \beta_j(n, h_j)] + (1 - \rho)\alpha \). As in (2.2), it is shown in Appendix.4 that

\[
PCC(n) \approx \pi_1 \Phi \left( \frac{2 \sum_{j=1}^{m} \theta_{1,j} \tilde{\eta}_j - \tilde{K}}{\sqrt{\sum_{j=1}^{m} b_j^2[2\theta_{1,j}(1 - \theta_{1,j})\tilde{\eta}_j + 4\theta_{1,j}^2\tilde{\eta}_j(1 - \tilde{\eta}_j)]}} \right) + (1 - \pi_1) \Phi \left( \frac{\tilde{K} - 2 \sum_{j=1}^{m} \theta_{2,j} \tilde{\eta}_j b_j}{\sqrt{\sum_{j=1}^{m} b_j^2[2\theta_{2,j}(1 - \theta_{2,j})\tilde{\eta}_j + 4\theta_{2,j}^2\tilde{\eta}_j(1 - \tilde{\eta}_j)]}} \right). \tag{2.3}
\]

Note that \( PCC(n) \) depends on \( n \) because the power (hence \( \tilde{\eta}_j \)) depends on \( n \).

2.2.4 Sample size determination

The objective is to find a training sample size, \( n \), such that

\[
PCC(\infty) - PCC(n) < \gamma, \tag{2.4}
\]

where \( \gamma (> 0) \) is a pre-specified threshold value. In practice, we determine \( n \) such that the difference between the corresponding approximations in (2.2) and (2.3) is less than \( \gamma \). In the special case when \( \vec{\theta}_1 = (\theta_1, \ldots, \theta_1)', \vec{\theta}_2 = (\theta_2, \ldots, \theta_2)' \), and \( \theta_1 > \theta_2 \), note that \( b_j = b = \log \left( \frac{\theta_1(1 - \theta_2)}{\theta_2(1 - \theta_1)} \right) \), and \( \tilde{\eta}_j(\alpha, \rho, n, h) = \tilde{\eta}(\alpha, \rho, n, h) = \tilde{\eta} \) (see above). Consequently, by (2.2) and (2.3)

\[
PCC(\infty) - PCC(n) \approx \pi_1 \Phi \left( \frac{2 \rho mb \theta_1 - \tilde{K}}{\sqrt{2 \rho mb^2 \theta_1(1 - \theta_1)}} \right) + (1 - \pi_1) \Phi \left( \frac{\tilde{K} - 2 \rho mb \theta_2}{\sqrt{2 \rho mb^2 \theta_2(1 - \theta_2)}} \right)
- \pi_1 \Phi \left( \frac{2 mb \theta_1 \tilde{\eta} - \tilde{K}}{\sqrt{2 mb^2[\theta_1(1 - \theta_1)\tilde{\eta} + 2\theta_1^2\tilde{\eta}(1 - \tilde{\eta})]}} \right) - (1 - \pi_1) \Phi \left( \frac{\tilde{K} - 2 mb \theta_2 \tilde{\eta}}{\sqrt{2 mb^2[\theta_2(1 - \theta_2)\tilde{\eta} + 2\theta_2^2\tilde{\eta}(1 - \tilde{\eta})]}} \right). \tag{2.5}
\]

Remark 1: Note that \( \tilde{K} \) in (2.3) is yet to be specified. Since the aim is to determine a sample size that satisfies the criterion in (2.4), it is reasonable to maximize the right side of (2.3) over \( \tilde{K} \); see Appendix.5 for details. Let \( \tilde{K} = \tilde{K}_0 \) denote such a value. However, our simulations in Section 2.3 indicates that, in some cases, the approximate value of \( PCC(n) \) for \( \tilde{K}_0 \) might exceed that of \( PCC(\infty) \) in (2.2). To avoid this, we also maximize the approximation for \( PCC(\infty) \) over \( K \), and such a value is denoted by \( K = K_0 \).
2.3 Numerical Results

2.3.1 Monte Carlo simulations

Before delving into numerical illustrations of sample size determination, we conducted elaborate Monte Carlo simulations to verify the accuracy of the approximation for $PCC(n)$ in (2.3) and study its behavior as a function of $n$ and other parameters. Throughout this section, we consider the special case, $\vec{\theta}_1 = (\theta_1, \ldots, \theta_1)'$ and $\vec{\theta}_2 = (\theta_2, \ldots, \theta_2)'$ with $\theta_1 > \theta_2$ [see (2.5)], the sample sizes $n_1 = n_2 = n$, and $K$ and $\tilde{K}$ in (2.5) are replaced by their maximum values $K_0$ and $\tilde{K}_0$, respectively, as mentioned in Remark 1. Table 2.1 compares the approximate values of $PCC(n)$, denoted by $\hat{PCC}(n)$, with the Monte Carlo based estimates, $\hat{PCC}(n)_{MC}$, for various specifications. To obtain $\hat{PCC}(n)_{MC}$ values, for each specification in Table 2.1, we simulated a training data and a testing data of SNPs, each having the same sample sizes. The training data was used to build the linear classifier using the methods described in Section 2.2.3, while the testing data was used to determine the frequency of correct classification of the linear classifier. This process was repeated 200 times in order to compute the average correct classification frequency, $\hat{PCC}(n)_{MC}$, given in Table 2.1. It is evident from Table 2.1 that the $\text{Bias} = \hat{PCC}(n)_{MC} - \hat{PCC}(n)$ is negligible in most cases, thereby validating the use of our approximation for $PCC(n)$. Also note that both $\hat{PCC}(n)_{MC}$ and $\hat{PCC}(n)$ are close to $\hat{PCC}(\infty)$, approximate values of $PCC(\infty)$. 
Table 2.1: Performance of Optimal and Linear classifiers. The values of $\hat{PCC}(n)$ and $\hat{PCC}(n)_{MC}$ are close to each other for various model specifications. Here, $\theta_1 = 0.3, h = \theta_1 - \theta_2$, Size = $2n$ ($n$ for $C_1$, $n$ for $C_2$), $m$ is the number of independent SNPs, $\alpha = 0.01$ is the significant level for Wald tests in Section 2.2.3, and $\rho = 1$ is the percentage of the significant SNPs.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$m$</th>
<th>Size</th>
<th>$\hat{PCC}(\infty)$</th>
<th>$\hat{PCC}(n)$</th>
<th>$\hat{PCC}(n)_{MC}$</th>
<th>Bias</th>
<th>SVM_Mc</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>10</td>
<td>60</td>
<td>0.5197</td>
<td>0.5035</td>
<td>0.4995</td>
<td>-0.0040</td>
<td>0.4995</td>
</tr>
<tr>
<td>0.01</td>
<td>10</td>
<td>200</td>
<td>0.5197</td>
<td>0.5035</td>
<td>0.5012</td>
<td>-0.0023</td>
<td>0.5012</td>
</tr>
<tr>
<td>0.01</td>
<td>10</td>
<td>2000</td>
<td>0.5197</td>
<td>0.5042</td>
<td>0.5021</td>
<td>-0.0021</td>
<td>0.5022</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>60</td>
<td>0.5437</td>
<td>0.5049</td>
<td>0.5003</td>
<td>-0.0046</td>
<td>0.5002</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>200</td>
<td>0.5437</td>
<td>0.505</td>
<td>0.5042</td>
<td>-0.0008</td>
<td>0.5029</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>2000</td>
<td>0.5437</td>
<td>0.5068</td>
<td>0.5072</td>
<td>0.0004</td>
<td>0.5067</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>60</td>
<td>0.5868</td>
<td>0.5077</td>
<td>0.5072</td>
<td>-0.0005</td>
<td>0.5118</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>200</td>
<td>0.5868</td>
<td>0.508</td>
<td>0.503</td>
<td>-0.0050</td>
<td>0.504</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>2000</td>
<td>0.5868</td>
<td>0.512</td>
<td>0.5147</td>
<td>0.0027</td>
<td>0.5115</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>60</td>
<td>0.5997</td>
<td>0.5216</td>
<td>0.5075</td>
<td>-0.0141</td>
<td>0.5072</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>200</td>
<td>0.5997</td>
<td>0.5281</td>
<td>0.5216</td>
<td>-0.0065</td>
<td>0.5206</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>2000</td>
<td>0.5997</td>
<td>0.5866</td>
<td>0.5851</td>
<td>-0.0015</td>
<td>0.5722</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>60</td>
<td>0.7128</td>
<td>0.5336</td>
<td>0.528</td>
<td>-0.0056</td>
<td>0.5268</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>200</td>
<td>0.7128</td>
<td>0.5506</td>
<td>0.5535</td>
<td>0.0029</td>
<td>0.5495</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>2000</td>
<td>0.7128</td>
<td>0.6858</td>
<td>0.6913</td>
<td>0.0055</td>
<td>0.6784</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>60</td>
<td>0.8691</td>
<td>0.558</td>
<td>0.5333</td>
<td>-0.0047</td>
<td>0.5453</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>200</td>
<td>0.8691</td>
<td>0.5941</td>
<td>0.6155</td>
<td>0.0214</td>
<td>0.6043</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>2000</td>
<td>0.8691</td>
<td>0.833</td>
<td>0.8422</td>
<td>0.0092</td>
<td>0.8331</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>60</td>
<td>0.8845</td>
<td>0.8048</td>
<td>0.768</td>
<td>-0.0368</td>
<td>0.7527</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>200</td>
<td>0.8845</td>
<td>0.8836</td>
<td>0.8662</td>
<td>-0.0174</td>
<td>0.8552</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>2000</td>
<td>0.8845</td>
<td>0.8845</td>
<td>0.8785</td>
<td>-0.0060</td>
<td>0.8702</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>60</td>
<td>0.9959</td>
<td>0.9681</td>
<td>0.9533</td>
<td>-0.0148</td>
<td>0.9558</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>200</td>
<td>0.9959</td>
<td>0.9958</td>
<td>0.9927</td>
<td>-0.0031</td>
<td>0.9915</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>2000</td>
<td>0.9959</td>
<td>0.9959</td>
<td>0.9949</td>
<td>-0.0010</td>
<td>0.9937</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>60</td>
<td>1</td>
<td>0.9999</td>
<td>0.9855</td>
<td>-0.0144</td>
<td>0.998</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>200</td>
<td>1</td>
<td>1</td>
<td>0.9988</td>
<td>-0.0012</td>
<td>1</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>2000</td>
<td>1</td>
<td>1</td>
<td>0.9999</td>
<td>-0.0001</td>
<td>1</td>
</tr>
</tbody>
</table>
To compare the performance of our linear classifier with another classifier in the literature, such as the SVM, we also computed the $PCC(n)$ values corresponding to the SVM for the above simulation setup. We used the R software with the svm() function available in e1071 package (Dimitriadou and others, 2005), along with other default settings. The SVM values are given in Table 2.1 under the column SVM_Mc. Note that, unlike our linear classifier, there is no approximate formula available to calculate the $PCC(n)$ for SVM. Therefore, we cannot compare $\hat{PCC}(n)$ values for our linear classifier (or the $PCC(\infty)$ values) with $PCC(n)$ values for SVM. Table 2.1 shows that the $\hat{PCC}(n)_{MC}$ values are essentially same as those for the SVM_Mc. This says that our linear classifier is as good as or slightly better than the SVM. Note that the comparison between our classifier and the SVM is based on the simulation framework, which favors our linear classifier. For other data sets, the SVM may have a better performance in terms of $PCC(n)$.

We noted in Section 2.2.3 that the approximation to $PCC(n)$ in (2.3) depends on the power of the Wald test, which increases as $n$ increases. Due to the complicated nature of the approximate expression in (2.3), it seems challenging to theoretically establish the monotonicity of $PCC(n)$. Hence, we study this property numerically. Table 2.2 shows that $\hat{PCC}(n)$ is a monotonically increasing function of $n$, with $\hat{PCC}(\infty)$ as its upper limit. However, the rate of increase of $\hat{PCC}(n)$ also depends on various combinations of $h(= \theta_1 - \theta_2)$, the difference between the minor allele frequencies of the two groups, and the number $m$ of independent SNPs. In fact, the values of $\hat{PCC}(n)$ (and $\hat{PCC}(\infty)$) increase more rapidly as $h$ and $m$ increase. This is reasonable because when $h$ is large, the two groups are distinguishable, and large $m$ implies that data contains many significant SNPs, because $\rho = 1$ in Table 2.2. Finally, in Appendices 6, 7 and 8, we carry out further simulation studies as in Table 2.1 for the case $\rho < 1$ but $[m \rho] = 50$, unequal sample sizes and different choices of $\theta_1$ values, respectively, while Appendix.9 examines assumption (1), the independence of SNPs, in Section 2.2.1.
Table 2.2: Growth rate of the $\hat{PCC}(n)$ as $\text{Size} = 2n$ ($n$ for $C_1$, $n$ for $C_2$). $h = \theta_1 - \theta_2$, and $m$ (the number of independent SNPs) vary; $\theta_1 = 0.3, \rho = 1$ and $\alpha = 0.01$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$m$</th>
<th>$2n = 60$</th>
<th>$2n = 200$</th>
<th>$2n = 1000$</th>
<th>$2n = 2000$</th>
<th>$\hat{PCC}(\infty)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>10</td>
<td>0.5035</td>
<td>0.5035</td>
<td>0.5039</td>
<td>0.5042</td>
<td>0.5197</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>0.5049</td>
<td>0.505</td>
<td>0.5059</td>
<td>0.5068</td>
<td>0.5437</td>
</tr>
<tr>
<td>0.01</td>
<td>100</td>
<td>0.506</td>
<td>0.5062</td>
<td>0.5075</td>
<td>0.5089</td>
<td>0.5616</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>0.5077</td>
<td>0.508</td>
<td>0.5099</td>
<td>0.512</td>
<td>0.5868</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>0.5216</td>
<td>0.5281</td>
<td>0.5606</td>
<td>0.5866</td>
<td>0.5997</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>0.5336</td>
<td>0.5506</td>
<td>0.6289</td>
<td>0.6858</td>
<td>0.7128</td>
</tr>
<tr>
<td>0.05</td>
<td>100</td>
<td>0.5435</td>
<td>0.5684</td>
<td>0.6783</td>
<td>0.7529</td>
<td>0.7864</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>0.558</td>
<td>0.5941</td>
<td>0.7432</td>
<td>0.833</td>
<td>0.8691</td>
</tr>
<tr>
<td>0.1</td>
<td>10</td>
<td>0.5656</td>
<td>0.6164</td>
<td>0.6997</td>
<td>0.7004</td>
<td>0.7004</td>
</tr>
<tr>
<td>0.1</td>
<td>50</td>
<td>0.6203</td>
<td>0.7356</td>
<td>0.8776</td>
<td>0.8784</td>
<td>0.8784</td>
</tr>
<tr>
<td>0.1</td>
<td>100</td>
<td>0.6621</td>
<td>0.8118</td>
<td>0.9498</td>
<td>0.9504</td>
<td>0.9504</td>
</tr>
<tr>
<td>0.1</td>
<td>200</td>
<td>0.7192</td>
<td>0.8937</td>
<td>0.9899</td>
<td>0.9901</td>
<td>0.9901</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>0.8048</td>
<td>0.8836</td>
<td>0.8845</td>
<td>0.8845</td>
<td>0.8845</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>0.9681</td>
<td>0.9958</td>
<td>0.9959</td>
<td>0.9959</td>
<td>0.9959</td>
</tr>
<tr>
<td>0.2</td>
<td>100</td>
<td>0.9954</td>
<td>0.9999</td>
<td>0.9999</td>
<td>0.9999</td>
<td>0.9999</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>0.9999</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Next, we turn our attention to determining the smallest $n$ such that $f(n) = \hat{PCC}(\infty) - \hat{PCC}(n) - \gamma < 0$, for any specific value of $\gamma$. We use the following algorithm to determine such an $n$: (i) Let $n = n_S$ and $n_L$ such that $f(n_S) > 0$ and $f(n_L) < 0$, and set $n_M = [(n_S + n_L)/2]$. To begin the algorithm select a small $n_S$ and a large $n_L$; (ii) If $f(n_M)f(n_S) < 0$, then reset $n_L = n_M$; else, reset $n_S = n_M$. In either case, return to step (i), unless $n_L - n_S \leq 1$, in which case, the smallest sample $n = n_L$; (iii) Use the smallest (total) sample of size $2n_L$, with half from each class, $C_1$ and $C_2$. We implemented this algorithm for each value of $h$, $m$ and significance level $\alpha$ for the Wald test. Table 2.3 shows the determined sample sizes for each combination of parameters. From Table 2.3 and the plot of these values in Figure 2.1, it is evident that the required sample size reduces as $h$ increases, as expected. Also, since $\rho = 1,
all the SNPs under consideration are significant. Therefore, as $\alpha$ increases, many significant SNPs are included in the classifier, which improves the predictive ability of the classifier. Hence, $f(n) < 0$ for smaller sample sizes, as shown in Table 2.3. However, the effect of $m$ on the determined sample sizes is less clear. When $h$ is large, say $h = 0.2$, then the required sample size reduces as $m$ becomes large. Whereas, when $h$ is small, say $h = 0.01$ or $0.05$, the reverse is true as $m$ becomes large.
Table 2.3: Sample size determination using the algorithm in Section 2.3.1. The $Size = 2n$ ($n$ for $C_1$, $n$ for $C_2$) required to satisfy: $\hat{PCC}(\infty) - \hat{PCC}(n) < \gamma$ ($= 0.01$). Here, $\theta_1 = 0.3, h = \theta_1 - \theta_2$, $m =$ the number of independent SNPs, $\rho = 1$ and $\alpha = 0.01$.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$h$</th>
<th>$m = 10$</th>
<th>$m = 50$</th>
<th>$m = 100$</th>
<th>$m = 200$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.01</td>
<td>18,900</td>
<td>41,976</td>
<td>49,630</td>
<td>56,536</td>
</tr>
<tr>
<td>0.01</td>
<td>0.05</td>
<td>2,208</td>
<td>2,710</td>
<td>2,842</td>
<td>2,872</td>
</tr>
<tr>
<td>0.01</td>
<td>0.1</td>
<td>612</td>
<td>660</td>
<td>616</td>
<td>490</td>
</tr>
<tr>
<td>0.01</td>
<td>0.2</td>
<td>132</td>
<td>84</td>
<td>50</td>
<td>30</td>
</tr>
<tr>
<td>0.05</td>
<td>0.01</td>
<td>9,548</td>
<td>27,278</td>
<td>33,512</td>
<td>39,226</td>
</tr>
<tr>
<td>0.05</td>
<td>0.05</td>
<td>1,538</td>
<td>1,962</td>
<td>2,074</td>
<td>2,100</td>
</tr>
<tr>
<td>0.05</td>
<td>0.1</td>
<td>440</td>
<td>482</td>
<td>444</td>
<td>338</td>
</tr>
<tr>
<td>0.05</td>
<td>0.2</td>
<td>96</td>
<td>56</td>
<td>30</td>
<td>14</td>
</tr>
<tr>
<td>0.1</td>
<td>0.01</td>
<td>5,936</td>
<td>20,976</td>
<td>26,484</td>
<td>31,590</td>
</tr>
<tr>
<td>0.1</td>
<td>0.05</td>
<td>1,242</td>
<td>1,626</td>
<td>1,728</td>
<td>1,752</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>364</td>
<td>402</td>
<td>368</td>
<td>272</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>80</td>
<td>44</td>
<td>22</td>
<td>10</td>
</tr>
</tbody>
</table>
Figure 2.1: Size vs $h$. Here, $\theta_1 = 0.3$, $\gamma = 0.01$, $\rho = 1$, and $\alpha = 0.01$. 
2.3.2 Application to the HapMap Data

The aim of the International HapMap Project is to develop a haplotype map of the human genome, the so-called HapMap, which will describe the common patterns of human DNA sequence variation. Discovering the DNA sequence variants that contribute to common disease risk offers one of the best opportunities for understanding the complex causes of disease in humans (http://hapmap.ncbi.nlm.nih.gov/about hapmap.html). The HapMap data consists of four populations with about \( p = 1.2 \times 10^6 \) SNPs. Here, we consider the following two classes: \( C_1 \) – the Han Chinese individuals from Beijing (CHB) with 137 subjects and \( C_2 \) – the Japanese individuals from Tokyo (JTP) with 113 subjects, for a total of 250 subjects. Suppose we set a value for \( \gamma = \gamma_0 \), say, we will now illustrate how to construct a linear classifier of the form given in Section 2.2.3 based on pair-wise independent SNPs, and determine a (total) sample size such that \( \hat{PCC}(\infty) - \hat{PCC}(n) < \gamma_0 \).

Based on all the 250 available subjects, we extracted pair-wise independent SNPs using the following procedure. Suppose \( L \) is a set of SNPs, then (I) form the set \( S \) with one SNP from \( L \) and update \( S \) after next step; (II) from the remaining SNPs in \( L \), choose one SNP that is independent of every SNP in \( S \) using Kendall’s \( \tau \) coefficient as a test statistic to test pair-wise independence, and then add this new SNP to \( S \). Here, we concluded independence if the Kendall’s \( \tau \)-value < 0.1; (III) Repeat (II) until each remaining SNP in \( L \) is correlated with at least one SNP in \( S \). This procedure yielded a set \( S \) with \( m = 51 \) pair-wise independent SNPs, and with these we built our linear classifier.

Next, we set \( \rho = 1 \) so that \( m = l = 51 \). Recall that \( \vec{\theta}_1 = (\theta_{1,1}, \ldots, \theta_{1,l})' \) and \( \vec{\theta}_2 = (\theta_{2,1}, \ldots, \theta_{2,l})' \). We estimated \( \vec{\theta}_1 \) and \( \vec{\theta}_2 \) using the maximum likelihood (ML) estimates (based on 137 and 113 subjects, respectively) given in Appendix.3. We substituted these ML estimates, \( \hat{\pi}_1 = 0.548 \), and \( \hat{h}_j \) into the expressions for \( \hat{PCC}(\infty) \) and \( \hat{PCC}(n) \) given in (2.2) and (2.3), respectively, and used our algorithm (see Section 2.3.1) to determine the total sample size satisfying the criterion, \( \hat{PCC}(\infty) - \hat{PCC}(n) < \gamma \), for various values of \( \gamma \). Figure 2.2 shows a plot of required total sample size versus \( \gamma \), when \( \alpha = 0.1 \) and 0.2. For instance, if
γ = 0.05 and α = 0.1, then the total sample of size ≈ 166 (83 for CBH and 83 for JPT) satisfies the criterion. The fact that we have an approximate expression for $PCC(n)$ corresponding to our classifier enables us to algorithmically determine a total sample which satisfies the criterion, for any given γ. However, although SVM is a competitive classifier, we cannot determine a total sample size that satisfies the criterion for a given γ because SVM does not have an approximate (or an exact) expression for its $PCC(n)$. This highlights the usefulness of our linear classifier and the approximate formula for its $PCC(n)$. 
Figure 2.2: Sample Size versus $\gamma$ for the HapMap data.
2.4 Discussion

For a SNP-based classifier for two populations, a criterion for sample size determination based on probability of correct classification is proposed and applied to the HapMap data on Chinese and Japanese population. The postulated parametric model for the SNP data allows us to substitute the maximum likelihood estimates of parameters into approximate formulas for probability of correct classification and use a simple computational algorithm to obtain the required sample size. In fact, a major advantage of our method over the learning curve methods such as the SVM or NN is that, given a threshold $\gamma$ and a sample, we can algorithmically obtain a total sample size required to satisfy the criterion. Whereas, the SVM and NN would only be able to compute the probability of correct classification, but not provide a total sample size required to satisfy a given criterion. Our method is transparent and easy to use, as illustrated in our HapMap data analysis.

If the data at hand is small, then the parameter estimates may be biased. In fact, in some instances, there may be no sample at hand to compute parameter estimates. In such cases, it may be better to adopt a sequential sampling method (Fu and others, 2005) for sample size determination. Also, in population classification problems, there may be more than two classes, e.g., HapMap data. Generalizations of our method to multiple populations will be considered elsewhere.

2.5 Appendices

In the following sections, the equation numbers without the prefix, A, correspond to those in the main article.
Appendix.1 Derivation of the optimal classifier

The classification rule in Section 2.2.2 is equivalent to: “Classify \( \vec{x} \) to \( C_1 \)” if \( \log(\frac{\tau_1(\vec{\theta}_1|\vec{x})}{\tau_2(\vec{\theta}_2|\vec{x})}) > 0 \), which is same as

\[
\sum_{j=1}^{l} x_j \log \left( \frac{\theta_{1,j}(1 - \theta_{2,j})}{\theta_{2,j}(1 - \theta_{1,j})} \right) > \log \left( \frac{1 - \pi_1}{\pi_1} \right) + 2 \sum_{j=1}^{l} \log \left( \frac{1 - \theta_{2,j}}{1 - \theta_{1,j}} \right).
\]

This reduces to \( \sum_{j=1}^{l} b_j x_j > K \) for \( b_j \) and \( K \) defined in the optimal classifier.

Appendix.2 Approximation for \( \text{PCC}(\infty) \)

The PCC for the optimal classifier in Section 2.2.2 is:

\[
\text{PCC}(\infty) = \pi_1 P(\sum_{j=1}^{l} b_j x_j > K|\vec{x} \in C_1) + (1 - \pi_1) P(\sum_{j=1}^{l} b_j x_j < K|\vec{x} \in C_2). \tag{A.1}
\]

To obtain an approximation to each of these terms, let \( Y_j = b_j x_j \) and note that \(|Y_j| \leq M\), for some \( M > 0\), because \(|x_j| \leq 2\) and \(|b_j| \leq \log(99)\) since \( \theta_1, \theta_2 \in (0.01, 0.5)\). Therefore, \( \{Y_j\} \) is a sequence of independent and bounded random variables with \( E(Y_j) = 2b_j \theta_{k,j} \) and \( \text{Var}(Y_j) = 2b_j^2 \theta_{k,j}(1 - \theta_{k,j})\), when \( \vec{x} \in C_k \) for \( k = 1, 2\). Furthermore, since \( \theta_{k,j}(1 - \theta_{k,j}) > 0.01 \times 0.5 \) for \( k = 1, 2\), by assumption (3) in Section 2.2.1 we have

\[
\sum_{j=1}^{l} \text{Var}(Y_j) = 2 \sum_{j=1}^{l} b_j^2 \theta_{k,j}(1 - \theta_{k,j}) > (0.01) \sum_{j=1}^{l} b_j^2 \rightarrow \infty,
\]

as \( l \rightarrow \infty\). Therefore, by Theorem 27-4 (also see Problem 27.4) of Billingsley (1995), we have for each \( k = 1, 2\) that

\[
\frac{\sum_{j=1}^{l} b_j x_j - 2 \sum_{j=1}^{l} b_j \theta_{k,j}}{\sqrt{2 \sum_{j=1}^{l} [b_j^2 \theta_{k,j}(1 - \theta_{k,j})]}} \overset{d}{\rightarrow} N(0, 1) \quad \text{as} \quad l \rightarrow \infty. \tag{A.2}
\]

Therefore, from (A.1) and (A.2), we have that

\[
\text{PCC}(\infty) \approx \pi_1 \Phi \left( \frac{(2 \sum_{j=1}^{l} b_j \theta_{1,j} - K)}{\sqrt{2 \sum_{j=1}^{l} [b_j^2 \theta_{1,j}(1 - \theta_{1,j})]}} \right) + (1 - \pi_1) \Phi \left( \frac{(K - 2 \sum_{j=1}^{l} b_j \theta_{2,j})}{\sqrt{2 \sum_{j=1}^{l} [b_j^2 \theta_{2,j}(1 - \theta_{2,j})]}} \right).
\]
APENDIX.3  WALD TEST AND ITS POWER FUNCTION

For each \( X_j \) satisfying assumption (2) in Section 2.2.1, let \( n_{1k} = \sum_{j=1}^{nk} I(x_j = 0) \), \( n_{2k} = \sum_{j=1}^{nk} I(x_j = 1) \), \( n_{3k} = \sum_{j=1}^{nk} I(x_j = 2) \) with \( \sum_{j=1}^{n} n_{kj} = n_k \) for \( k = 1, 2 \). Since we are interested in developing Wald test for testing \( H_0 : \theta_{1,j} = \theta_{2,j} \) versus \( H_1 : \theta_{1,j} \neq \theta_{2,j} \) for each \( j \), for notational convenience, let \( \theta_{1,j} = \theta_1 \) and \( \theta_{2,j} = \theta_2 \) for the derivations below. Then, by (2.1) of the article and independence of the two classes, the likelihood function for a total sample of size \( 2n(= n_1 + n_2) \) is:

\[
L(\theta_1, \theta_2) = \prod_{k=1}^{2} [(1 - \theta_k)^{n_{1k}} [2\theta_k (1 - \theta_k)]^{n_{2k}} [\theta_k^{2(n_{3k})}].
\]

Maximizing the log-likelihood, \( \log L(\theta_1, \theta_2) \), with respect to \((\theta_1, \theta_2)\), it can be shown that the maximum likelihood estimator (MLE) of \( \theta_1 \) and \( \theta_2 \) are, respectively:

\[
\hat{\theta}_1 = \frac{n_{21} + 2n_{31}}{2n} \quad \text{and} \quad \hat{\theta}_2 = \frac{n_{22} + 2n_{32}}{2n}.
\]

Also, the Fisher information matrix at \((\theta_1, \theta_2)\) for \( n_1 = n_2 = 1 \) is \( I(\theta_1, \theta_2) = \left( \begin{array}{cc} 2 & 2(1 - \theta_1) - \theta_2 \\ 2(1 - \theta_1) - \theta_2 & 2 \end{array} \right) \).

By the asymptotic normality of the MLE, it follows that \( \sqrt{n}(\hat{\theta}_1 - \theta_1, \hat{\theta}_2 - \theta_2)' \to_d N(0, I^{-1}(\theta_1, \theta_2)) \).

Now, since \( g(\theta_1, \theta_2) = \theta_1 - \theta_2 \) is differentiable at \((\theta_1, \theta_2)\), it follows from the delta method that \( \sqrt{n}[g(\hat{\theta}_1, \hat{\theta}_2) - g(\theta_1, \theta_2)] \to_d N(0, \frac{\theta_1(1 - \theta_1) + \theta_2(1 - \theta_2)}{2}) \). Therefore, under \( H_0 : \theta_1 = \theta_2 \), the Wald test statistic

\[
Q_2 = \frac{2n(\hat{\theta}_1 - \hat{\theta}_2)^2}{\theta_1(1 - \theta_1) + \theta_2(1 - \theta_2)} \to_d \chi^2_1 \text{ as } n \to \infty,
\]

where \( \chi^2_1 \) has chi-square distribution with 1 degree of freedom. However, under \( H_a : \theta_1 \neq \theta_2 \), say \( \theta_1 - \theta_2 = h \), it follows from the above arguments that \( Q_2 \to_d \chi^2_1(\lambda^2) \), where \( \chi^2_1(\lambda^2) \) has non-central chi-square distribution with the non-centrality parameter, \( \lambda^2 = 2nh^2/[\theta_1(1 - \theta_1) + (\theta_1 - h)(1 - \theta_1 + h)] \). Therefore, the power of the Wald test (when \( \theta_1 - \theta_2 = h \neq 0 \)) is:

\[
1 - \beta(n, h) \approx P \left( \chi^2_1(\lambda^2) > \chi^2_1(1 - \alpha) \right),
\]

where \( \chi^2_{1}(1 - \alpha) \) is the \((1 - \alpha)\) percentile of \( \chi^2_1 \). For ease of presentation, we had suppressed the subscript \( j \). For each \( j = 1, \ldots, m \), the power of the Wald test for \( H_0 : \theta_{1,j} = \theta_{2,j} \) versus \( H_1 : \theta_{1,j} \neq \theta_{2,j} \) at \( \theta_{1,j} = \theta_{2,j} + h_j \) is denoted by \( 1 - \beta_j(n, h_j) \).
Appendix.4 Approximation for PCC$(n)$

The PCC for the linear classifier, $\sum_{j=1}^{m} w_{j,n}x_j$, is

$$
PCC(n) = \pi_1 P\left( \sum_{j=1}^{m} \hat{b}_j w_{j,n}x_j > K | \vec{x} \in C_1 \right) + (1 - \pi_1) P\left( \sum_{j=1}^{m} \hat{b}_j w_{j,n}x_j < K | \vec{x} \in C_2 \right).$$

(A.4)

Note from the definition of $w_{j,n}$'s in Section 2.2.3 and assumption (3) in Section 2.2.1 that

$$P(\text{reject} H_0) = \rho[1 - \beta_j(n, h_j)] + (1 - \rho)\alpha = \tilde{\eta}_j(\alpha, \rho, n, h_j)$$

$$E(w_{j,n}) = \tilde{\eta}_j(\alpha, \rho, n, h_j)$$

$$E(w_{j,n}^2) = \tilde{\eta}_j(\alpha, \rho, n, h_j),$$

where $\alpha$ and $[1 - \beta_j(n, h_j)]$ are the level and power, respectively, of the Wald test and $\tilde{\eta}_j(\alpha, \rho, n, h_j) = \tilde{\eta}_j$ is defined in Section 2.2.3; also, see Appendix.3.

Now, let $\tilde{Y}_{j,n} = \hat{b}_j w_{j,n}x_j$ and note that $|\tilde{Y}_{j,n}| \leq 2 \log(99)$. For each $n$, $\{\tilde{Y}_{j,n}\}$ is a sequence of independent and bounded random variables with $E(\tilde{Y}_{j,n}) \approx 2\theta_{k,j} \tilde{\eta}_j \hat{b}_j$ and by the fact that $V(Y_{j,n}) = [V(Y_{j,n} | w_{j,n})] + V[E(Y_{j,n} | w_{j,n})]$ we have

$$Var(\tilde{Y}_{j,n}) \approx \hat{b}_j^2 [2\theta_{k,j} (1 - \theta_{k,j}) \tilde{\eta}_j + 4\theta_{k,j}^2 \tilde{\eta}_j (1 - \tilde{\eta}_j)],$$

when $\vec{x} \in C_k$ for $k = 1, 2$. Furthermore, since $\theta_{k,j} (1 - \theta_{k,j}) > 0.005$ for $k = 1, 2$ and $\tilde{\eta}_j(\alpha, \rho, n, h_j) > (1 - \rho)\alpha$ (see above), we have

$$\sum_{j=1}^{m} Var(\tilde{Y}_{j,n}) > (0.01)[(1 - \rho)\alpha]m \to \infty,$$

as $m \to \infty$. Therefore, once again, by Theorem 27.2 of Billingsley (1979), we have for each $k = 1, 2$ that

$$\frac{\sum_{j=1}^{m} w_{j,n} \hat{b}_j x_j - 2 \sum_{j=1}^{m} \theta_{k,j} \tilde{\eta}_j \hat{b}_j}{\sqrt{\sum_{j=1}^{m} \hat{b}_j^2 [2\theta_{k,j} (1 - \theta_{k,j}) \tilde{\eta}_j + 4\theta_{k,j}^2 \tilde{\eta}_j (1 - \tilde{\eta}_j)]}} \overset{d}{\to} N(0, 1),$$

(A.5)

as $m \to \infty$. The normal approximations in (2.3) follows from (A.4) and (A.5).
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Appendix.5 Maximum value of $K$

Note that the approximations for $PCC(\infty)$ and $PCC(n)$ in (2.2) and (2.3), respectively, are of the form

$$g(x) = \pi_1 \Phi\left(\frac{a-x}{b}\right) + (1-\pi_1) \Phi\left(\frac{x-c}{d}\right)$$

for some constants $a, b, c$ and $d$ with $b \neq d$. Using calculus, it can be shown that $g$ attains its maximum when $x = x_0$, where

$$x_0 = \frac{(ad^2 - cb^2) - bd\sqrt{(a-c)^2 - 2(d^2-b^2)\log\left(\frac{1-\pi_1}{\pi_1d}\right)}}{d^2-b^2}.$$ 

Appendix.6 The case $\rho < 1$

In the Tables 2.1 to 2.3 of the article, we set the percentage $\rho$ of SNPs with marginal effect on case-control equal to 1, that is, $\rho = 1$. Suppose we vary the values of $\rho$, but set $[m\rho] = 50$ in assumption (3) of Section 2.2.1, so that $m \approx 50/\rho$. This means, when $\rho$ is small, say 0.1, there is a high proportion of insignificant SNPs compared to significant ones for each subject. Nevertheless, as in the case of $\rho = 1$ in Table 2.1 of the article, the $\hat{\text{Bias}} = PCC(n)_{MC} - PCC(n)$ values in Table 2.4 (see below) continue to be negligible in most cases. This, once again, validates the accuracy of approximations in (2.3) for changing values of $\rho$. However, when $\rho$ is small and the total sample size is moderate, the difference, $PCC(\infty) - PCC(n)$, is large. This is because, when $\rho$ is small, the number of insignificant SNPs is large, which increases the probability of type I and type II errors, which in turn impacts the value of $PCC(n)$. As before, Table 2.4 also gives the $PCC(n)$ values for SVM, which are once again close to $PCC(n)_{MC}$ values of our linear classifier.
Table 2.4: Performance of Optimal and Linear classifiers when $\rho < 1$. The values of $\hat{PCC}(n)$ and $\hat{PCC}(n)MC$ are close to each other for various model specifications. Here, $\theta_1 = 0.3$, $h = \theta_1 - \theta_2$, $m$ is the number of SNP’s, $Size = 2n$ ($n$ for $C_1$, $n$ for $C_2$), and $\alpha = 0.01$. The percentage $\rho$ of significant SNPs varies, but $[m\rho] = 50$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\rho$</th>
<th>$Size$</th>
<th>$PCC(\infty)$</th>
<th>$PCC(n)$</th>
<th>$PCC(n)MC$</th>
<th>$\hat{Bias}$</th>
<th>SVM_MC</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.1</td>
<td>100</td>
<td>0.7128</td>
<td>0.5387</td>
<td>0.5183</td>
<td>-0.0204</td>
<td>0.5175</td>
</tr>
<tr>
<td>0.05</td>
<td>0.1</td>
<td>200</td>
<td>0.7128</td>
<td>0.5506</td>
<td>0.5331</td>
<td>-0.0175</td>
<td>0.5302</td>
</tr>
<tr>
<td>0.05</td>
<td>0.1</td>
<td>2000</td>
<td>0.7128</td>
<td>0.6858</td>
<td>0.6767</td>
<td>-0.0091</td>
<td>0.664</td>
</tr>
<tr>
<td>0.05</td>
<td>0.2</td>
<td>100</td>
<td>0.7128</td>
<td>0.5387</td>
<td>0.5271</td>
<td>-0.0116</td>
<td>0.5253</td>
</tr>
<tr>
<td>0.05</td>
<td>0.2</td>
<td>200</td>
<td>0.7128</td>
<td>0.5506</td>
<td>0.5502</td>
<td>-0.0004</td>
<td>0.5436</td>
</tr>
<tr>
<td>0.05</td>
<td>0.2</td>
<td>2000</td>
<td>0.7128</td>
<td>0.6858</td>
<td>0.705</td>
<td>0.0192</td>
<td>0.6948</td>
</tr>
<tr>
<td>0.05</td>
<td>0.5</td>
<td>100</td>
<td>0.7128</td>
<td>0.5387</td>
<td>0.5296</td>
<td>-0.0091</td>
<td>0.5285</td>
</tr>
<tr>
<td>0.05</td>
<td>0.5</td>
<td>200</td>
<td>0.7128</td>
<td>0.5506</td>
<td>0.5495</td>
<td>-0.0011</td>
<td>0.55</td>
</tr>
<tr>
<td>0.05</td>
<td>0.5</td>
<td>2000</td>
<td>0.7128</td>
<td>0.6858</td>
<td>0.6952</td>
<td>0.0094</td>
<td>0.6835</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>100</td>
<td>0.8784</td>
<td>0.6577</td>
<td>0.6445</td>
<td>-0.0132</td>
<td>0.6414</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>200</td>
<td>0.8784</td>
<td>0.7356</td>
<td>0.7728</td>
<td>0.0372</td>
<td>0.7654</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>2000</td>
<td>0.8784</td>
<td>0.8784</td>
<td>0.8864</td>
<td>0.008</td>
<td>0.879</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>100</td>
<td>0.8784</td>
<td>0.6577</td>
<td>0.6468</td>
<td>-0.0109</td>
<td>0.6353</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>200</td>
<td>0.8784</td>
<td>0.7356</td>
<td>0.738</td>
<td>0.0024</td>
<td>0.7281</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>2000</td>
<td>0.8784</td>
<td>0.8784</td>
<td>0.8774</td>
<td>-0.001</td>
<td>0.8702</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>100</td>
<td>0.8784</td>
<td>0.6577</td>
<td>0.6816</td>
<td>0.0239</td>
<td>0.6692</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>200</td>
<td>0.8784</td>
<td>0.7356</td>
<td>0.7517</td>
<td>0.0161</td>
<td>0.7428</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>2000</td>
<td>0.8784</td>
<td>0.8784</td>
<td>0.8962</td>
<td>0.0178</td>
<td>0.89</td>
</tr>
<tr>
<td>0.2</td>
<td>0.1</td>
<td>100</td>
<td>0.9959</td>
<td>0.9908</td>
<td>0.974</td>
<td>-0.0168</td>
<td>0.9741</td>
</tr>
<tr>
<td>0.2</td>
<td>0.1</td>
<td>200</td>
<td>0.9959</td>
<td>0.9958</td>
<td>0.9912</td>
<td>-0.0046</td>
<td>0.991</td>
</tr>
<tr>
<td>0.2</td>
<td>0.1</td>
<td>2000</td>
<td>0.9959</td>
<td>0.9959</td>
<td>0.9948</td>
<td>-0.0011</td>
<td>0.9937</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>100</td>
<td>0.9959</td>
<td>0.9908</td>
<td>0.9782</td>
<td>-0.0126</td>
<td>0.9784</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>200</td>
<td>0.9959</td>
<td>0.9958</td>
<td>0.9934</td>
<td>-0.0024</td>
<td>0.9935</td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>2000</td>
<td>0.9959</td>
<td>0.9959</td>
<td>0.991</td>
<td>-0.0049</td>
<td>0.9889</td>
</tr>
<tr>
<td>0.2</td>
<td>0.5</td>
<td>100</td>
<td>0.9959</td>
<td>0.9908</td>
<td>0.989</td>
<td>-0.0018</td>
<td>0.9892</td>
</tr>
<tr>
<td>0.2</td>
<td>0.5</td>
<td>200</td>
<td>0.9959</td>
<td>0.9958</td>
<td>0.9809</td>
<td>-0.0149</td>
<td>0.9774</td>
</tr>
<tr>
<td>0.2</td>
<td>0.5</td>
<td>2000</td>
<td>0.9959</td>
<td>0.9959</td>
<td>0.9883</td>
<td>-0.0076</td>
<td>0.9862</td>
</tr>
</tbody>
</table>

Appendix.7 Unequal sample sizes

In the Tables 2.1 to 2.3 of the article, we considered the two class sample sizes to be the same, that is, $n_1 = n_2$. Here, we consider unequal sample sizes such that $n_1$ and $n_2$ are
different fractions of the total sample size. For example, in Table 2.5, we let \( n_1 : n_2 = 2 : 1 \), and in Table 2.6, we let \( n_1 : n_2 = 5 : 1 \). In both case, the Bias is small, as in Table 2.1 of the article. This shows that our sample size determination method is also valid for unequal (class) sample sizes.
Table 2.5: Performance of Optimal and Linear classifiers when $n_1/n_2 = 2$. The values of $\hat{PCC}(n)$ and $\hat{PCC}(n)_{MC}$ are close to each other for various model specifications. Here, $\theta_1 = 0.3$, $h = \theta_1 - \theta_2$, $Size = n_1 + n_2$ ($n_1 : n_2 = 2 : 1$), $m$ is the number of independent SNPs, $\alpha = 0.01$ is the significant level for Wald tests, and $\rho = 1$ is the percentage of the significant SNPs.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$m$</th>
<th>Size</th>
<th>$\hat{PCC}(\infty)$</th>
<th>$\hat{PCC}(n)$</th>
<th>$\hat{PCC}(n)_{MC}$</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>10</td>
<td>60</td>
<td>0.6667</td>
<td>0.6667</td>
<td>0.6473</td>
<td>-0.0194</td>
</tr>
<tr>
<td>0.01</td>
<td>10</td>
<td>200</td>
<td>0.6667</td>
<td>0.6667</td>
<td>0.6637</td>
<td>-0.003</td>
</tr>
<tr>
<td>0.01</td>
<td>10</td>
<td>2000</td>
<td>0.6667</td>
<td>0.6667</td>
<td>0.6665</td>
<td>-0.0002</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>60</td>
<td>0.6668</td>
<td>0.6667</td>
<td>0.6375</td>
<td>-0.0292</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>200</td>
<td>0.6668</td>
<td>0.6667</td>
<td>0.6582</td>
<td>-0.0085</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>2000</td>
<td>0.6668</td>
<td>0.6667</td>
<td>0.6653</td>
<td>-0.0014</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>60</td>
<td>0.6724</td>
<td>0.6667</td>
<td>0.6065</td>
<td>-0.0602</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>200</td>
<td>0.6724</td>
<td>0.6667</td>
<td>0.6216</td>
<td>-0.0451</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>2000</td>
<td>0.6724</td>
<td>0.6667</td>
<td>0.6565</td>
<td>-0.0102</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>60</td>
<td>0.6811</td>
<td>0.6674</td>
<td>0.657</td>
<td>-0.0104</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>200</td>
<td>0.6811</td>
<td>0.6679</td>
<td>0.6583</td>
<td>-0.0096</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>2000</td>
<td>0.6811</td>
<td>0.6777</td>
<td>0.6714</td>
<td>-0.0063</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>60</td>
<td>0.751</td>
<td>0.6684</td>
<td>0.625</td>
<td>-0.0434</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>200</td>
<td>0.751</td>
<td>0.6708</td>
<td>0.6473</td>
<td>-0.0235</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>2000</td>
<td>0.751</td>
<td>0.7333</td>
<td>0.7289</td>
<td>-0.0044</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>60</td>
<td>0.8815</td>
<td>0.6724</td>
<td>0.6403</td>
<td>-0.0321</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>200</td>
<td>0.8815</td>
<td>0.6835</td>
<td>0.6732</td>
<td>-0.0103</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>2000</td>
<td>0.8815</td>
<td>0.8523</td>
<td>0.853</td>
<td>0.0007</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>60</td>
<td>0.9034</td>
<td>0.8515</td>
<td>0.8183</td>
<td>-0.0332</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>200</td>
<td>0.9034</td>
<td>0.9032</td>
<td>0.8853</td>
<td>-0.0179</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>2000</td>
<td>0.9034</td>
<td>0.9034</td>
<td>0.8888</td>
<td>-0.0146</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>60</td>
<td>0.9965</td>
<td>0.9783</td>
<td>0.9643</td>
<td>-0.014</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>200</td>
<td>0.9965</td>
<td>0.9965</td>
<td>0.9934</td>
<td>-0.0031</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>2000</td>
<td>0.9965</td>
<td>0.9965</td>
<td>0.9953</td>
<td>-0.0012</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>60</td>
<td>1</td>
<td>1</td>
<td>0.9817</td>
<td>-0.0183</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>200</td>
<td>1</td>
<td>1</td>
<td>0.9994</td>
<td>-0.0006</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>2000</td>
<td>1</td>
<td>1</td>
<td>0.9999</td>
<td>-0.0001</td>
</tr>
</tbody>
</table>
Table 2.6: Performance of Optimal and Linear classifiers when $n_1/n_2 = 5$. The values of $\hat{PCC}(n)$ and $\hat{PCC}(n)MC$ are close to each other for various model specifications. Here, $\theta_1 = 0.3, h = \theta_1 - \theta_2$, $Size = n_1 + n_2$ ($n_1 : n_2 = 5 : 1$), $m$ is the number of independent SNPs, $\alpha = 0.01$ is the significant level for Wald tests, and $\rho = 1$ is the percentage of the significant SNPs.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$m$</th>
<th>$Size$</th>
<th>$PCC(\infty)$</th>
<th>$PCC(n)$</th>
<th>$PCC(n)MC$</th>
<th>$Bias$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>10</td>
<td>60</td>
<td>0.8333</td>
<td>0.8333</td>
<td>0.7537</td>
<td>-0.0796</td>
</tr>
<tr>
<td>0.01</td>
<td>10</td>
<td>200</td>
<td>0.8333</td>
<td>0.8333</td>
<td>0.8004</td>
<td>-0.0329</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>60</td>
<td>0.8333</td>
<td>0.8333</td>
<td>0.803</td>
<td>-0.0303</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>200</td>
<td>0.8333</td>
<td>0.8333</td>
<td>0.816</td>
<td>-0.0173</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>2000</td>
<td>0.8333</td>
<td>0.8333</td>
<td>0.8324</td>
<td>-0.0009</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>60</td>
<td>0.8333</td>
<td>0.8333</td>
<td>0.7768</td>
<td>-0.0565</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>200</td>
<td>0.8333</td>
<td>0.8333</td>
<td>0.782</td>
<td>-0.0513</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>2000</td>
<td>0.8333</td>
<td>0.8333</td>
<td>0.8294</td>
<td>-0.0039</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>60</td>
<td>0.8338</td>
<td>0.8333</td>
<td>0.8237</td>
<td>-0.0096</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>200</td>
<td>0.8338</td>
<td>0.8334</td>
<td>0.823</td>
<td>-0.0104</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>2000</td>
<td>0.8338</td>
<td>0.8337</td>
<td>0.8324</td>
<td>-0.0013</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>60</td>
<td>0.8497</td>
<td>0.8334</td>
<td>0.7958</td>
<td>-0.0376</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>200</td>
<td>0.8497</td>
<td>0.8334</td>
<td>0.8068</td>
<td>-0.0266</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>2000</td>
<td>0.8497</td>
<td>0.8446</td>
<td>0.8388</td>
<td>-0.0058</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>60</td>
<td>0.9179</td>
<td>0.8335</td>
<td>0.811</td>
<td>-0.0225</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>200</td>
<td>0.9179</td>
<td>0.8344</td>
<td>0.8229</td>
<td>-0.0115</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>2000</td>
<td>0.9179</td>
<td>0.9017</td>
<td>0.8949</td>
<td>-0.0068</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>60</td>
<td>0.9381</td>
<td>0.9207</td>
<td>0.8848</td>
<td>-0.0359</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>200</td>
<td>0.9381</td>
<td>0.9381</td>
<td>0.9159</td>
<td>-0.0222</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>2000</td>
<td>0.9381</td>
<td>0.9381</td>
<td>0.9232</td>
<td>-0.0149</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>60</td>
<td>0.9976</td>
<td>0.992</td>
<td>0.969</td>
<td>-0.023</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>200</td>
<td>0.9976</td>
<td>0.9976</td>
<td>0.9933</td>
<td>-0.0043</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>2000</td>
<td>0.9976</td>
<td>0.9976</td>
<td>0.9962</td>
<td>-0.0014</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>60</td>
<td>1</td>
<td>1</td>
<td>0.9762</td>
<td>-0.0238</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>200</td>
<td>1</td>
<td>1</td>
<td>0.9984</td>
<td>-0.0016</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>2000</td>
<td>1</td>
<td>1</td>
<td>0.9999</td>
<td>-0.0001</td>
</tr>
</tbody>
</table>
In Table 2.1 of the article, we set $\theta_1 = 0.3$ and carried out our simulation study by varying $h$. To show that our method is not sensitive to the choice of $\theta_1$ values, we set $\theta_1 = 0.25$ and 0.5 and for each of these values, we once again carried out the simulation study in Section 2.3.1 by varying $h$. These results are given in Tables 2.7 and 2.8, respectively. Once again, the Bias values are small, as in Table 2.1 of the article.
Table 2.7: Performance of Optimal and Linear classifiers when $\theta_1 = 0.25$. The values of $PCC(n)$ and $PCC(n)MC$ are close to each other for various model specifications. Here, $\theta_1 = 0.25, h = \theta_1 - \theta_2, Size = n_1 + n_2$ (1/2 for $C_1$, 1/2 for $C_2$), $m$ is the number of independent SNPs, $\alpha = 0.01$ is the significant level for Wald tests, and $\rho = 1$ is the percentage of the significant SNPs.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$m$</th>
<th>Size</th>
<th>$PCC(\infty)$</th>
<th>$PCC(n)$</th>
<th>$PCC(n)MC$</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>10</td>
<td>60</td>
<td>0.5209</td>
<td>0.504</td>
<td>0.5022</td>
<td>-0.0018</td>
</tr>
<tr>
<td>0.01</td>
<td>10</td>
<td>200</td>
<td>0.5209</td>
<td>0.5041</td>
<td>0.4995</td>
<td>-0.0046</td>
</tr>
<tr>
<td>0.01</td>
<td>10</td>
<td>2000</td>
<td>0.5209</td>
<td>0.505</td>
<td>0.5032</td>
<td>-0.0018</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>60</td>
<td>0.5464</td>
<td>0.5056</td>
<td>0.4947</td>
<td>-0.0109</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>200</td>
<td>0.5464</td>
<td>0.5058</td>
<td>0.5034</td>
<td>-0.0024</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>2000</td>
<td>0.5464</td>
<td>0.508</td>
<td>0.5084</td>
<td>0.0004</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>60</td>
<td>0.592</td>
<td>0.5087</td>
<td>0.5093</td>
<td>0.0006</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>200</td>
<td>0.592</td>
<td>0.5092</td>
<td>0.5058</td>
<td>-0.0034</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>2000</td>
<td>0.592</td>
<td>0.5141</td>
<td>0.515</td>
<td>0.0009</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>60</td>
<td>0.6069</td>
<td>0.5256</td>
<td>0.5043</td>
<td>-0.0213</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>200</td>
<td>0.6069</td>
<td>0.5338</td>
<td>0.5263</td>
<td>-0.0075</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>2000</td>
<td>0.6069</td>
<td>0.5982</td>
<td>0.5964</td>
<td>-0.0018</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>60</td>
<td>0.7263</td>
<td>0.5398</td>
<td>0.5172</td>
<td>-0.0226</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>200</td>
<td>0.7263</td>
<td>0.561</td>
<td>0.5619</td>
<td>0.0009</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>2000</td>
<td>0.7263</td>
<td>0.7085</td>
<td>0.7098</td>
<td>0.0013</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>60</td>
<td>0.8851</td>
<td>0.5685</td>
<td>0.559</td>
<td>-0.0095</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>200</td>
<td>0.8851</td>
<td>0.6134</td>
<td>0.6252</td>
<td>0.0118</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>2000</td>
<td>0.8851</td>
<td>0.8633</td>
<td>0.8651</td>
<td>0.0018</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>60</td>
<td>0.9211</td>
<td>0.8678</td>
<td>0.8392</td>
<td>-0.0286</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>200</td>
<td>0.9211</td>
<td>0.9208</td>
<td>0.9109</td>
<td>-0.0099</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>2000</td>
<td>0.9211</td>
<td>0.9211</td>
<td>0.9169</td>
<td>-0.0042</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>60</td>
<td>0.999</td>
<td>0.9916</td>
<td>0.981</td>
<td>-0.0106</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>200</td>
<td>0.999</td>
<td>0.999</td>
<td>0.9965</td>
<td>-0.0025</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>2000</td>
<td>0.999</td>
<td>0.999</td>
<td>0.9983</td>
<td>-0.0007</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>60</td>
<td>1</td>
<td>1</td>
<td>0.9853</td>
<td>-0.0147</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>200</td>
<td>1</td>
<td>1</td>
<td>0.9994</td>
<td>-0.0006</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>2000</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 2.8: Performance of Optimal and Linear classifiers when \( \theta_1 = 0.5 \). The values of \( \hat{PCC}(n) \) and \( \hat{PCC}(n)MC \) are close to each other for various model specifications. Here, \( \theta_1 = 0.5, h = \theta_1 - \theta_2, Size = n_1 + n_2 \) (1/2 for \( C_1 \), 1/2 for \( C_2 \)), \( m \) is the number of independent SNPs, \( \alpha = 0.01 \) is the significant level for Wald tests, and \( \rho = 1 \) is the percentage of the significant SNPs.

<table>
<thead>
<tr>
<th>( h )</th>
<th>( m )</th>
<th>( Size )</th>
<th>( PCC(\infty) )</th>
<th>( PCC(n) )</th>
<th>( PCC(n)MC )</th>
<th>( Bias )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>10</td>
<td>60</td>
<td>0.5178</td>
<td>0.5023</td>
<td>0.4992</td>
<td>-0.0031</td>
</tr>
<tr>
<td>0.01</td>
<td>10</td>
<td>200</td>
<td>0.5178</td>
<td>0.5024</td>
<td>0.5005</td>
<td>-0.0019</td>
</tr>
<tr>
<td>0.01</td>
<td>10</td>
<td>2000</td>
<td>0.5178</td>
<td>0.5028</td>
<td>0.5017</td>
<td>-0.0011</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>60</td>
<td>0.5398</td>
<td>0.5033</td>
<td>0.495</td>
<td>-0.0083</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>200</td>
<td>0.5398</td>
<td>0.5034</td>
<td>0.5004</td>
<td>-0.003</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>2000</td>
<td>0.5398</td>
<td>0.5045</td>
<td>0.5035</td>
<td>-0.001</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>60</td>
<td>0.5793</td>
<td>0.5054</td>
<td>0.4972</td>
<td>-0.0082</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>200</td>
<td>0.5793</td>
<td>0.5056</td>
<td>0.5046</td>
<td>-0.001</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>2000</td>
<td>0.5793</td>
<td>0.5081</td>
<td>0.5122</td>
<td>0.0041</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>60</td>
<td>0.5887</td>
<td>0.5138</td>
<td>0.5048</td>
<td>-0.009</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>200</td>
<td>0.5887</td>
<td>0.5177</td>
<td>0.5161</td>
<td>-0.0016</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>2000</td>
<td>0.5887</td>
<td>0.5622</td>
<td>0.5737</td>
<td>0.0115</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>60</td>
<td>0.6919</td>
<td>0.5219</td>
<td>0.5193</td>
<td>-0.0026</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>200</td>
<td>0.6919</td>
<td>0.532</td>
<td>0.5513</td>
<td>0.0193</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>2000</td>
<td>0.6919</td>
<td>0.636</td>
<td>0.6605</td>
<td>0.0245</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>60</td>
<td>0.842</td>
<td>0.5381</td>
<td>0.5483</td>
<td>0.0102</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>200</td>
<td>0.842</td>
<td>0.5598</td>
<td>0.5902</td>
<td>0.0304</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>2000</td>
<td>0.842</td>
<td>0.7564</td>
<td>0.7969</td>
<td>0.0405</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>60</td>
<td>0.825</td>
<td>0.6676</td>
<td>0.7005</td>
<td>0.0329</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>200</td>
<td>0.825</td>
<td>0.8044</td>
<td>0.8034</td>
<td>-0.001</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>2000</td>
<td>0.825</td>
<td>0.825</td>
<td>0.8197</td>
<td>-0.0053</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>60</td>
<td>0.9816</td>
<td>0.824</td>
<td>0.875</td>
<td>0.051</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>200</td>
<td>0.9816</td>
<td>0.9721</td>
<td>0.9715</td>
<td>-0.0006</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>2000</td>
<td>0.9816</td>
<td>0.9816</td>
<td>0.9792</td>
<td>-0.0024</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>60</td>
<td>1</td>
<td>0.9676</td>
<td>0.9587</td>
<td>-0.0089</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>200</td>
<td>1</td>
<td>0.9999</td>
<td>0.9977</td>
<td>-0.0022</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>2000</td>
<td>1</td>
<td>1</td>
<td>0.9997</td>
<td>-0.0003</td>
</tr>
</tbody>
</table>
APPENDIX.9 \( \hat{PCC}(n)\)MC CALCULATIONS FOR DEPENDENT SNPs

In Section 2.2.1 of the article, we assumed that the data vector consists of \( m \) independent SNPs. To determine the effect of relaxing the assumption of “independence” between \( m \) SNPs, we calculated the Monte Carlo based estimates, \( \hat{PCC}(n)\)MC, by randomly generating SNP datasets with different correlations between them. More specifically, we randomly generated values (0,1, or 2) for the first SNP with \( n = 60 \) and 200. To generate values for the second SNP such that it has, say, 10% correlation with the first SNP, we generated a uniform random number \( U \) for each observation. If \( U < 0.1 \), then we assigned the same value as for first SNP for that observation; otherwise, we randomly generated a value (0,1 or 2) using the \( \theta \) value. Similarly, we constructed the values for \( m \) SNPs. In Table 2.9 below, we give \( \hat{PCC}(n)\)MC values for various specifications of \( h, m, \) and \( n \), and correlations (between SNPs) ranging from 0% to 50%. This table shows that the \( \hat{PCC}(n)\)MC values are similar for almost all correlations, indicating that correlation between SNPs does not severely impact the values of \( \hat{PCC}(n)\)MC.
Table 2.9: Performance of $\hat{PCC}(n)$MC when SNPs are correlated. Here, $\theta_1 = 0.3, h = \theta_1 - \theta_2,$ Size $= n_1 + n_2$ (1/2 for $C_1$, 1/2 for $C_2$), $m$ is the number of SNPs, $\alpha = 0.01$ is the significant level for Wald tests, and $\rho = 1$ is the percentage of the significant SNPs.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$m$</th>
<th>$n$</th>
<th>0%</th>
<th>10%</th>
<th>20%</th>
<th>30%</th>
<th>40%</th>
<th>50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>10</td>
<td>60</td>
<td>0.5008</td>
<td>0.5000</td>
<td>0.4990</td>
<td>0.5023</td>
<td>0.4995</td>
<td>0.5018</td>
</tr>
<tr>
<td>0.01</td>
<td>10</td>
<td>200</td>
<td>0.5008</td>
<td>0.4995</td>
<td>0.5002</td>
<td>0.5006</td>
<td>0.5018</td>
<td>0.5003</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>60</td>
<td>0.5045</td>
<td>0.5030</td>
<td>0.5018</td>
<td>0.4997</td>
<td>0.5000</td>
<td>0.4977</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>200</td>
<td>0.5011</td>
<td>0.5036</td>
<td>0.5029</td>
<td>0.5040</td>
<td>0.5012</td>
<td>0.4997</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>60</td>
<td>0.5073</td>
<td>0.5090</td>
<td>0.4993</td>
<td>0.5002</td>
<td>0.4977</td>
<td>0.4982</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>200</td>
<td>0.5020</td>
<td>0.5137</td>
<td>0.5052</td>
<td>0.5039</td>
<td>0.5042</td>
<td>0.5060</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>60</td>
<td>0.5117</td>
<td>0.5055</td>
<td>0.5072</td>
<td>0.5045</td>
<td>0.5083</td>
<td>0.5048</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>200</td>
<td>0.5128</td>
<td>0.5264</td>
<td>0.5228</td>
<td>0.5173</td>
<td>0.5158</td>
<td>0.5175</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>60</td>
<td>0.5250</td>
<td>0.5232</td>
<td>0.5300</td>
<td>0.5277</td>
<td>0.5283</td>
<td>0.5195</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>200</td>
<td>0.5494</td>
<td>0.5567</td>
<td>0.5517</td>
<td>0.5428</td>
<td>0.5473</td>
<td>0.5419</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>60</td>
<td>0.5642</td>
<td>0.5505</td>
<td>0.5552</td>
<td>0.5615</td>
<td>0.5497</td>
<td>0.5443</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>200</td>
<td>0.6113</td>
<td>0.6069</td>
<td>0.6076</td>
<td>0.6048</td>
<td>0.6035</td>
<td>0.5941</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>60</td>
<td>0.7795</td>
<td>0.7695</td>
<td>0.7517</td>
<td>0.7635</td>
<td>0.7278</td>
<td>0.7273</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>200</td>
<td>0.8670</td>
<td>0.8480</td>
<td>0.8264</td>
<td>0.8068</td>
<td>0.7863</td>
<td>0.7656</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>60</td>
<td>0.9558</td>
<td>0.9455</td>
<td>0.9398</td>
<td>0.9207</td>
<td>0.8993</td>
<td>0.8803</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>200</td>
<td>0.9914</td>
<td>0.9868</td>
<td>0.9789</td>
<td>0.9670</td>
<td>0.9519</td>
<td>0.9292</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>60</td>
<td>0.9773</td>
<td>0.9800</td>
<td>0.9795</td>
<td>0.9708</td>
<td>0.9747</td>
<td>0.9678</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>200</td>
<td>0.9992</td>
<td>0.9992</td>
<td>0.9988</td>
<td>0.9983</td>
<td>0.9964</td>
<td>0.9956</td>
</tr>
</tbody>
</table>
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Determination of sample size for a multi-class classifier based on single-nucleotide polymorphisms: A Volume Under the Surface approach\textsuperscript{2}
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Abstract

Data on single-nucleotide polymorphism (SNP) have been found to be useful in predicting phenotypes ranging from an individual’s class membership to his/her risk of developing a disease. In multi-class classification scenarios, clinical samples are often limited by cost constraints, making it necessary to determine an adequate sample size needed to build a classifier based on SNPs. The performance of such classifiers can be assessed using the Area Under the Receiver Operating Characteristic (ROC) Curve (AUC) for two classes and the Volume Under the ROC hyper-Surface (VUS) for three or more classes. Sample size determination made based on AUC or VUS would not only guarantee an overall correct classification rate, but also make the studies more cost-effective.

For coded SNP data from $D(\geq 2)$ classes, we derive an optimal Bayes classifier and a linear classifier, and obtain a normal approximation to the probability of correct classification for each classifier. These approximations are used to evaluate the associated AUCs or VUSs, whose performances are then validated via Monte Carlo simulations. We give an algorithm for sample size determination, which ensures that the difference between the two approximate AUCs (or VUSs) is below a pre-specified threshold. The performance of this algorithm is also illustrated via simulations. For the HapMap data with three and four populations, a linear classifier is built using 92 independent SNPs and the required total sample sizes are determined for various threshold values. We also illustrate the usefulness of our sample size determination algorithm in a prediction problem using a Heterogeneous Stock Mice data, where the continuous variable Anxiety is categorized into three groups, whereas the variable Obesity BMI is categorized into four groups, and then a linear classifier is built based on 348 SNPs for each variable.

Key words and Phrases: Area Under the Receiver Operating Characteristic Curve; Classification; Hapmap data; Heterogeneous Stock Mice data; Probability of correct classification; Receiver Operating Characteristic; Sample Size Determination;
3.1 Introduction

Data on single-nucleotide polymorphisms (SNPs) have been found to be useful in predicting an individual’s class membership or his/her response to a drug, susceptibility to environmental factors such as toxins, and risk of developing a particular disease, among others (Guzzetta, Jurman and Furlanello, 2010; Lee and others, 2008; Nunkesser and others, 2007; Wray, Goddard and Visscher, 2007; Zhou, 2007). In the classification literature, there are a variety of classifiers (e.g., Support Vector Machine, genetic programming, Neural Networks and Logistic Regression) and sample size determination methods (De Valpine and others, 2009; Dobbin and Simon, 2005, 2007; Dobbin, Zhao and Simon, 2008; and Mukherjee and others, 2003), but the latter methods are mostly applicable for continuous data.

For coded SNP data from two classes, recently Liu et al. (2012) developed an optimal Bayes classifier and a linear classifier, and obtained a normal approximation to the probability of correct classification ($PCC$) for each classifier. They also proposed an algorithm to determine an adequate sample size, which ensures that the difference between the two approximate $PCC$s is below a pre-specified threshold value. Via Monte Carlo simulations, Liu et al. (2012) assessed the performance of their approximations and illustrated the performance of their sample size determination algorithm using simulations and an application to Hapmap data on Chinese and Japanese populations.

While Liu et al. (2012)’s sample size determination criterion based on approximate $PCC$s performed well, they remarked (see their REMARK1) that the choice of their discrimination value for their classifiers requires further maximization, which places additional an computational burden. Such choices of discrimination values become even more complicated, when there are three or more classes. A well known way to overcome this problem in a two-class scenario is to consider the Receiver Operating Characteristic ($ROC$) curve, which plots the
True Positive Rates vs. False Positives Rates, at various discrimination values (Metz, 1978; Fawcett, 2005). Note that the ROC allows the discrimination value to be varied, and explores all possible combinations of the correct classification rates (Landgrebe and Duin, 2007). The Area Under the ROC curve (AUC) is commonly used as a scalar performance measure, which allows classifiers to be compared independent of discrimination values. However, the AUC is only applicable in a two-class case. A popular multi-class extension of the AUC measure is known as the Volume Under the ROC hyper-Surface (VUS) (see e.g., Landgrebe and Duin, 2007 and Landgrebe and Paclik, 2010).

This article revisits the problem of sample size determination, when a coded SNP data is observed, but uses AUC and VUS as performance measures for two-class and multi-class cases, respectively. More specifically, for a coded SNP data from $D \geq 2$ classes, in Section 3.2.2 we derive an optimal Bayes classifier and obtain a normal approximation to the probability of correct classification, denoted by $PCC(\infty)$, based on the assumptions made in Section 3.2.1. In Section 3.2.3, We derive a linear classifier and, once again, obtain a normal approximation the probability of correct classification, denoted by $PCC(\vec{n})$. For an overall assessment of each of the classifiers, in Section 3.2.4 we define the scalar measures, AUC for two-class and VUS for multi-class, whereas the computations of $AUC(\infty), AUC(\vec{n}), VUS(\infty)$ and $VUS(\vec{n})$ are described in Section 3.2.5. In Section 3.2.6, for the two-class case, we propose to determine the sample size $n$ for which $AUC(\infty) - AUC(\vec{n}) < \gamma$, or $AUC(\vec{n}) > \gamma'$ for a pre-specified threshold value $\gamma$ or $\gamma'$. Similarly, for the multi-class case, we propose to determine the sample size $n$ for which $VUS(\infty) - VUS(\vec{n}) < \gamma$, or $VUS(\vec{n}) > \gamma'$ for a pre-specified threshold value $\gamma$ or $\gamma'$. A computational algorithm to determine the sample sizes for various values of $\gamma$ (or $\gamma'$) is given in Section 3.3.1. While Monte Carlo simulations given in Section 3.3.1 corroborate our theory, the performance of sample size determination algorithm is assessed by applying it to the HapMap data consisting of 3 and 4 populations, respectively.
Whereas classification of an observation into one of $D$ classes based on a coded SNP data is important, predicting the value of a future phenotype based on SNP data are also of interest. Lee and others, 2008 predicted three traits of stock mouse, including coat color (measure of darkness), percentage of $CD8^+$ cells and mean cellular haemoglobin, using an additive genetic model. Wray and others, 2007 built a model to predict the risk of a disease. Wei and others, 2009 predicted the risk of type 1 diabetes using the support vector machine. Lorenzana and Bernarodo (2009) predicted plant traits, such as, plant height, ear height, root lodging, and so on, using multiple linear regression and best linear unbiased prediction. De Roos and others (2009) built a model to predict the breeding value of bulls. While there is an abundance of literature on prediction, there is no research on the determination of sample size required for prediction based on SNPs. For quantitative trait prediction, we can divide the values of a trait into several classes possibly of equal width, turning it into a multi-class classification problem. In fact, in Section 3.3.2, we illustrate the usefulness of our sample size determination algorithm described above in a prediction problem using a Heterogeneous Stock Mice data, where the continuous variable, Anxiety, is categorized into 3 classes using two cut-off points based on its distribution and Obesity BMI is categorized into four classes using its quartiles, and then a linear classifier is built based on 348 SNPs. The R code for our computational algorithm is available under journal’s supplementary information site.

3.2 Methods

3.2.1 Assumptions

Suppose there are $D(\geq 2)$ distinct classes denoted by $C_1, \ldots, C_D$, consisting of $n_1, \ldots, n_D$ subjects, respectively. The basic assumptions made below are same as those in Liu et al. (2012), but we list them for completeness sake. For each subject, we observe a $p$-dimensional SNP vector, $\bar{x} = (x_1, x_2, \ldots, x_p)'$, where typically $p$ is much larger ($>>$) than $\sum_{i=1}^{D} n_i$, and the $j$th SNP is coded in such a way $x_j = 0, 1, 2$, which denotes the number of minor alleles in the genotype “aa”, “Aa” and “AA”, respectively. It is possible that some of the SNPs are
highly correlated, leading us to choose one SNP to represent a set of highly correlated ones. For classification and sample size determination, the following assumptions hold throughout the article:

1. The data vector is, $\vec{x} = (x_1, \ldots, x_m)'$, consisting only of $m \gg n_1 + n_2 + \ldots + n_D$ statistically independent SNPs; the rest of the $(p - m)$ SNPs are not used for classification.

2. For each $k = 1, \ldots, D$ and $j = 1, \ldots, m$, we postulate the Hardy-Weinberg equilibrium, according to which the probability mass function of the coded SNP $(X_j)$ belonging to class $k$ is given by

$$P_k(X_j = x_j|\theta_{k,j}) = \left(\begin{array}{c} 2 \\ x_j \end{array}\right) \theta_{k,j}^{x_j} (1 - \theta_{k,j})^{2-x_j}, \quad x_j = 0, 1, 2,$$

where, by the definition of SNP, $\theta_{k,j} \in (0.01, 0.5)$. Here, $\theta_{k,j} < 0.5$ because it is the minor allele frequency and $\theta_{k,j} > 0.01$ ensures that the polymorphism is not a mutation. For each $k = 1, \ldots, D$, let $\vec{\theta}_k = (\theta_{k,1}, \ldots, \theta_{k,m})'$ denote the parameter vector corresponding to the class $C_k$.

3. There is a percentage $\rho$ of the $m$ SNPs with marginal effect on any two classes. Let $l = \lfloor \rho m \rfloor$ SNPs with marginal effects. Furthermore, for any $(D - 1) \times 1$ real vector $\vec{\beta} \neq \vec{0}$ assume that $\sum_{j=1}^{l} \left[ \sum_{k' = 1, k' \neq k}^{D} \beta_{k'} \log\left(\frac{\theta_{k,j} (1 - \theta_{k',j})}{\theta_{k',j} (1 - \theta_{k,j})}\right) \right]^2 \to \infty$, as $l \to \infty$.

3.2.2 The optimal classifier and its PCC

By the assumptions above, the conditional mass function of $\vec{X} = (X_1, \ldots, X_l)'$ given the class $C_k$, $k = 1, \ldots, D$, is

$$f_k(\vec{X} = \vec{x} | \vec{\theta}_k) = \prod_{j=1}^{l} \left\{ \left(\begin{array}{c} 2 \\ x_j \end{array}\right) \theta_{k,j}^{x_j} (1 - \theta_{k,j})^{2-x_j} \right\}.$$

For each $1 \leq k \leq D$ and $f(\vec{x}) = \sum_{k=1}^{D} \pi_k f_k(\vec{x} | \vec{\theta}_k)$, the posterior mass function of the class $C_k$ given $\vec{x}$ is

$$\tau_k(\vec{\theta}_k | \vec{x}) = \frac{\pi_k f_k(\vec{x} | \vec{\theta}_k)}{f(\vec{x})}.$$
For any fixed $k = 1, \ldots, D$, the Bayes classification rule then classifies $\vec{x}$ to $C_k$ if
\[
\frac{\tau_k(\vec{\theta}_k|\vec{x})}{\tau_{k'}(\vec{\theta}_{k'}|\vec{x})} > 1
\] (3.1)
for all $k' \neq k$, which, after some algebra, is
\[
\log\left(\frac{\tau_k(\vec{\theta}_k|\vec{x})}{\tau_{k'}(\vec{\theta}_{k'}|\vec{x})}\right) = \sum_{j=1}^{l} b^j_{k,k'} x_j - K_{k,k'} > 0,
\] (3.2)
where
\begin{align*}
b^j_{k,k'} &= \log\left(\frac{\theta_{k,j}}{\theta_{k',j}}\right) = \log\left(\frac{\theta_{k,j}(1 - \theta_{k',j})}{\theta_{k',j}(1 - \theta_{k,j})}\right), \\
K_{k,k'} &= \log\left(\frac{\pi_{k'}}{\pi_k}\right) + 2 \log\left(\frac{1 - \theta_{k',j}}{1 - \theta_{k,j}}\right).
\end{align*}
(3.3)

Then, (3.2) leads to the optimal classifier, which classifies $\vec{x}$ to $C_k$ if
\[
\sum_{j=1}^{l} b^j_{k,k'} x_j > K_{k,k'}
\] (3.4)
for all $k' \neq k$. Then, the PCC of the optimal classifier is defined as
\[
PCC(\infty) = \sum_{k=1}^{D} \pi_k P\left(\bigcap_{k' \neq k} \left\{ \sum_{j=1}^{l} b^j_{k,k'} x_j > K_{k,k'} \right\} | \vec{X} \in C_k\right).
\]

To obtain an approximation for $PCC(\infty)$, fix $k$ ($= 1, \ldots, D$) and consider the $(D-1) \times 1$ vector $\vec{Y}_{l,k}$ with components $Y_{l,k}(k') = \sum_{j=1}^{l} b^j_{k,k'} x_j$, for $k' \neq k$. Then, by the assumptions in Section 3.2.1, the mean of $\vec{Y}_{l,k}$, $\vec{\mu}_{l,k} = E(\vec{Y}_{l,k})$, is a $(D-1) \times 1$ vector with components $\mu_{l,k}(k') = \sum_{j=1}^{l} 2 \theta_{k,j} b^j_{k,k'}$, and the Covariance of $\vec{Y}_{l,k}$, $\Sigma_{l,k} = Cov(\vec{Y}_{l,k})$, is a $(D-1) \times (D-1)$ matrix with its $(k', k'')$-th element, $Cov(Y_{l,k}(k'), Y_{l,k}(k'')) = \sum_{j=1}^{l} 2 \theta_{k,j} (1 - \theta_{k,j}) b^j_{k,k'} b^j_{k,k''}$ for $k \neq k', k''$.

Then, for any $(D-1) \times 1$ real vector $\vec{\beta}$ and for each $k$, ,
\[
\frac{\vec{\beta}' \vec{Y}_{l,k} - \vec{\beta}' \vec{\mu}_{l,k}}{\sqrt{\vec{\beta}' \Sigma_{l,k} \vec{\beta}}} \Rightarrow N(0, 1) \quad \text{as} \quad l \to \infty;
\]
see Appendix 1 for details. Then, by the Cramér-Wold device (see Billingsley, 1995, Theorem 29.4) we have that, for large \( l \)

\[
\bar{Y}_{l,k} \approx N(\bar{\mu}_{l,k}, \Sigma_{l,k}),
\]

(3.5)

where \( N \) denotes the \((D - 1)\)-dimensional multivariate normal distribution.

Note from (3.3) that

\[ K_{k',k''} = -K_{k'',k'} \quad \text{and} \quad \sum'_{k=s} K_{k,(k+1)} = K_{s,t+1} \quad \text{for any} \quad s, t = 1, \ldots, D - 1 \quad \text{with} \quad s \leq t. \]

Let \( K_{i,i+1} = K_i \) for \( i = 1, \ldots, D - 1 \) and define

\[
\bar{K}_1 = \begin{pmatrix}
K_1 \\
K_1 + K_2 \\
\vdots \\
K_1 + K_2 + \ldots + K_{D-1}
\end{pmatrix}_{(D-1) \times 1}
\]

(3.6)

Then, for \( k = 2, \ldots, D \), it can be shown that

\[
\bar{K}_k = \bar{K}_{(k-1)} - K_{(k-1)} \bar{1} - K_{(k-1)} \bar{e}_{(k-1)}
\]

(3.7)

where \( \bar{1} = (1, 1, \ldots, 1)' \) and \( \bar{e}_{k-1} = (0, \ldots, 0, 1, 0, \ldots, 0)' \) with 1 in the \((k - 1)\)-th position and 0 elsewhere. Now, for any \((D - 1) \times 1\) vector \( \bar{K} \), define

\[
\tilde{\Phi}(\bar{K}; \bar{\mu}, \Sigma) = \int_{\bar{K}}^{\infty} \phi(\bar{x}; \bar{\mu}, \Sigma)d\bar{x},
\]

(3.8)

where \( \phi \) is the \((D - 1)\)-dimensional multivariate normal density and \( \int_{\bar{K}}^{\infty} \) is a multiple integral.

Then, by (3.5) and (3.8), for large \( l \)

\[
PCC(\infty) = \sum_{k=1}^{D} \pi_k P(\bar{Y}_{l,k} > \bar{K}_k | \bar{X} \in C_k) \\
\approx \sum_{k=1}^{D} \pi_k \tilde{\Phi}(\bar{K}_k; \bar{\mu}_{l,k}, \Sigma_{l,k}).
\]

(3.9)

We give an expression for (A.5) for the case \( D = 3 \) in Appendix 4.
3.2.3 A linear classifier and its PCC

The optimal classifier in (3.4) suggests considering the following linear classifier, which classifies \( \bar{x} \) to \( C_k \) if

\[
\sum_{j=1}^{m} \hat{b}_{k,k'}^j w_{j,n}(k, k') x_j > \hat{K}_{k,k'}
\]

for all \( k' \neq k \), where \( \hat{b}_{k,k'}^j = \log(\hat{\theta}_{k,j}(1-\hat{\theta}_{k',j})) \), \( \hat{\theta}_{k,j} \) and \( \hat{\theta}_{k',j} \) are the maximum likelihood estimators of \( \theta_{k,j} \) and \( \theta_{k',j} \), respectively, and for each \( j = 1, \ldots, m \), if the SNP \( x_j \) is determined to have a marginal effect on \( C_k \& C_{k'} \) by a test of hypothesis \( H_{0,j}^{k,k'} : \theta_{k,j} = \theta_{k',j} \) versus \( H_{1,j}^{k,k'} : \theta_{k,j} \neq \theta_{k',j} \), then \( w_{j,n}(k, k') = 1 \) if \( H_{0,j}^{k,k'} \) is rejected; else \( w_{j,n}(k, k') = 0 \). In Appendix 2, we use large sample theory to derive a Wald test of level \( \alpha \) to test \( H_{0,j}^{k,k'} \) versus \( H_{1,j}^{k,k'} \), and an expression for the power, \( 1 - \beta_{j}^{k,k'}(n_k, n_{k'}, h_j) \), of this test, when \( \theta_{k,j} - \theta_{k',j} = h_j \). The power, \( 1 - \beta_{j}^{k,k'}(n_k, n_{k'}, h_j) \), of the test is determined using a non-central Chi-square distribution with a non-centrality parameter, which depends on \( n_k + n_{k'} \) and \( h_j \); see Appendix 2 for details.

Then, it can be shown that

\[
P(\text{Reject } H_{0,j}^{k,k'}) = P(\text{Reject } H_{0,j}^{k,k'} | H_{0,j}^{k,k'}) P(H_{0,j}^{k,k'})
\]

\[
+ P(\text{Reject } H_{0,j}^{k,k'} | H_{1,j}^{k,k'}) P(H_{1,j}^{k,k'})
\]

\[
= [\rho(1 - \beta_{j}^{k,k'}(n_k, n_{k'}, h)) + (1 - \rho)\alpha] \tilde{\eta}_j^{k,k'}
\]

(3.11)

where \( \rho \) is from Assumption 3 in Section 3.2.1 and \( \tilde{\eta}_j^{k,k'} \) depends on \((n_k, n_{k'})\). Therefore, from the definition of \( w_{j,n}(k, k') \) above,

\[
E(w_{j,n}(k, k')) = E((w_{j,n}(k, k'))^2) = P(\text{Reject } H_{0,j}^{k,k'}) = \tilde{\eta}_j^{k,k'}.
\]

As in Section 3.2.2, consider the \((D - 1) \times 1\) vector \( \tilde{Y}_{n,m,k}^{k'} \) with components \( \tilde{Y}_{n,m,k}(k') = \sum_{j=1}^{m} \hat{b}_{k,k'}^j w_{j,n}(k, k') x_j \), for \( k' \neq k \). Then, by the assumptions in Section 3.2.1 and that \( (\hat{b}_{k,k'}^j - b_{k,k'}^j) = O(n^{-1/2}) \), it is shown in Appendix 3 that the mean, \( E(\tilde{Y}_{n,m,k}) = \tilde{\mu}_{m,k} \), is a \((D - 1) \times 1\) vector with components \( \tilde{\mu}_{m,k}(k') \approx \sum_{j=1}^{m} 2\theta_{k,j} \hat{b}_{k,k'}^j \tilde{\eta}_j^{k,k'} \). Similarly, we also compute an
approximate expression for the \((D - 1) \times (D - 1)\) Covariance matrix of \(\tilde{Y}_{n,m,k}\), denoted by \(\tilde{\Sigma}_{m,k}\). See Appendix 3 for these details.

For simplicity, assume that \(\tilde{K}_{k,k'}\) in (3.10) also satisfies the same properties as \(K_{k,k'}\) in (3.4); that is, \(\tilde{K}_{k',k''} = -K_{k'',k'}\) and \(\sum_{t=s}^{t} \tilde{K}_{k,(k+1)} = \tilde{K}_{s,t+1}\) for any \(s, t = 1, \ldots, D - 1\) with \(s \leq t\). Let \(\tilde{K}_{i,i+1} = \tilde{K}_{i}\) for \(i = 1, \ldots, D - 1\), and define \(\tilde{K}\) and \(\tilde{K}\) as in (3.6) and (3.7), respectively. Then, once again, as in (3.5), for large \(m\) we can show that \(\tilde{Y}_{n,m,k} \approx N(\tilde{\mu}_{m,k}, \tilde{\Sigma}_{m,k})\).

Then, as in (A.5), the PCC of the linear classifier and its approximation are given by

\[
PCC(\tilde{n}) = \sum_{k=1}^{D} \pi_{k}P(\tilde{Y}_{n,m,k} > \tilde{K}_{k} | \tilde{X} \in C_k)
\approx \sum_{k=1}^{D} \pi_{k}\Phi(\tilde{K}_{k}; \tilde{\mu}_{m,k}, \tilde{\Sigma}_{m,k}).
\]

(3.12)

Note that \(PCC(\tilde{n})\) depends on \(\tilde{n} = (n_1, \ldots, n_D)'\) through \((\tilde{\mu}_{m,k}, \tilde{\Sigma}_{m,k})\), which depend on \(\{\tilde{\eta}_{j}^{k,k'}; k, k' = 1, \ldots, D\}\); see Appendix 3. We give an expression for (3.12) for the case \(D = 3\) in Appendix 4.

3.2.4 AUC & VUS FOR THE OPTIMAL AND LINEAR CLASSIFIERS

For any \((k, k')\), define

\[
\xi_{k,k'} = P(Classify \tilde{X} to C_{k'} | \tilde{X} \in C_k).
\]

Then, for the optimal classifier in (3.4) we have from (A.5) that

\[
\xi_{k,k} = P(\tilde{Y}_{l,k} > \tilde{K}_{k} | \tilde{X} \in C_k) \approx \Phi(\tilde{K}_{k}; \tilde{\mu}_{l,k}, \tilde{\Sigma}_{l,k})
\]

(3.13)

and for the linear classifier in (3.10) we have from (3.12) that

\[
\tilde{\xi}_{k,k} = P(\tilde{Y}_{n,m,k} > \tilde{K}_{k} | \tilde{X} \in C_k) \approx \Phi(\tilde{K}_{k}; \tilde{\mu}_{m,k}, \tilde{\Sigma}_{m,k}),
\]

for \(k = 1, \ldots, D\). When \(D = 2\), the ROC(\(\infty\)) for two classes is the curve of \(\xi_{2,2}\) vs. \((1 - \xi_{1,1})\) for the optimal classifier. Then, the AUC(\(\infty\)) is

\[
AUC(\infty) = \int \xi_{2,2}d\xi_{1,1}.
\]
However, when the number of classes $D \geq 3$, we need to consider the volume under the ROC hypersurface. Following the work of Landgrebe and Duin (2007), the $VUS$ is defined as

$$VUS(\infty) = \int \ldots \int \xi_{D,D}d\xi_{1,1}\xi_{2,2}\ldots\xi_{D-1,D-1}$$

$$= \int \ldots \int \xi_{D,D}\left|\frac{\partial(\xi_{1,1},\xi_{2,2},\ldots,\xi_{D-1,D-1})}{\partial(K_1,K_2,\ldots,K_{D-1})}\right|dK_1\ldots dK_{D-1}.$$ 

We replace $\xi_{k,k}$ by $\tilde{\xi}_{k,k}$ in the above definitions of $ROC$, $AUC$ and the $VUS$ for the linear classifier in (3.10), and we denote the resulting ones as $AUC(\vec{n})$ and $VUS(\vec{n})$. We give an expression for (3.13) and (3.14) for the case $D = 3$ in Appendix 4.

### 3.2.5 Computation method of VUS

Here, we describe the computation of the high dimensional integration in $VUS(\infty)$; see (3.14). We will denote $\xi_k = \xi_{k,k}$, $k = 1, \ldots, D$ for this discussion. First, we randomly generate the thresholds $\vec{K} = (K_1, K_2, \ldots, K_{D-1})$ (see (3.6)) and compute the corresponding $\vec{\xi} = (\xi_1, \xi_2, \ldots, \xi_D)'$ satisfying (3.13). Note that the $\vec{\xi}$ contributes to the integration in $VUS$, only if all the $\xi_k$’s are positive. To find as many $\vec{\xi}$’s that contribute to the integration, we use the ant colony optimization algorithm, where only the $\vec{K}$’s corresponding to the $\vec{\xi}$’s that contribute to the integration are retained, but these are perturbed by a small noise and the resulting $K$’s are used as seed for the next iteration. Then, we use the genetic algorithm to obtain another set of $\vec{\xi}$ located in a different region in $(0,1)^k$ that also contribute to the integration. We use the ant colony algorithm and the genetic algorithm alternatively to eventually generate a dense set of $\vec{\xi} \in (0,1)^k$ that contribute to the integration. Note that the process is such that the newly generated $\vec{\xi}$’s are appended to all the previously generated $\vec{\xi}$’s.

To compute the volume, $VUS(\infty)$, we use the convexhull function in qhull R-package. However, the convexhull function can find the convex hull of the $D$-dimension points and compute the volume of the convex hull. Therefore, to compute the volume (under the $\vec{\xi}$’s), $VUS(\infty)$, a base of $\vec{\xi}$ (same as $\vec{\xi}$ except that one of the components, e.g. the first component, is set 0) is appended to original $\vec{\xi}$. Since in each iteration the new $\vec{\xi}$’s are appended to the old $\vec{\xi}$ from the
previous iterations, and the VUS is concave, the computed VUS is supposed increase with each iteration. We stop appending new $\xi$’s when $|VUS(old) - VUS(new)| < 0.001$ and when this criterion is satisfied, we get the value of $VUS(\infty)$. The $AUC(\infty), AUC(\bar{n}), VUS(\bar{n})$ are computed in a similar way.

### 3.2.6 Sample Size determination using VUS or AUC

Given a threshold $\gamma$, we determine the sample size is $n$ satisfying the following condition:

$$VUS(\infty) - VUS(\bar{n}) < \gamma$$

(3.15)

We can also define an alternative criterion, which determines $n$ satisfying $VUS(\bar{n}) > \gamma'$, for a $\gamma'$. For $D = 2$ case, an analogous sample size determination criteria can be defined using $AUC(\infty)$ and $AUC(\bar{n})$. A simulation for the case $D = 2$ is carried out in Appendix 5 to study the performance of our sample size determination algorithm.

### 3.3 Numerical Results

### 3.3.1 Monte Carlo simulations

Before we illustrate the performance of our sample size determination algorithm based on $AUC$ or $VUS$, we present below results from elaborate Monte Carlo simulations conducted to verify the accuracy of the approximation for $AUC(\bar{n})$ and $VUS(\bar{n})$, and study its behavior as a function of $n$ and other parameters. Here, we present numerical assessments based on $VUS$ for 3 and 4 classes, but those based on $AUC$ for two classes are given in Appendix 5. Henceforth, we will set $n_k = n$ for all $k = 1, \ldots, D$, and we will use $n$ instead of $\bar{n}$ to simplify notations.

When $D = 3$, we consider the following simulation set up: For $\tilde{\theta}_1 = (\theta_{1,1}, \ldots, \theta_{1,m})'$, let $\theta_{1,j} \sim U(0.4, 0.49), j = 1, \ldots, m$; for a specified scalar value $h$, let $\tilde{h}_1, \tilde{h}_2$ be such that its components $h_{i,j} \sim U(h-0.002, h+0.002), i = 1, 2; j = 1, \ldots, m$; and let $\tilde{\theta}_2 = \tilde{\theta}_1 - \tilde{h}_1, \tilde{\theta}_3 = \tilde{\theta}_2 -
First, we generate a \((\tilde{\theta}_1, \tilde{\theta}_2, \tilde{\theta}_3)\) according to the above set up, and then generate the data \(\tilde{x}\) for each class. We then compute \(\hat{VUS}(\infty)\) and \(\hat{VUS}(n)\), which are based on approximations in (A.5) and (3.12), respectively. For this \((\tilde{\theta}_1, \tilde{\theta}_2, \tilde{\theta}_3)\), we then draw twenty \(\tilde{x}\) data sets, and calculate a Monte Carlo estimate, denoted by \(\hat{VUS}(n)\)MC. This process was repeated 20 times in order to compute the average correct classification frequency, \(\hat{VUS}(n)\)MC, given in Table 3.1. It is evident from Table 3.1 that the \(\text{Bias} = \hat{VUS}(n)\)MC \(- \hat{VUS}(n)\) is negligible in most cases, thereby validating the use of our approximation for \(VUS(n)\). Table 3.1 also gives similar results for the case \(D = 4\). Note that for a random classifier, the \(VUS(\infty) = 1/D!\), which is the lower bound of \(VUS(\infty)\) for any classifier.
Table 3.1: Performance of Optimal and Linear classifiers. Here, $D = 3$ and 4, $\tilde{\theta}_1 = (\theta_{1,1}, \ldots, \theta_{1,m})'$, let $\theta_{1,j} \sim U(0.4, 0.49), j = 1, \ldots, m$; for a specified scalar value $h$, let $\tilde{h}_1, \tilde{h}_2, \tilde{h}_3$ be such that its components $h_{i,j} \sim U(h - 0.002, h + 0.002), j = 1, \ldots, m$; and let $\tilde{\theta}_{i+1} = \tilde{\theta}_i - \tilde{h}_i, i = 1, 2, 3$; $n$ is the sample size for each class; $m$ is the number of independent SNPs, $\alpha = 0.01$ is the significant level for Wald tests; and $\rho = 1$ is the percentage of the significant SNPs.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$m$</th>
<th>$n$</th>
<th>$VUS(\infty)$</th>
<th>$VUS(n)$</th>
<th>$VUS(n)MC$</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>50</td>
<td>50</td>
<td>0.3013</td>
<td>0.1772</td>
<td>0.1657</td>
<td>-0.0116</td>
</tr>
<tr>
<td>0.02</td>
<td>50</td>
<td>100</td>
<td>0.3015</td>
<td>0.1793</td>
<td>0.1742</td>
<td>-0.0052</td>
</tr>
<tr>
<td>0.02</td>
<td>100</td>
<td>50</td>
<td>0.3662</td>
<td>0.1807</td>
<td>0.1874</td>
<td>0.0067</td>
</tr>
<tr>
<td>0.02</td>
<td>100</td>
<td>100</td>
<td>0.366</td>
<td>0.1837</td>
<td>0.1974</td>
<td>0.0136</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>50</td>
<td>0.5469</td>
<td>0.2229</td>
<td>0.2442</td>
<td>0.0213</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>100</td>
<td>0.5467</td>
<td>0.2517</td>
<td>0.2845</td>
<td>0.0328</td>
</tr>
<tr>
<td>0.05</td>
<td>100</td>
<td>50</td>
<td>0.6988</td>
<td>0.2448</td>
<td>0.2912</td>
<td>0.0463</td>
</tr>
<tr>
<td>0.05</td>
<td>100</td>
<td>100</td>
<td>0.6987</td>
<td>0.2848</td>
<td>0.3377</td>
<td>0.0529</td>
</tr>
<tr>
<td>0.1</td>
<td>50</td>
<td>50</td>
<td>0.8686</td>
<td>0.4179</td>
<td>0.4675</td>
<td>0.0496</td>
</tr>
<tr>
<td>0.1</td>
<td>50</td>
<td>100</td>
<td>0.8687</td>
<td>0.4958</td>
<td>0.55</td>
<td>0.0542</td>
</tr>
<tr>
<td>0.1</td>
<td>100</td>
<td>50</td>
<td>0.9667</td>
<td>0.4776</td>
<td>0.5342</td>
<td>0.0566</td>
</tr>
<tr>
<td>0.1</td>
<td>100</td>
<td>100</td>
<td>0.9667</td>
<td>0.5692</td>
<td>0.6341</td>
<td>0.0649</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$h$</th>
<th>$m$</th>
<th>$n$</th>
<th>$VUS(\infty)$</th>
<th>$VUS(n)$</th>
<th>$VUS(n)MC$</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>50</td>
<td>50</td>
<td>0.1319</td>
<td>0.048</td>
<td>0.0462</td>
<td>-0.0018</td>
</tr>
<tr>
<td>0.02</td>
<td>50</td>
<td>100</td>
<td>0.1318</td>
<td>0.05</td>
<td>0.0512</td>
<td>0.0013</td>
</tr>
<tr>
<td>0.02</td>
<td>100</td>
<td>50</td>
<td>0.1892</td>
<td>0.0503</td>
<td>0.057</td>
<td>0.0068</td>
</tr>
<tr>
<td>0.02</td>
<td>100</td>
<td>100</td>
<td>0.189</td>
<td>0.0531</td>
<td>0.0614</td>
<td>0.0082</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>50</td>
<td>0.3891</td>
<td>0.0893</td>
<td>0.0923</td>
<td>0.003</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>100</td>
<td>0.3893</td>
<td>0.1175</td>
<td>0.1144</td>
<td>-0.0032</td>
</tr>
<tr>
<td>0.05</td>
<td>100</td>
<td>50</td>
<td>0.5832</td>
<td>0.1092</td>
<td>0.1127</td>
<td>0.0034</td>
</tr>
<tr>
<td>0.05</td>
<td>100</td>
<td>100</td>
<td>0.5831</td>
<td>0.1458</td>
<td>0.1285</td>
<td>-0.0174</td>
</tr>
<tr>
<td>0.1</td>
<td>50</td>
<td>50</td>
<td>0.8376</td>
<td>0.2933</td>
<td>0.2705</td>
<td>-0.0228</td>
</tr>
<tr>
<td>0.1</td>
<td>50</td>
<td>100</td>
<td>0.8378</td>
<td>0.4059</td>
<td>0.3517</td>
<td>-0.0542</td>
</tr>
<tr>
<td>0.1</td>
<td>100</td>
<td>50</td>
<td>0.9623</td>
<td>0.3653</td>
<td>0.3119</td>
<td>-0.0534</td>
</tr>
<tr>
<td>0.1</td>
<td>100</td>
<td>100</td>
<td>0.9626</td>
<td>0.4962</td>
<td>0.4085</td>
<td>-0.0877</td>
</tr>
</tbody>
</table>
Table 3.2: Sample size determination: Here, $D = 3$ and 4, and $n$ is the sample size for each class satisfying: $\hat{VUS}(\infty) - \hat{VUS}(n) < \gamma$ ($= 0.01$). Here, $\vec{\theta}_1 = (\theta_{1,1}, \ldots, \theta_{1,m})'$, let $\theta_{1,j} \sim U(0.4, 0.49)$, $j = 1, \ldots, m$; for a specified scalar value $h$, let $\vec{h}_1, \vec{h}_2, \vec{h}_3$ be such that its components $h_{i,j} \sim U(h - 0.002, h + 0.002)$, $j = 1, \ldots, m$; and let $\vec{\theta}_{i+1} = \vec{\theta}_i - \vec{h}_i$, $i = 1, 2, 3$; $m$ is the number of independent SNPs, $\alpha = 0.01$ is the significant level for Wald tests; and $\rho = 1$ is the percentage of the significant SNPs.

<table>
<thead>
<tr>
<th>$D$</th>
<th>$h$</th>
<th>$m = 30$</th>
<th>$m = 50$</th>
<th>$m = 100$</th>
<th>$m = 200$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.05</td>
<td>1957</td>
<td>2040</td>
<td>2091</td>
<td>2040</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>489</td>
<td>475</td>
<td>412</td>
<td>288</td>
</tr>
<tr>
<td>3</td>
<td>0.15</td>
<td>189</td>
<td>161</td>
<td>105</td>
<td>69</td>
</tr>
<tr>
<td>4</td>
<td>0.05</td>
<td>1923</td>
<td>2051</td>
<td>2137</td>
<td>2122</td>
</tr>
<tr>
<td>4</td>
<td>0.1</td>
<td>490</td>
<td>476</td>
<td>417</td>
<td>297</td>
</tr>
</tbody>
</table>

Next, we determine the smallest $n$ such that $f(n) = \hat{VUS}(\infty) - \hat{VUS}(n) - \gamma < 0$, for a pre-specified $\gamma$. We use the following algorithm to determine such an $n$: (i) Let $n = n_S$ and $n_L$ such that $f(n_S) > 0$ and $f(n_L) < 0$, and set $n_M = [((n_S + n_L)/2]$. To begin the algorithm select a small $n_S$ and a large $n_L$; (ii) If $f(n_M)f(n_S) < 0$, then reset $n_L = n_M$; else, reset $n_S = n_M$. In either case, return to step (i), unless $n_L - n_S \leq 1$, in which case, the smallest sample $n = n_L$; (iii) Use the smallest (total) sample of size $Dn_L$, with $n = n_L$ from each class, $C_1, \ldots, C_D$. We implemented this algorithm for each value of $h$, $m$ and significance level $\alpha$ for the Wald test. Table 3.2 shows the determined sample sizes for each combination of parameters. From Table 3.2, it is evident that the required sample size reduces as $h$ increases, as expected. Hence, $f(n) < 0$ for smaller sample sizes, as shown in Table 3.2. However, the effect of $m$ on the determined sample sizes is less clear. When $h$ is large, say $h \geq 0.1$, then the required sample size reduces as $m$ becomes large. Whereas, when $h$ is small, say $h = 0.05$, the reverse is true as $m$ becomes large.
3.3.2 Application to real data

Application to the HapMap Data:

The aim of the International HapMap Project is to develop a haplotype map of the human genome, the so-called HapMap, which will describe the common patterns of human DNA sequence variation. Discovering the DNA sequence variants that contribute to common disease risk offers one of the best opportunities for understanding the complex causes of disease in humans (http://hapmap.ncbi.nlm.nih.gov/abouthapmap.html). The HapMap data (phase 3) consists of eleven populations with about $p = 1.2 \times 10^6$ SNPs. Here, we consider the following four classes: $C_1$ – the Han Chinese individuals from Beijing (CHB) with 137 subjects, $C_2$ – the Japanese individuals from Tokyo (JTP) with 113 subjects, $C_3$ – Chinese in Metropolitan Denver, Colorado (CHD) with 109 subjects, $C_4$ – Gujarati Indians in Houston, Texas (GIH) with 101 subjects.

Based on all the available subjects, we extracted pair-wise independent SNPs using the following procedure. Suppose $L$ is a set of SNPs, then (I) form the set $S$ with one SNP from $L$ and update $S$ after next step; (II) from the remaining SNPs in $L$, choose one SNP that is independent of every SNP in $S$ using Kendall’s $\tau$ coefficient as a test statistic to test pair-wise independence, and then add this new SNP to $S$. Here, we concluded independence if the Kendall’s $\tau$-value $<0.05$; (III) Repeat (II) until each remaining SNP in $L$ is correlated with at least one SNP in $S$. This procedure yielded a set $S$ with $m = 92$ pair-wise independent SNPs, and with these we built our linear classifier.

Next, we set $\rho = 1$ so that $m = l = 92$. Recall that $\tilde{\theta}_k = (\theta_{k,1}, \ldots, \theta_{k,l})'$ for $k = 1, \ldots, D$. We estimated $\tilde{\theta}_k$ using the maximum likelihood (ML) estimates (based on 137, 113, 109 and 101 subjects, respectively). We substituted these ML estimates into the expressions for $\hat{VUS}(\infty)$ and $\hat{VUS}(n)$, respectively. Figure 3.1 shows plots of sample size required under different thresholds for 3 and 4 populations. From these figures, the sample size can be estimated. For example, if we set $\hat{VUS}(\infty) - \hat{VUS}(n) < 0.05$, then in three populations (CHB, JPT and CHD) case, about 500 samples are required for each class with a total
sample size of 1,500, while in four populations (CHB, JPT, CHD and GIH) case, about 700 samples are required for each class with a total sample of 2800.
Figure 3.1: The sample size required for 3 and 4 populations in the HapMap data under different thresholds, $\gamma$. Here, $\rho = 1$, $\alpha = 0.1$, and $m = 92$. The upper panel is for $D = 3$ populations (CHB, JTP, and CHD), and $\hat{VUS}(\infty) = 0.6178$. The lower panel is for $D = 4$ populations (CHB, JTP, CHD, and GIH), and $\hat{VUS}(\infty) = 0.5580$. 
Application to the Heterogeneous Stock Mice Data:

We apply our multi-class based prediction method to a publicly available data, called Stock Mice, containing information about the pedigree, genotypes and phenotypes on heterogeneous stock mice (http://gscan.well.ox.ac.uk/). This data has 15,348 SNPs collected from 2,296 animals, belonging to 85 unrelated families, each having 17 traits. We determine sample sizes for the prediction of two of these 17 traits, namely, anxiety and obesity BMI, using our multi-class SNP based prediction method.

More specifically, the sample size determination method proposed above can also be used in prediction of a future phenotype. The idea is to categorize the continuous response region by dividing it into 3 or 4 bins. Our interest is to determine the sample size needed for the multi-class classification, and use this sample size as the one needed in prediction. This process is similar to the multi-class cases. The continuous variable, anxiety, is categorized into three regions according to its distribution with cut-offs at 0.1 and 0.6, while we categorize the obesity BMI trait into four regions with cut-offs at the three quantiles of the trait. Figure 3.2 shows plots of sample size required under different thresholds for the two traits. From these figures, the sample size can be estimated. For example, if we set $\hat{VUS}(\infty) - \hat{VUS}(n) < 0.05$, then about 3,300 samples are required for each region of the anxiety trait with a total sample size of 10,000, while when the obesity BMI trait is categorized in four regions, about 6,000 samples are required for each region with a total sample of 24,000.
Figure 3.2: The sample size required for the Stock Mice Data under different thresholds, $\gamma$. Here, $\rho = 1$, $\alpha = 0.01$, $m = 348$. The upper panel is for anxiety, which is categorized into three regions according its distribution, with the cut-offs at 0.1 and 0.6, and $VUS(\infty) = 0.6934$. The bottom panel is for obesity BMI, which is categorized into four regions using its three quantiles, and $VUS(\infty) = 0.390142$. 
3.4 Discussion

We have built an optimal Bayes classifier and a linear classifier based on coded SNP data from two or more classes. For these classifiers, we have considered the two commonly used scalar performance measures, the Area Under the ROC curve (AUC) and the Volume Under the ROC hyper-Surface (VUS), which allow classifiers to be compared independent of discrimination values. We have illustrated the performance of a sample size determination algorithm which selects the smallest sample size \( n \) in each class such that the difference between the (approximate) VUSs for the optimal and the linear classifier, \( \hat{VUS}(\infty) - \hat{VUS}(n) \), is below a threshold \( \gamma \). While we have obtained the necessary approximations to the VUS (or AUC) using theory, the simulations and two real data analyses presented here illustrate the practical value of our sample size determination method.

Our method would be useful to scientists who have already collected the SNP data on a set of subjects \( n_1, \ldots, n_D \) from each class and is interested in using our classification rules, but is not certain whether the samples at hand are adequate to ensure that \( \hat{VUS}(\infty) - \hat{VUS}(n) < \gamma \), for a certain value of \( \gamma \). Given a (user-specified) \( \gamma \) value, our algorithm can find a common \( n = n^* \) (say) for each class that satisfies the VUS criterion. If \( n^* \) is larger than \( n_k \), for some \( k = k_0 \), say, then the scientist would have to collect \( n^* - n_{k_0} \) samples for the class \( C_{k_0} \); otherwise, the sample at hand can be deemed adequate.

3.5 Appendices

In the following sections, the equation numbers without the prefix, A, correspond to those in the main article.

Appendix 1: Approximation for \( PCC(\infty) \)

For each fixed \( k = 1, 2, \ldots, D \), in order to prove the assertion, \( \hat{Y}_{l,k} \approx N(\hat{\mu}_{l,k}, \Sigma_{l,k}) \) for large \( l \) (see equation (3.5) of Section 3.2.2 of the article), we will consider any linear combination
\[ \bar{\beta}' \bar{Y}_{l,k} = \sum_{i=1,i\neq k}^{D} \beta_i Y_{l,k}(i) \] and show that
\[
\frac{\bar{\beta}' \bar{Y}_{l,k} - \bar{\beta}' \bar{\mu}_{l,k}}{\sqrt{\bar{\beta}' \Sigma_{l,k} \bar{\beta}}} \to N(0,1) \text{ as } l \to \infty.
\] (A.1)

To this end, write
\[
\bar{\beta}' \bar{Y}_{l,k} = \sum_{i=1,i\neq k}^{D} \beta_i Y_{l,k}(i) = \sum_{i=1,i\neq k}^{D} \sum_{j=1}^{l} \beta_i x_j b_{k,i}^j = \sum_{j=1}^{l} (\sum_{i=1,i\neq k}^{D} \beta_i b_{k,i}^j) x_j.
\]

For a fixed \( k = 1, \ldots, D, \) set \( Z_j = (\sum_{i=1,i\neq k}^{D} \beta_i b_{k,i}^j)x_j \) and note that \( |Z_j| \leq M \) for some \( M > 0, \) because \( |x_j| \leq 2 \) and \( |b_{k,i}^j| \leq \log(99) \) since \( \theta_{k,j} \) and \( \theta_{i,j} \in (0.01, 0.5). \) Therefore, by the assumptions in Section 3.2.1, \( \{Z_j\} \) is a sequence of independent and bounded random variables with \( E(Z_j) = (\sum_{i=1,i\neq k}^{D} \beta_i b_{k,i}^j)2\theta_{k,j} \) and \( Var(Z_j) = (\sum_{i=1,i\neq k}^{D} \beta_i b_{k,i}^j)^22\theta_{k,j}(1-\theta_{k,j}), \) when \( \bar{x} \in C_k. \)

Now, since \( \theta_{k,j}(1-\theta_{k,j}) > 0.01 \times 0.5, \) by assumption (3) in Section 3.2.1 we have
\[
\sum_{j=1}^{l} Var(Z_j) = 2 \sum_{j=1}^{l} (\sum_{i=1,i\neq k}^{D} \beta_i b_{k,i}^j)^22\theta_{k,j}(1-\theta_{k,j}) > (0.01) \sum_{j=1}^{l} (\sum_{i=1,i\neq k}^{D} \beta_i b_{k,i}^j)^2 \to \infty,
\]
as \( l \to \infty. \) Therefore, the desired result in (A.1) follows from Example 27-4 (also see Problem 27-4) of Billingsley (1995).

**APPENDIX 2: WALD TEST AND ITS POWER FUNCTION**

We are interested in deriving a Wald test for testing \( H_{0,j}^{k,k'} : \theta_{k,j} = \theta_{k',j} \) versus \( H_{1,j}^{k,k'} : \theta_{k,j} \neq \theta_{k',j} \) for each \( j. \) For notational convenience, we let \( k = 1 \) and \( k' = 2, \) and \( \theta_{1,j} = \theta_1 \) and \( \theta_{2,j} = \theta_2 \) for the derivations below. For each \( X_j \) satisfying assumption (2) in Section 3.2.1, let \( n_{1k} = \sum_{j=1}^{n_k} I_{\{x_j=0\}}, \) \( n_{2k} = \sum_{j=1}^{n_k} I_{\{x_j=1\}} \) and \( n_{3k} = \sum_{j=1}^{n_k} I_{\{x_j=2\}} \) with \( \sum_{i=1}^{3} n_{ik} = n_k \) for \( k = 1, 2. \) Then, by assumption 2 in Section 3.2.1 and the independence of the two classes, the likelihood function for a sample of size \( n_k \) from each class is:
\[
L(\theta_1, \theta_2) = \prod_{k=1}^{2} [(1-\theta_k)^{n_{1k}} [2\theta_k(1-\theta_k)]^{n_{2k}} [\theta_k^2]^{n_{3k}}.
\]
Maximizing the log-likelihood, \( \log L(\theta_1, \theta_2) \), with respect to \((\theta_1, \theta_2)\), it can be shown that the maximum likelihood estimator (MLE) of \(\theta_1\) and \(\theta_2\) are, respectively:

\[
\hat{\theta}_1 = \frac{n_{21} + 2n_{31}}{2n_1} \quad \text{and} \quad \hat{\theta}_2 = \frac{n_{22} + 2n_{32}}{2n_2}.
\]

(A.2)

Also, the Fisher information matrix at \((\theta_1, \theta_2)\) for \(n_k = 1\) is \(I(\theta_1, \theta_2) = \left( \begin{array}{cc} \frac{\theta_1^2}{\sigma_1^2(1-\theta_1)} & 0 \\ 0 & \frac{\theta_2^2}{\sigma_2^2(1-\theta_2)} \end{array} \right) \). Let 

\[2n = n_1 + n_2.\]

Then, by the asymptotic normality of the MLE, it follows that 

\[\sqrt{n} (\hat{\theta}_1 - \theta_1, \hat{\theta}_2 - \theta_2) \overset{d}{\to} N(0, I^{-1}(\theta_1, \theta_2)).\]

Now, since 

\[g(\theta_1, \theta_2) = \theta_1 - \theta_2\]

is differentiable at \((\theta_1, \theta_2)\), it follows from the delta method that 

\[\sqrt{n}[g(\hat{\theta}_1, \hat{\theta}_2) - g(\theta_1, \theta_2)] \overset{d}{\to} N(0, \frac{\theta_1(1-\theta_1)+\theta_2(1-\theta_2)}{2}).\]

Therefore, under \(H_0 : \theta_1 = \theta_2\), the Wald test statistic

\[Q_2 = \frac{2n(\hat{\theta}_1 - \hat{\theta}_2)^2}{\hat{\theta}_1(1-\hat{\theta}_1) + \hat{\theta}_2(1-\hat{\theta}_2)} \overset{d}{\to} \chi^2_1 \quad \text{as} \quad n \to \infty,\]

(A.3)

where \(\chi^2_1\) has chi-square distribution with 1 degree of freedom. However, under \(H_a : \theta_1 \neq \theta_2\), say \(\theta_1 - \theta_2 = h\), it follows from the above arguments that 

\[Q_2 \overset{d}{\to} \chi^2_1(\lambda^2),\]

where \(\chi^2_1(\lambda^2)\) has non-central chi-square distribution with the non-centrality parameter, \(\lambda^2 = 2nh^2/[\theta_1(1-\theta_1) + (\theta_1 - h)(1-\theta_1 + h)]\). Therefore, the power of the Wald test (when \(\theta_1 - \theta_2 = h \neq 0\)) is:

\[1 - \beta(n_1, n_2, h) \approx P\left(\chi^2_1(\lambda^2) > \chi^2_{1,(1-\alpha)}\right),\]

where \(\chi^2_{1,(1-\alpha)}\) is the \((1 - \alpha)\) percentile of \(\chi^2_1\). For ease of presentation, we had suppressed the subscript \(j\). For each \(j = 1, \ldots, m\), the power of the Wald test for \(H_0 : \theta_{k,j} = \theta_{k',j}\) versus 

\(H_1 : \theta_{k,j} \neq \theta_{k',j}\) at \(\theta_{k,j} = \theta_{k',j} + h_j\) is denoted by \(1 - \beta_j^{k,k'}(n_k, n_{k'}, h_j)\).

**Appendix 3:** Mean vector and covariance matrix in Section 3.2.3

\[E(\hat{b}_{k,k'}^j w_{j,n}(k, k') x_j) = E\{E(\hat{b}_{k,k'}^j w_{j,n}(k, k') x_j) | w_{j,n}(k, k')\}\]

\[\approx E(2\theta_{k,j} \hat{b}_{k,k'}^j w_{j,n}(k, k'))\]

\[\approx 2\theta_{k,j} b_{k,k'}^j \eta_{k,k'}^j.\]
Now, we give an approximation for $E$ we have

$$Cov(w_{j,n}(k, k')\hat{b}_{k,k'}^j x_j, w_{j,n}(k, k'')\hat{b}_{k,k'}^j x_j)$$

$$= E(x_j^2 w_{j,n}(k, k')w_{j,n}(k, k'')\hat{b}_{k,k'}^j \hat{b}_{k,k'}^j) - E(w_{j,n}(k, k')\hat{b}_{k,k'}^j x_j) E(w_{j,n}(k, k'')\hat{b}_{k,k''}^j x_j)$$

$$= E\{E[x_j^2 \hat{b}_{k,k'}^j \hat{b}_{k,k''}^j w_{j,n}(k, k')w_{j,n}(k, k'')|w_{j,n}(k, k')w_{j,n}(k, k'')]\}$$

$$- E(w_{j,n}(k, k')\hat{b}_{k,k'}^j x_j) E(w_{j,n}(k, k'')\hat{b}_{k,k''}^j x_j)$$

$$= E\{w_{j,n}(k, k')\hat{b}_{k,k'}^j \hat{b}_{k,k''}^j w_{j,n}(k, k'')[2\theta_{k,j}(1 - \theta_{k,j}) + 4\theta_{k,j}^2]\}$$

$$- E(w_{j,n}(k, k')\hat{b}_{k,k'}^j x_j) E(w_{j,n}(k, k'')\hat{b}_{k,k''}^j x_j)$$

$$\approx \begin{cases} 
(\hat{b}_{k,k'}^j)^2 [2\theta_{k,j}(1 - \theta_{k,j})\tilde{\eta}_{j}^{k,k'} + 4\theta_{k,j}^2 \tilde{\eta}_{j}^{k,k'}(1 - \eta_{j})], & \text{if } k' = k'' \\
[2\theta_{k,j}(1 - \theta_{k,j}) + 4\theta_{k,j}^2] \hat{b}_{k,k'}^j \hat{b}_{k,k''}^j E(w_{j,n}(k, k')w_{j,n}(k, k'')) \\
- (2\theta_{k,j} \hat{b}_{k,k'}^j \tilde{\eta}_{j}^{k,k'})(2\theta_{k,j} \hat{b}_{k,k''}^j \tilde{\eta}_{j}^{k,k''}), & \text{if } k' \neq k''.
\end{cases}$$

(A.4)

Now, we give an approximation for $E(w_{j,n}(k, k')w_{j,n}(k, k''))$ in (A.4). Note first that it can be proved that $\sqrt{2n}(\hat{\theta}_{i,j} - \theta_{i,j}) \Rightarrow N(0, \theta_{i,j}(1 - \theta_{i,j}))$ where $i = k, k', k''$ and $\sqrt{2n}(\hat{\theta}_{k,j} - \hat{\theta}_{s,j} - \theta_{k,j} + \theta_{s,j}) \Rightarrow N(0, \theta_{k,j}(1 - \theta_{k,j}) + \theta_{s,j}(1 - \theta_{s,j}))$, where $s = k', k''$. Now define $T_1 \triangleq \frac{\sqrt{2n}(\hat{\theta}_{k,j} - \theta_{s,j})}{\sqrt{\theta_{k,j}(1 - \theta_{k,j}) + \theta_{s,j}(1 - \theta_{s,j})}}$ and $T_2 \triangleq \frac{\sqrt{2n}(\hat{\theta}_{k,j} - \theta_{k''})}{\sqrt{\theta_{k,j}(1 - \theta_{k,j}) + \theta_{k''}(1 - \theta_{k''})}}$, then from (A.3) we have $Q_2(\theta_{k,j}, \theta_{k''}) \triangleq T_1^2$ and $Q_2(\theta_{k,j}, \theta_{k''}) \triangleq T_2^2$ and recall that $H_{0,j}^{k,k'} : \theta_{k,j} = \theta_{k',j}$ and $H_{0,j}^{k,k''} : \theta_{k,j} = \theta_{k''}$. Then, we have

$$E(w_{j,n}(k, k')w_{j,n}(k, k''))$$

$$= P(\text{reject } H_{0,j}^{k,k'} \cap \text{reject } H_{0,j}^{k,k''})$$

$$= P\{Q_2(\theta_{k,j}, \theta_{k'}) > \chi^2_{1 - \alpha}(1) \cap Q_2(\theta_{k,j}, \theta_{k''}) > \chi^2_{1 - \alpha}(1)\}$$

$$= P(|T_1| > \sqrt{\chi^2_{1 - \alpha}(1)} \cap |T_2| > \sqrt{\chi^2_{1 - \alpha}(1)})$$

For $k, k', k''$, we can mimic the arguments leading to (A.2) and (A.3), and show that $(T_1, T_2)$ is asymptotically multivariate normal. Note that the means, variances, and covariances of $T_1$ and $T_2$ are given by:

$$E(T_1) = \frac{\sqrt{2n}(\hat{\theta}_{k,j} - \theta_{k',j})}{\sqrt{\theta_{k,j}(1 - \theta_{k,j}) + \theta_{k',j}(1 - \theta_{k',j})}}$$
\[
E(T_2) = \frac{\sqrt{2n(\theta_{k,j} - \theta_{k',j})}}{\sqrt{\theta_{k,j}(1 - \theta_{k,j}) + \theta_{k',j}(1 - \theta_{k',j})}}
\]

\[
Var(T_1) = Var(T_2) = 1
\]

\[
Cov(T_1, T_2) = \frac{\theta_{k,j}(1 - \theta_{k,j})}{\sqrt{[\theta_{k,j}(1 - \theta_{k,j}) + \theta_{k',j}(1 - \theta_{k',j})][\theta_{k,j}(1 - \theta_{k,j}) + \theta_{k',j}(1 - \theta_{k',j})]}}.
\]

**Appendix 4: Example: Sample size determination for three classes**

Here, we assume that \( D = 3 \) and obtain an expression for \( \text{PCC}(\infty), \text{PCC}(n) \) and \( \text{VUS}(\infty) \).

**Calculation of \( \text{PCC}(\infty) \):**

\[
\text{PCC}(\infty) = \pi_1 P\left(\sum_{j=1}^{l} x_{j,1,2} > K_{1,2}, \sum_{j=1}^{l} x_{j,1,3} > K_{1,3}\right) + \pi_2 P\left(\sum_{j=1}^{l} x_{j,2,1} > K_{2,1}, \sum_{j=1}^{l} x_{j,2,3} > K_{2,3}\right)
\]

\[+ \pi_3 P\left(\sum_{j=1}^{l} x_{j,3,1} > K_{3,1}, \sum_{j=1}^{l} x_{j,3,2} > K_{3,2}\right).\]

Let

\[
K_1 \triangleq K_{1,2} = -K_{2,1}
\]

\[
K_2 \triangleq K_{2,3} = -K_{3,2}
\]

\[
K_{1,3} = K_1 + K_2
\]

\[
K_{3,1} = -(K_1 + K_2).
\]

Then, rewrite \( \text{PCC}(\infty) \) as

\[
\text{PCC}(\infty) = \pi_1 P\left(\sum_{j=1}^{l} x_{j,1,2} > K_1, \sum_{j=1}^{l} x_{j,1,3} > (K_1 + K_2)\right) + \pi_2 P\left(\sum_{j=1}^{l} x_{j,2,1} > -K_1, \sum_{j=1}^{l} x_{j,2,3} > K_2\right)
\]

\[+ \pi_3 P\left(\sum_{j=1}^{l} x_{j,3,1} > -(K_1 + K_2), \sum_{j=1}^{l} x_{j,3,2} > -K_2\right)
\]

\[
\approx \pi_1 \Phi((K_1, K_1 + K_2); \mu_{l,1}, \Sigma_{l,1}) + \pi_2 \Phi((-K_1, K_2); \mu_{l,2}, \Sigma_{l,2})
\]

\[+ \pi_3 \Phi((-K_1 + K_2), -K_2; \mu_{l,3}, \Sigma_{l,3}), \quad (A.5)\]
where

\[ \mu_{t,1} = \left( \sum_{j=1}^{t} 2\theta_{1,j} b_{1,2}^j \right) \left( \sum_{j=1}^{t} 2\theta_{1,j} b_{1,3}^j \right) \]

\[ \mu_{t,2} = \left( \sum_{j=1}^{t} 2\theta_{2,j} b_{2,1}^j \right) \left( \sum_{j=1}^{t} 2\theta_{2,j} b_{2,3}^j \right) \]

\[ \mu_{t,3} = \left( \sum_{j=1}^{t} 2\theta_{3,j} b_{3,1}^j \right) \left( \sum_{j=1}^{t} 2\theta_{3,j} b_{3,2}^j \right) \]

\[ \Sigma_{t,1} \triangleq \left( \sum_{j=1}^{t} 2(b_{1,2}^j)^2 \theta_{1,j}(1 - \theta_{1,j}) \right) \left( \sum_{j=1}^{t} 2(b_{1,3}^j)^2 \theta_{1,j}(1 - \theta_{1,j}) \right) \]

\[ \Sigma_{t,2} \triangleq \left( \sum_{j=1}^{t} 2(b_{2,1}^j)^2 \theta_{2,j}(1 - \theta_{2,j}) \right) \left( \sum_{j=1}^{t} 2(b_{2,3}^j)^2 \theta_{2,j}(1 - \theta_{2,j}) \right) \]

\[ \Sigma_{t,3} \triangleq \left( \sum_{j=1}^{t} 2(b_{3,1}^j)^2 \theta_{3,j}(1 - \theta_{3,j}) \right) \left( \sum_{j=1}^{t} 2(b_{3,2}^j)^2 \theta_{3,j}(1 - \theta_{3,j}) \right). \]
Calculation of PCC(n):

Note from (3.4) in Section 3.2.2 that

\[
\tilde{X} \in C_1 \text{ if } \left\{ \sum_{j=1}^{m} \hat{b}_{1,2}^j w_{j,n}(1, 2) x_j > \tilde{K}_1 \right\} \& \left\{ \sum_{j=1}^{m} \hat{b}_{1,3}^j w_{j,n}(1, 3) x_j > \tilde{K}_1 + \tilde{K}_2 \right\},
\]

\[
\tilde{X} \in C_2 \text{ if } \left\{ \sum_{j=1}^{m} \hat{b}_{2,1}^j w_{j,n}(2, 1) x_j > -\tilde{K}_1 \right\} \& \left\{ \sum_{j=1}^{m} \hat{b}_{2,3}^j w_{j,n}(2, 3) x_j > \tilde{K}_1 + \tilde{K}_2 \right\},
\]

\[
\tilde{X} \in C_3 \text{ if } \left\{ \sum_{j=1}^{m} \hat{b}_{3,1}^j w_{j,n}(3, 1) x_j > -(\tilde{K}_1 + \tilde{K}_2) \right\} \& \left\{ \sum_{j=1}^{m} \hat{b}_{3,2}^j w_{j,n}(3, 2) x_j > -\tilde{K}_2 \right\},
\]

and

\[
PCC(n) = \pi_1 P\left( \sum_{j=1}^{m} \hat{b}_{1,2}^j w_{j,n}(1, 2) x_j > \tilde{K}_1, \sum_{j=1}^{m} \hat{b}_{1,3}^j w_{j,n}(1, 3) x_j > \tilde{K}_1 + \tilde{K}_2 \right)
\]

\[
+ \pi_2 P\left( \sum_{j=1}^{m} \hat{b}_{2,1}^j w_{j,n}(2, 1) x_j > -\tilde{K}_1, \sum_{j=1}^{m} \hat{b}_{2,3}^j w_{j,n}(2, 3) x_j > \tilde{K}_1 + \tilde{K}_2 \right)
\]

\[
+ \pi_3 P\left( \sum_{j=1}^{m} \hat{b}_{3,1}^j w_{j,n}(3, 1) x_j > -(\tilde{K}_1 + \tilde{K}_2), \sum_{j=1}^{m} \hat{b}_{3,2}^j w_{j,n}(3, 2) x_j > -\tilde{K}_2 \right)
\]

\[
\approx \pi_1 \tilde{\Phi}((\tilde{K}_1, \tilde{K}_1 + \tilde{K}_2); \tilde{\mu}_{t,1}, \tilde{\Sigma}_{t,1}) + \pi_2 \tilde{\Phi}((-(\tilde{K}_1, \tilde{K}_2); \tilde{\mu}_{t,2}, \tilde{\Sigma}_{t,2})
\]

\[
+ \pi_3 \tilde{\Phi}(-(\tilde{K}_1 + \tilde{K}_2), -\tilde{K}_2); \tilde{\mu}_{t,3}, \tilde{\Sigma}_{t,3}),
\]

where

\[
\tilde{\mu}_{t,1} = \left( \begin{array}{c} 2 \sum_{j=1}^{m} \theta_{1,j} \eta_{1,2}^j \\ 2 \sum_{j=1}^{m} \theta_{1,j} \eta_{1,3}^j \end{array} \right)
\]

\[
\tilde{\mu}_{t,2} = \left( \begin{array}{c} 2 \sum_{j=1}^{m} \theta_{2,j} \eta_{2,1}^j \\ 2 \sum_{j=1}^{m} \theta_{2,j} \eta_{2,3}^j \end{array} \right)
\]

\[
\tilde{\mu}_{t,3} = \left( \begin{array}{c} 2 \sum_{j=1}^{m} \theta_{3,j} \eta_{3,1}^j \\ 2 \sum_{j=1}^{m} \theta_{3,j} \eta_{3,2}^j \end{array} \right),
\]
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and the $2 \times 2$ variance-covariance matrices (written in a vector form due to the length of each expression) are given by:

$$
\mathbf{\Sigma}_{l,1} = \begin{pmatrix}
\sum_{j=1}^m (b_{1,2}^j)^2[2\theta_{1,j}(1 - \theta_{1,j})\bar{\eta}_{j}^{1.2} + 4\theta_{1,2}^{1.2}\bar{\eta}_{j}^{1.2}(1 - \bar{\eta}_{j}^{1.2})] \\
\sum_{j=1}^m(2\theta_{1,j}(1 - \theta_{1,j}) + 4\theta_{1,2}^{1,2}b_{1,2}^j b_{1,3}^j E(w_{j,n}(1,2)w_{j,n}(1,3)) - \sum_{j=1}^m 4\theta_{1,2}^{1,2}b_{1,3}^j \eta_{j}^{1.2} \eta_{j}^{1.2}) \\
\sum_{j=1}^m[2\theta_{1,j}(1 - \theta_{1,j}) + 4\theta_{2,1}^{1,3}b_{2,1}^j b_{2,3}^j E(w_{j,n}(1,2)w_{j,n}(1,3)) - \sum_{j=1}^m 4\theta_{2,1}^{1,3}b_{2,3}^j \eta_{j}^{1.2} \eta_{j}^{1.2}] \\
\sum_{j=1}^m (b_{1,3}^j)^2[2\theta_{1,j}(1 - \theta_{1,j})\bar{\eta}_{j}^{1.3} + 4\theta_{1,3}^{1.3}\bar{\eta}_{j}^{1.3}(1 - \bar{\eta}_{j}^{1.3})]
\end{pmatrix}
$$

$$
\mathbf{\Sigma}_{l,2} = \begin{pmatrix}
\sum_{j=1}^m (b_{2,1}^j)^2[2\theta_{2,j}(1 - \theta_{2,j})\bar{\eta}_{j}^{2.1} + 4\theta_{2,1}^{2.1}\bar{\eta}_{j}^{2.1}(1 - \bar{\eta}_{j}^{2.1})] \\
\sum_{j=1}^m[2\theta_{2,j}(1 - \theta_{2,j}) + 4\theta_{2,2}^{1,2}b_{2,1}^j b_{2,3}^j E(w_{j,n}(1,2)w_{j,n}(2,3)) - \sum_{j=1}^m 4\theta_{2,2}^{1,2}b_{2,3}^j \eta_{j}^{2.1} \eta_{j}^{2.1}) \\
\sum_{j=1}^m[2\theta_{2,j}(1 - \theta_{2,j}) + 4\theta_{3,1}^{1,3}b_{3,1}^j b_{3,2}^j E(w_{j,n}(1,2)w_{j,n}(2,3)) - \sum_{j=1}^m 4\theta_{3,1}^{1,3}b_{3,2}^j \eta_{j}^{2.1} \eta_{j}^{2.1}] \\
\sum_{j=1}^m (b_{2,3}^j)^2[2\theta_{2,j}(1 - \theta_{2,j})\bar{\eta}_{j}^{2.3} + 4\theta_{2,3}^{2.3}\bar{\eta}_{j}^{2.3}(1 - \bar{\eta}_{j}^{2.3})]
\end{pmatrix}
$$

$$
\mathbf{\Sigma}_{l,3} = \begin{pmatrix}
\sum_{j=1}^m (b_{3,1}^j)^2[2\theta_{3,j}(1 - \theta_{3,j})\bar{\eta}_{j}^{3.2} + 4\theta_{3,1}^{3.2}\bar{\eta}_{j}^{3.2}(1 - \bar{\eta}_{j}^{3.2})] \\
\sum_{j=1}^m[2\theta_{3,j}(1 - \theta_{3,j}) + 4\theta_{3,2}^{1,3}b_{3,1}^j b_{3,2}^j E(w_{j,n}(3,1)w_{j,n}(3,2)) - \sum_{j=1}^m 4\theta_{3,2}^{1,3}b_{3,2}^j \eta_{j}^{3.1} \eta_{j}^{3.1}) \\
\sum_{j=1}^m[2\theta_{3,j}(1 - \theta_{3,j}) + 4\theta_{4,1}^{1,3}b_{4,1}^j b_{4,2}^j E(w_{j,n}(3,1)w_{j,n}(3,2)) - \sum_{j=1}^m 4\theta_{4,1}^{1,3}b_{4,2}^j \eta_{j}^{3.1} \eta_{j}^{3.1}] \\
\sum_{j=1}^m (b_{3,2}^j)^2[2\theta_{3,j}(1 - \theta_{3,j})\bar{\eta}_{j}^{3.2} + 4\theta_{3,2}^{3.2}\bar{\eta}_{j}^{3.2}(1 - \bar{\eta}_{j}^{3.2})]
\end{pmatrix}
$$

**Calculation of $VUS(\infty)$ and $VUS(n)$:**

If we denote $N_2(x_1, x_2; \vec{\mu}, \Sigma)$ as the two-dimensional normal density function with mean $\vec{\mu}$ and variance-covariance matrix $\Sigma$, then from (A.5) and (3.13) of Section 3.2.4, the right side of $PCC(\infty)$ involves

$$
\xi_{1,1} = \int_{K_1}^{\infty} \int_{K_1 + K_2}^{\infty} N_2(x_1, x_2; \vec{\mu}_{l,1}, \Sigma_{l,1})dx_1dx_2
$$

$$
\xi_{2,2} = \int_{-K_1}^{-\infty} \int_{K_2}^{\infty} N_2(x_1, x_2; \vec{\mu}_{l,2}, \Sigma_{l,2})dx_1dx_2
$$

$$
\xi_{3,3} = \int_{-K_1 - K_2}^{\infty} \int_{-K_2}^{\infty} N_2(x_1, x_2; \vec{\mu}_{l,3}, \Sigma_{l,3})dx_1dx_2.
$$

Then, from (3.13) of Section 3.2.4 we have

$$
VUS(\infty) = \int_{0}^{1} \int_{0}^{1} \xi_{1,1}(K_1, K_2)d\xi_{2,2}(K_1, K_2)d\xi_{3,3}(K_1, K_2).
$$
Appendix 5: Monte Carlo Simulations using AUC

To compare the performance of our linear classifier with another classifier in the literature, such as the SVM, we also computed the $AUC(n)$ values corresponding to the SVM for the same simulation setup as the one described in Table 3.3 of Liu et al. (2012). For ROC and $AUC$ calculations, we consider the special case, $\vec{\theta}_1 = (\theta_1, \ldots, \theta_1)'$ and $\vec{\theta}_2 = (\theta_2, \ldots, \theta_2)'$ with $\theta_1 > \theta_2$. These are given in Figure 3.3 below. Note that, unlike our linear classifier, there is no approximate formula available to calculate the $AUC(n)$ for SVM. Therefore, we cannot compare $AUC(n)$ values for our linear classifier (or the $AUC(\infty)$ values) with $AUC(n)$ values for SVM. Figure 3.3 shows that the $ROC_{MC}$ values are essentially same as those for the $ROC$ for the SVM$_{MC}$. This says that our linear classifier is as good as or slightly better than the SVM. Table 3.3 compares the approximate values of $AUC(n)$, denoted by $\hat{AUC}(n)$, with the Monte Carlo based estimates, $\hat{AUC}_{MC}(n)$, for various specifications. To obtain $\hat{AUC}(n)_{MC}$ values, for each specification in Table 3.3, we simulated a training data and a testing data of SNPs, each having the same sample sizes. The training data was used to build the linear classifier, while the testing data was used to determine the frequency of correct classification of the linear classifier. This process was repeated 200 times in order to compute the average correct classification frequency, $\hat{AUC}(n)_{MC}$, given in Table 3.3. It is evident from Table 3.3 that the $Bias = \hat{AUC}(n)_{MC} - \hat{AUC}(n)$ is negligible in most cases, thereby validating the use of our approximation for $AUC(n)$. Also note that both $\hat{AUC}(n)_{MC}$ and $\hat{AUC}(n)$ are close to $\hat{AUC}(\infty)$, approximate values of $AUC(\infty)$. 
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Figure 3.3: ROC curves for optimal classification, linear classification, Monte Carlo simulation and SVM. The shade is the ROC curve for each simulation. $\alpha = 0.1$, $\rho = 1$
Table 3.3: Performance of Optimal and Linear classifiers. The values of $\hat{AUC}(n)$ and $AUC(n)MC$ are close to each other for various model specifications. Here, $\theta_1 = 0.3, h = \theta_1 - \theta_2$, Size = 2$n$ (n for $C_1$, n for $C_2$), $m$ is the number of independent SNPs, $\alpha = 0.01$ is the significant level for Wald tests in Section 3.2.3, and $\rho = 1$ is the percentage of the significant SNPs.

<table>
<thead>
<tr>
<th>h</th>
<th>m</th>
<th>Size</th>
<th>$\hat{AUC}(\infty)$</th>
<th>$\hat{AUC}(n)$</th>
<th>$\hat{AUC}(n)MC$</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>10</td>
<td>60</td>
<td>0.5276</td>
<td>0.5021</td>
<td>0.5032</td>
<td>0.0011</td>
</tr>
<tr>
<td>0.01</td>
<td>10</td>
<td>200</td>
<td>0.5276</td>
<td>0.5022</td>
<td>0.5022</td>
<td>0</td>
</tr>
<tr>
<td>0.01</td>
<td>10</td>
<td>400</td>
<td>0.5276</td>
<td>0.5024</td>
<td>0.5016</td>
<td>-0.0008</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>60</td>
<td>0.5616</td>
<td>0.5047</td>
<td>0.5183</td>
<td>0.0136</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>200</td>
<td>0.5616</td>
<td>0.505</td>
<td>0.5111</td>
<td>0.0061</td>
</tr>
<tr>
<td>0.01</td>
<td>50</td>
<td>400</td>
<td>0.5616</td>
<td>0.5054</td>
<td>0.5079</td>
<td>0.0025</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>60</td>
<td>0.6218</td>
<td>0.5094</td>
<td>0.5373</td>
<td>0.0279</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>200</td>
<td>0.6218</td>
<td>0.5099</td>
<td>0.5217</td>
<td>0.0118</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>400</td>
<td>0.6218</td>
<td>0.5107</td>
<td>0.5169</td>
<td>0.0062</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>60</td>
<td>0.6386</td>
<td>0.5171</td>
<td>0.5122</td>
<td>-0.0049</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>200</td>
<td>0.6386</td>
<td>0.5292</td>
<td>0.5288</td>
<td>-0.0004</td>
</tr>
<tr>
<td>0.05</td>
<td>10</td>
<td>400</td>
<td>0.6386</td>
<td>0.5442</td>
<td>0.5439</td>
<td>-0.0003</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>60</td>
<td>0.7861</td>
<td>0.5382</td>
<td>0.5426</td>
<td>0.0044</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>200</td>
<td>0.7861</td>
<td>0.565</td>
<td>0.5752</td>
<td>0.0102</td>
</tr>
<tr>
<td>0.05</td>
<td>50</td>
<td>400</td>
<td>0.7861</td>
<td>0.5979</td>
<td>0.6197</td>
<td>0.0218</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>60</td>
<td>0.9436</td>
<td>0.5761</td>
<td>0.5864</td>
<td>0.0103</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>200</td>
<td>0.9436</td>
<td>0.6283</td>
<td>0.6585</td>
<td>0.0302</td>
</tr>
<tr>
<td>0.05</td>
<td>200</td>
<td>400</td>
<td>0.9436</td>
<td>0.6901</td>
<td>0.7367</td>
<td>0.0466</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>60</td>
<td>0.9488</td>
<td>0.8594</td>
<td>0.8746</td>
<td>0.0152</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>200</td>
<td>0.9488</td>
<td>0.9471</td>
<td>0.9452</td>
<td>-0.0019</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>400</td>
<td>0.9488</td>
<td>0.9488</td>
<td>0.9464</td>
<td>-0.0024</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>60</td>
<td>0.9999</td>
<td>0.992</td>
<td>0.9944</td>
<td>0.0024</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>200</td>
<td>0.9999</td>
<td>0.9999</td>
<td>0.9999</td>
<td>0</td>
</tr>
<tr>
<td>0.2</td>
<td>50</td>
<td>400</td>
<td>0.9999</td>
<td>0.9999</td>
<td>0.9999</td>
<td>0</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>60</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>200</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0.2</td>
<td>200</td>
<td>400</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>
3.6 References


In this dissertation, we observe a coded SNP data vector \( \vec{x} = (x_1, \ldots, x_p)' \) of dimension \( p \), (coding is done according to the number of minor alleles) and collect a sample of size \( n_1, \ldots, n_D \) from classes \( C_1, \ldots, C_D; D \geq 2 \), respectively. Here, \( p \) is much large than \( n_k, k = 1, \ldots, D \). Based on the Hardy-Weinberg equilibrium assumption, we have derived an optimal (Bayes) classifier and a linear classifier. For each of these classifiers, we have provided an asymptotic approximation for the probability of correct classification (\( PCC \)), as \( p \to \infty \). These approximations are then validated through a variety of Monte Carlo simulations.

When the number of classes is 2, a sample size determination algorithm based on the criterion which ensures that the difference between the two approximate \( PCCs \) is below a threshold is given and its effectiveness is also illustrated via simulations. For the HapMap data on Chinese and Japanese populations, a linear classifier is built using 51 independent SNPs, and the required total sample sizes are determined using our algorithm, as the threshold varies.

We have also extended the problem of sample size determination to scenarios where there are two or more classes, that is, \( D \geq 2 \). As in the two-class scenario, for coded SNP data, we have once again derived an optimal (Bayes) classifier and a linear classifier, based on the Hardy-Weinberg equilibrium assumption. Unlike the two-class scenario, for the multi-class classifiers, we have considered the two commonly used scalar performance measures, the Area Under the \( ROC \) curve (\( AUC \)) and the Volume Under the \( ROC \) hyper-Surface (\( VUS \)), which allow classifiers to be compared independent of discrimination values. Once again, we have obtained an approximation to the \( AUC/VUS \) corresponding to the optimal and linear
classifier. These approximations are validated through a series of Monte Carlo simulations. Finally, a sample size determination algorithm is developed for the multi-class scenario based on the criterion which ensures that the difference between the two approximate \(AUCs/VUSs\) is below a threshold. For the HapMap data with 3 and 4 populations, respectively, a linear classifier is built using 92 independent SNPs, and the required total sample sizes are determined using our algorithm, as the threshold varies.

Furthermore, our sample size determination method is applied to a prediction problem involving values of traits. Here, the region of trait is categorized into several sub-regions, thereby creating a multi-class classification scenario. We have applied our multi-class sample size determination methodology to the Heterogeneous Stock Mice Data, where the traits Anxiety and Obesity BMI, are categorized into 3 or 4 groups. In this case, a linear classifier is built based on 348 SNPs, and the required sample sizes are also estimated.

In summary, we have developed an asymptotic method to estimate the learning curve of SNP classifiers. It is illustrated that a required sample size can be obtained from the estimated learning curve.