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ABSTRACT 

The prevalence of mental health disorders is often undetected, leading to a serious issue 

which continues to affect all parts of society. Recurrent psychological patterns can be 

identified with the help of popular social networking websites. These patterns can depict 

one’s thoughts and feelings in everyday life. Our research targets Twitter data to identify 

users who could potentially suffer from mental disorders, and classify them based on the 

intensity of linguistic usage and different behavioral features using sentiment analysis 

techniques. To confront the growing problem of mental disorders, we demonstrate a 

novel approach for the extraction of data and focus on the analysis of depression, 

schizophrenia, anxiety disorders, drug abuse and seasonal affective disorders. Our system 

can be used not only to identify, but also to quantify users' progression by following them 

on Twitter for a certain period of time. This can eventually help medical professionals 

and public health experts to monitor symptoms and progression patterns of mental 

disorders in social media users. 
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

Mental disorders have become a serious issue all over the world. Centers for Disease 

Control and Prevention (CDC) estimated that “by the year 2020, depression will be the 

second leading cause of disability throughout the world” (CDC, 2013). Mental disorders 

can even lead to substance abuse, violence and suicide. The majority of people with 

mental disorders often go undiagnosed and untreated. So there is a need to diagnose and 

treat such kind of disease. 

The social media can be used as a diagnostic tool to study psychology of a person. 

Social networking websites such as Twitter depicts ones mental state. Following is a 

snapshot from Twitter which picturizes emotional state of a person. 

Figure 1: Twitter snapshot 
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The goal was to analyze such kind of writings from Twitter. Tweets were extracted using 

keywords related to mental health, signs, and symptoms of 5 different mental disorders. 

We extracted 10 million of tweets using 40 different keywords over a period of 6 months 

and classified them into two classes relevant as most, moderate or least and irrelevant. After 

this, we followed 200 users for 2-3 months duration to check their activities. 

1.2 Mental Disorders Studied 

National Alliance of Mental Health (NAMI) states that “a mental illness is a condition 

that impacts a person’s thinking, feeling or mood may affect and his or her ability to 

relate to others and function on a daily basis” (NAMI, 2015). Depression and 

schizophrenia are the most common types of mental illnesses in the world. 

 “Mental health disorders such as depression are among the 20 leading causes of 

disability worldwide. Depression affects around 300 million people worldwide and this 

number is projected to increase. Fewer than half of those people affected have access to 

adequate treatment and health care” (WHO, 2015). 

Following are the types of mental disorders as per WebMD: anxiety disorders, mood 

disorders, psychotic disorders, eating disorders, addiction disorders, personality 

disorders, obsessive compulsive disorders (OCD), Post-traumatic Stress disorders 

(PTSD) etc. We will be focusing on following major disorders below. WebMD 

(WebMD, 2015a) provides definitions of these disorders as follows: 
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Anxiety Disorders: 

“People with anxiety disorders respond to certain objects or situations with fear 

and dread, as well as with physical signs of anxiety or panic, such as a rapid heartbeat 

and sweating. It includes generalized anxiety disorder, panic disorder, social anxiety 

disorder and specific phobias.” 

Mood Disorders/ Affective Disorders: 

“It involves persistent feelings of sadness or periods of feeling overly happy, or 

fluctuations from extreme happiness to extreme sadness. The most common mood 

disorders are depression, bipolar disorder, and cyclothymic disorder. Depression includes 

major depression, persistent depression, seasonal affective depression which is caused 

due to change in the season, psychotic depression etc.” 

Psychotic Disorders: 

“Psychotic disorders involve distorted awareness and thinking. Two of the most 

common symptoms of psychotic disorders are hallucinations – the experience of images 

or sounds that are not real, such as hearing voices – and delusions, which are false fixed 

beliefs that the ill person accepts as true, despite evidence to the contrary.  Schizophrenia 

is an example of a psychotic disorder.” 

In Chapter 2 we will look at the background of sentiment analysis and emotion analysis. 

Chapter 3 talks about problem statement, ontology creation and its uses. Chapter 4 

describes detailed architecture of the system. Then Chapter 5 represents results and 

http://www.webmd.com/balance/stress-management/rm-quiz-stress-anxiety
http://www.webmd.com/skin-problems-and-treatments/hyperhidrosis2
http://www.webmd.com/depression/default.htm
http://www.webmd.com/bipolar-disorder/default.htm
http://www.webmd.com/bipolar-disorder/guide/cyclothymia-cyclothymic-disorder
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evaluation procedure followed by Chapter 6 as related work and then Chapter 7 is the 

conclusion and future scope of the project. 

1.3 Contribution to the Field 

Social media is a vast source of information by real people in real time. In recent years, 

because of social networking, people express their inner feelings on the web. 

This could help us in the early identification of different disorders by looking at their 

writings and analyzing it. This paper contributes to the field of public health by providing 

a platform to find emotionally distressed people, who could potentially suffer from 

different mental diseases. 

In this study, we extracted tweets from Twitter using different keywords related to mental 

disorders. We seek to identify potentially mentally ill users and follow their activities 

over a period of time. Also we plan to separate them into different classes based on the 

intensity of tweets. Another major goal of the study is to find the seasonal pattern of 

seasonal affective disorder over a period of eight months. We try to bridge the gap 

between results from clinical studies and results from social media. The overall goal is to 

observe psychologically proven facts from social media. Our research contributes to this 

novel approach by building our own domain specific dictionary. Over time, it can evolve 

into ontology for the field of mental disorders which can help to identify sentiments and 

emotions more accurately. 



5 

1.4 Broader Impact: 

Our research will impact the diagnosis, and eventually the treatment, of a range of different 

mental disorders in society. Our system will help to track mental disorders such as 

depression, schizophrenia, anxiety disorders, drug abuse and seasonal affective disorders 

on Twitter. The method we developed will analyze the tweets related to a domain, and then 

it will filter the users who potentially could have severe signs of mental disorders. Then it 

tracks the activities of those users over a period of time on Twitter. This will benefit 

psychologists or public health experts to filter out relevant data by using our system and 

then to study the symptoms and progression patterns of those users before it turns into a 

severe problem. Eventually, medical professionals can use this relevant data as a sample 

data for clinical analysis of mental disorders. 
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CHAPTER 2 

BACKGROUND 

2.1 Social Media 

Social media plays vital role in the information gathering and making sense out of the 

data. Kwak et. Al says that “Twitter is an ideal example of a micro blogging website 

which is fast growing; it connects millions of users with their tweets, which is nothing but 

a text. Users can write about any topic within the 140 characters limit and also follow 

other users on twitter to get an updates from them” (Kwak, Lee, Park, & Moon, 2010).  

Mental illness affects a person’s intelligence, emotions, and day to day activities. 

These days scientists are interested in analyzing big social media data for mental disorder 

cases such as anxiety, bipolar disorders, depression, dissociative disorders, eating 

disorders, obsessive-compulsive disorders, post traumatic disorders, drug abuse, seasonal 

affective disorders etc. The goal is to find potential users suffering from mental illness 

from Twitter and analyze their activities over a period of time to find certain patterns. 

In this section, we try to investigate different research papers related to mental disorders 

and social media like Twitter, and Facebook in order to study how social media is closely 

related to real life. “Johns Hopkins computer scientists have already evaluated Twitter 

posts for tracking flu cases. They say by careful consideration of tweets, it is possible to 

link data to different disorders” (JHU, 2014). User’s tweets or retweets reflect their 
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emotional and mental state when they are suffering from mental illness. Sometimes users 

also post about their mental condition socially. Facebook, which is another 

microblogging website, has this kind of an option. Whenever a user is posting, it asks for:  

what’s on your mind? How are you feeling, thinking about, eating, watching etc.? Where 

are you? So, from this information, it is easy to conclude that certain behavior or pattern 

of a person which could be linked to mental conditions. Therefore in this section, we 

study how user’s moods are captured from different social networking websites and are 

linked to mental disorder cases using sentiment analysis techniques. 

2.2 Sentiment Analysis 

Tejwani, who conducted a survey on sentiment analysis, states that ”Sentiment 

analysis is also known as opinion mining in which text analysis, natural language 

processing techniques are used to identify sentiments ”(Tejwani, 2014). This survey 

covered different techniques used in sentiment analysis and opinion mining. It states, 

“Sentiment classification classifies text as per different opinions towards certain object. 

Feature based sentiment classification considers the opinions on features of certain 

objects” (Tejwani, 2014). The sentiment analysis task is classified into three different 

levels: document level, sentence level, and feature bases techniques i.e. aspect level and 

comparative analysis (Liu, 2010). 

There are different methods used in classification of texts. Most of them are based on 

word and phrase classification. Dictionary based approach is commonly used in general. 

Also machine-learning approach is very commonly used in which data are trained on 
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specific data set and then tested on different datasets. Commonly used machine-learning 

techniques are Naïve Bayesian, Support Vector Machine and Maximum Entropy. It 

depends on how well features are being extracted from the dataset. Features might be 

unigrams, bigrams, parts of speech tagging, emoticons detection, categories tagging etc. 

(Tejwani, 2014). In dictionary based or corpus based approach, ‘Word Net’ a bag of 

words which could be domain specific is used to classify sentiments and opinion 

extraction. 

2.3 SMART Sentiment and Emotion Analysis 

SMART is a tool named Social Media Analysis in Real Time. This section describes 

details of SMART. Identification of exact emotions is the most crucial step in a sentiment 

analysis technique. Psychologist Robert Plutchik defined there are basic eight human 

emotions and he created Plutchik’s wheel of emotions to demonstrate his theory 

(Plutchik, 2001). Plutchik's eight basic emotions are joy, trust, fear, surprise, sadness, 

anticipation, anger, and disgust. Middle ring in the wheel represents primary emotions 

and each has an opposite such that joy is the opposite of sadness, fear is the opposite of 

anger, anticipation is the opposite of surprise and disgust is the opposite of trust. Toward 

the wheel’s center, intensity of emotions increases and it decreases as we move outwards 

in the wheel. The color indicates intensity, so emotion is more intensive with the darker 

shade of the color. 

For example, sadness at its least level of intensity is pensiveness and at its highest level 

of intensity, anger becomes grief. So this demonstrates relationships between emotions 
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(Plutchik, 2001). An automatic emotions detection system such as NRC Emotion Lexicon 

(Mohammad & Turney, 2013) uses a Plutchik’s wheel of emotions to express emotion 

categories. 

Plutchik’s wheel of emotion has many applications in the field of sentiment analysis 

techniques. It is used in social media analysis, text analysis, which finds polarity (positive 

or negative) of the sentence and intensity of emotions. 

Figure 2: Plutchik’s Wheel of Emotions 

(Plutchik, 2001) 
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We can see that the emotions, sadness and surprise together represents disapproval whose 

opposite is optimism and so on which gives us a possibility of 32 classes to classify the 

emotions (Plutchik, 2001). 

In (Desai, 2014) SMART- SEA project, emotions are classified on a scale of 0-5. Zero 

indicates there are no emotions present in the tweet and 5 represent most intense emotion. 

If the emotion score is 1-2 then it falls under the outermost ring of the Plutchik’s wheel, 

which exists serenity, acceptance, apprehension, distraction, pensiveness, boredom, 

annoyance and interest. If the score is 3-4 then the emotion falls in the middle ring of the 

Plutchik’s wheel which represents joy, trust, fear, surprise, sadness, disgust, anger and 

anticipation. And if the score is 5, then it falls in the innermost ring which has emotions 

such as ecstasy, admiration, terror, amazement, grief, loathing, anger and vigilance. 

As mentioned above, 32 combinations are difficult for the analysis and also it could be 

overwhelming for an annotator; therefore, SMART considered only a middle ring of 

emotions for the analysis and annotated wordlist on the basis of joy, trust, fear, surprise, 

sadness, disgust, anger and anticipation. 

We observed that along with SMART wordlists and NRC, there were no domain specific 

words or phrases that are most commonly used on social media, which we observed in 

tweets. So, we created our own domain specific dictionary by making use of existing 

wordlists. Section 3.2 talks about how we created this word dictionary and ontology. 
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CHAPTER 3 

MENTAL DISORDER ANALYSIS 

3.1 Problem Statement 

In recent years, cases involving depression and drug abuse are very serious. A mental 

disorder could be life threatening. We often hear in the news that, a person committed 

suicide, killed people under mental stress, was drunk and driving and had an accident etc. 

Then after few days it is revealed in the news, the person was depressed or mentally 

abnormal. If we observe certain peoples profile on Twitter before the event has occurred, 

it could lead to the conclusion that, their writings show some kind of distress or 

negativity in their life, which could be the clue for identifying mental disorder. 

It is difficult to identify exact mental disorder symptoms just by studying a few tweets, as 

they are not always obvious. This was the motivation behind our approach. Considering 

the significance of the problem, there is a need to offer a flexible platform to analyze 

emotions and mental condition of a person over a period of time. 

Thus, we seek to contribute to the public mental health analysis by providing a platform 

that will identify a person who could potentially suffer from mental disorders. This could 

also help to identify potential suicidal victims as usually it is due to their mental 

imbalance. 



12 

3.2 Dictionary Creation 

We built a domain specific dictionary using three approaches, namely existing wordlists, 

word count frequency and POS tagging. 

3.2.1 Using Existing Wordlists 

Dictionary creation or building of the wordlist was a very crucial step in our project. 

There are numerous wordlists already built for the sentiment analysis and opinion mining 

in various domains. SentiWordNet 3.0 is one of the wordlists built for sentiment analysis. 

It is freely available for non-profit research purposes. It has positive score, negative 

score, objective score and synonyms of a word. We considered all the words and their 

synonyms with negative scores (Baccianella, Esuli, & Sebastiani, 2010). Similarly, we 

added more unique words from AFINN wordlist, which is a bag of words with positive 

and negative valence ranging between -5 to +5. It has 2477 words and phrases. We 

considered all the negative words irrespective of its range (Nielsen, 2010). Followed by 

this, we examined National Research Council of Canada (NRC) wordlist created by Saif 

Mohammad (Mohammad & Turney, 2013). NRC emotion lexicon has two sentiments as 

positive and negative along with eight different emotions. We added unique words with 

negative sentiments which were already not present in our final wordlist. There was also 

an emotional vocabulary list by Karla McLaren, which has specifically words related to 

depression, suicide and anxiety etc.(McLaren, 2015) But, there was no domain specific 

wordlist created till now, so there was a scope for the improvement in these wordlists 

with domain specific words, i.e., words specifically related to mental health and 
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disorders. So this leads to the creation of our own wordlist named Twitter Mental 

Disorders wordlist.  

Figure 3: Twitter Mental Disorders Wordlist 

3.2.2 Word Count Frequency 

We considered few thousand sample tweets for wordlist creation. Tweets were extracted 

using different keywords related to the domain. Those tweets were considered as our 

training data set. Using word count frequency concept, words were organized in 

descending order of frequency count. We considered maximum occurring relevant words 

specific to our domain of mental disease and mental health and then added to our 

dictionary. Similarly, using this technique, we evaluated a few suicide notes and 

depressed people’s writings online. Since mental health has become a serious issue all 
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over the world, there are many active blogs related to this domain.1 These blogs are 

targeted to those audiences who are suffering from mental illnesses. 

We then targeted many psychological papers dealing with mental health. We found 

scientific words related to mental diseases, which are not commonly known by ordinary 

people. But we added those words so as to improve the accuracy of the system. Mainly 

we looked into the “Diagnostic and Statistical Manual of Mental Disorders (Fifth 

Edition)” by American Psychiatric Association (APA, 2014). There are different 

surveys/questionnaires in order to identify and better treat mental disorders. Furthermore, 

CDC and NAMI have many clinical surveys. We analyzed those questions in the surveys 

for better wordlist creation. 

Finally, we utilized ontology of diseases created by Institute for Genome Sciences-

University of Maryland School of Medicine (Medicine, 2015). We updated mental health 

section with a few more attributes in it along with symptoms and used this for our 

dictionary creation. 

3.2.3 POS Tagging 

First we used Porter Stemmer Algorithm to normalize the words and make it more 

meaningful in terms of sentiments (Porter, 1980). We then used Stanford’s Parts of 

Speech Tagger (POS) (Stanford) to tokenize all the words in a given sentence using 

1 www.MentalHealth.gov, https://www.pinterest.com/bipolarbandit/blogs-about-mental-illness-mental-

health and http://lets-beat-mental-illness.tumblr.com/ 

http://www.igs.umaryland.edu/
http://www.medschool.umaryland.edu/
http://www.mentalhealth.gov/
https://www.pinterest.com/bipolarbandit/blogs-about-mental-illness-mental-health
https://www.pinterest.com/bipolarbandit/blogs-about-mental-illness-mental-health
http://lets-beat-mental-illness.tumblr.com/
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certain rules mentioned by Turney and we added our own rules to it (Turney, 2002). We 

mainly removed nouns/proper nouns or verb followed by noun from the dataset. 

For example, consider this tweet: “I am feeling low because of this depression”. In this 

we get, VB is feeling, adjective is low so “feeling low” as bigram and “depression” as 

NN. 

Consider a second example: “I hate myself”. In this tweet, we get Hate as VB and myself 

as NN so bigram is “hate myself” etc. 

We then evaluated all extracted n grams if they are domain specific, otherwise we 

removed irrelevant words from the list. We observed, most of the n grams have been 

already present in above wordlist, but we wanted to check this for more accurate results. 

So, by considering all these approaches, use of existing wordlists, word count frequency 

and POS tagging, the wordlist size was almost 2,000 words related to mental health and 

diseases. 



16 

CHAPTER 4 

Architecture 

Here is our high level system architecture diagram: 

Figure 4: High Level System Architecture 

4.1 Data Collection 

Twitter is a fast growing microblogging website. Millions of people share their thoughts 

publicly. The short text message is known as a tweet, which is a max 140 characters in 

length. The hashtag is a common pound (#) symbol which is used to describe particular 

interest or group on social networking website. So, Twitter data were our main target for 

further analysis. We extracted almost 10 million tweets over a period of 6 months. 

Twitter provides two API’s for the extraction of data, REST and Streaming. Rest API is 

used to access previous tweets of users, whereas the Streaming API allows one to access 
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tweets in real time based on a certain query. We used Streaming API to access tweets in 

real time manner based on hashtags, users etc. For this purpose, Twitter provides OAuth 

to access this APIs. First, user needs to create a Twitter application and then generate a 

consumer key, a consumer secret key, an access token and an access token secret key, 

which enable users to access the Twitter API on behalf of them (Twitter, 2015). 

Our system is designed using Python programming language. Tweepy which is an open 

source package is used to extract tweets from Twitter. It allows Python to use Twitter 

APIs to access tweets (Roesslein, 2009). 

Following is a diagrammatic representation of data extraction process: 

Figure 5: Data Extraction 

Initial Query is to start initial streaming process using Twitter API. Twitter streaming 

API initiates the process of data extraction using certain keywords and access keys. 

Corpus is nothing but tweets, which are stored in JSON format (Twitter, 2015). 

We used around 40 different keywords or phrases to extract the data. Keywords are as 

follows: depression, schizophrenia, bipolar, suicide, suicidal, nervous, depress, 

depressing, distress, dejected, dejection, gloomy, cheerless, blue, empty, sad, insomnia, 

feeling low, hate myself, kill myself, don’t want to live anymore, ashamed of myself, 

ashamed of myself, heat broken, feelings of worthlessness/guilt, lonely, loneliness, winter 
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depression, SAD, seasonal affective disorders, antidepressants, pills for depression, 

bipolar disorder, pristiq, cymbalta, vilazodone, social anxiety, anxiety, worried, hopeless, 

despair etc. 

Based on these keywords, we segregated tweets into 4 different categories for further 

evaluation of tweets.    

Categories are as follows: 1) Depression, 2) Schizophrenia,  3) Anxiety Disorders and 

4) Seasonal Affective Disorders (SAD).

4.2 Pre-Processing 

Extracted tweets were in JSON format. We filtered few objects from the JSON format 

such as Tweet Text, Created at (Date and Time), Location and Username. 

Figure 6: Tweet in JSON Format 
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We then removed hashtag # followed by RT@ and @ symbols. Regular expressions, 

special characters were also removed. We also removed http:// and the following web 

address from the text. All the tweets were then turned to lowercase letters. 

Specifically, we replaced following symbols/text with blank spaces: 

1) Remove text which starts from http[^\\s]+

2) Remove hashtag #, @, RT@

3) Remove Unicode characters /([\ud800-\udbff][\udc00-\udfff])|./g

4) Convert to lowercase

5) Remove hyperlinks

We did not remove Retweets, since it could be very useful in our analysis. Retweet is, 

when the user wants to repost someone else’s tweet, she/he simply retweets. So, a user 

might feel the same thing as the other person. This could play an important contribution 

towards our study. Preprocessing and cleaning of the text also plays very significant role, 

since it removes all the inconsistency and irrelevant data from the text, which could lead 

to false results. Pre-Processed tweets are then compared with corresponding wordlists for 

further processing. 

4.3 Check Category 

There are different types of mental disorders, but it was not practically possible to study 

all. So we confined our study to the following 5 different categories: 

1) Depression, 2) Schizophrenia, 3) Anxiety Disorders, 4) Drug Abuse and

5) Seasonal Affective Disorders (SAD).
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We categorized tweets according to the keywords from which tweets were extracted. 

Different sets of keywords are related to above mentioned disorders. 

Figure 7: Check Category of the Tweet 

4.4 Check Wordlist 

 We checked if a word is present in SentiWord Net’s negative bag of words. If it is not 

present, then we checked in Affin wordlist, if not then in NRC wordlist. But, this is very 

time consuming. So, we designed a better approach to improve time complexity of the 

system. 

As discussed in wordlist creation section, we combined all domain specific words 

together into a single wordlist and built ontology based on relationships between entities. 

We check if a given word or phrase is present in our unique bag of words. When the 

word match is found, score is incremented by 1. So, we check all the words present in the 

tweet against this wordlists and get the score of the tweet. 

For example, consider this tweet: 

Tweet: “insomnia depression and i hate people my life is turning for the worse at too 

young an age”   

Mental Disorder (MD) Score: 5 

Matched words: insomnia, depression, hate, life and worse. 
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Figure 8: Check Tweet Score 

4.5 Check Outlier 

Now, tweet score ranges from 0 to max 26. So, we observed tweets with maximum score, 

and we found, users have written 26 hate words in the tweet. There were many such 

tweets which were giving highest scores. Since, our interest has been to find a perfect 

range from the dataset, so that we can use that in our decision tree for further 

classification. If we consider these extreme scores, it will give incorrect results at the time 

of dividing the range. So, we decided to find outliers from the dataset. 

Consider following dataset: 6, 4, 2, 1, 15, 0, and 0 

1: Arrange in increasing order: 0, 0, 1, 2, 4, 6 and 15 

2: Find Median of the dataset: 2 

3. Find Quartile 1 and Quartile 3: 0 and 6

4. Find Interquartile: Q3- Q1: 6

5. Outlier is: Q3+ (1.5) Q1= 15

So in the above example, we neglect all the scores above 15. Since most of the tweets 

score is between 0 and 6, we can divide range equally. Outliers are considered to be 

extreme cases, so we can avoid them for better accuracy. 
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Figure 9: Outlier 

(MathsIsFun.com, 2014) 

Followed by this step, we used some part of SMART SEA project in our domain as 

explained below. 

4.6 SMART SEA 

LSDIS UGA lab conducted research in sentiment analysis using social media data under 

the direction of Dr. Budak Arpinar. SMART stands for ‘Social Media Analysis in Real 

Time’. A graduate student from our lab Sanmit Desai (Desai, 2014) worked on this 

project by presenting his work named SEA that’s ‘Sentiment Analysis and Emotion 

Analysis’. For a better analysis in our project, we have used a part of his implementation 

and extended further. He analyzed a Twitter data for emotions in the context of social 

conflicts. In the current approaches, emotion dictionaries did not have any weights, lack 

of emoticons and no word list for domain specific. He contributed in the following areas: 

- Improved Accuracy than National Research Council Canada Emotion Analyzer 

- Assigned emotion weights, valence shifter and intensifiers. 

- Bag of words specifically created for social conflict data (Desai, 2014). 

The architecture consists of major 3 steps as loading wordlist, emotion labelling and 

valence shifter and intensifiers. The main approach is, given a word, check the context of 

the word, look for the word in the wordlist, assign emotion label, and assign weights and 
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finally calculate emotion and sentiment weight.  He created a SMART wordlist 

consisting of 1468 annotated words related to social conflicts. Although NRC wordlist 

has 35,000 words and SentiWordNet has 117,658 words, they were really not suited for 

domain specific analysis. So they created own wordlist for better accuracy and annotated 

all those words manually. SMART has bigrams, emotion weights, emoticons etc (Desai, 

2014). 

4.6.1 SMART Architecture: 

4.6.1.1 Loading WordLists  

SMART has three wordlists namely SMART wordlist which has sentiment score from -5 

to +5 range followed by 8 emotions ranges from 0 to +5. For NRC, sentiment values are 

0, -1 and 1 and emotions will be 1 or 0. And last SentiWordNet has just sentiment values. 

“Algorithm for loading the wordlist is as follows: 

1. Load SMART word list into a HashMap.

a. Entry example, key = ‘impossible’; value= ‘-3, 0, 0, 0, 3, 3, 0, 0, 0’.

b. Values are 1= sentiment score, 2=joy, 3=trust, 4=fear, 5=surprise, 6=sadness,

7=disgust, 8=disgust and 9=anticipation. 

c. Here -3 is the sentiment weight. Since emotion present in this example are

‘sadness and surprise’ the respective values contain the number ‘3’. 

2. Load NRC word list into HashMap.

a. Entry example, key = ‘protest’; value= ‘-1, 0, 0, 0, 0, 0, 1, 0, 1’.

b. Same values as SMART word list.

3. Load SentiWordNet into HashMap.

a. Entry example, key = ‘protestNNS’; value= ‘-0.63’.

b. Here the key is the word and its POS tag and value is sentiment weight on a -1

to 1 scale“ (Desai, 2014) . 

5.6.1.2 Emotion Labelling 
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Figure 10: Emotion Labelling 

(Desai, 2014) 

Let us take an example mentioned in SMART SEA project, Consider following tweet 

after preprocessing: 

“Protest in #Ukraine is not a hopeless situation for #Russian government” 

First, hopeless word is found in NRC wordlist with sentiment -1, Surprise and Disgust as 

1 and word is found in SentiWordNet with weight as -3. So we update as follows: 

Table 1: Entry of the word hopeless in NRC word list (Desai, 2014): 

Word Sentiment Joy Trust Fear Surprise Sadness Disgust Anger Antici

pation 

hopeless -3 0 0 0 3 0 3 0 0 

Then word protest was not found in NRC or SentiWordNet so we checked in SMART: 
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Table 2: Entry of the word protest in SMART word list (Desai, 2014): 

Word Sentiment Joy Trust Fear Surprise Sadness Disgust Anger Antici

pation 

protest -2 0 0 0 0 0 2 0 2 

Now Initial tweet in internal storage: Each word has its POS tagging 

Table 3: Initial Tweet in Internal Storage (Desai, 2014): 

Word Sentime

nt 

Joy Trus

t 

Fea

r 

Surpri

se 

Sadne

ss 

Disgu

st 

Ang

er 

Anticipat

ion 

POS 

protest 0 0 0 0 0 0 0 0 0 NNS 

In 0 0 0 0 0 0 0 0 0 IN 

ukraine 0 0 0 0 0 0 0 0 0 NN 

Is 0 0 0 0 0 0 0 0 0 VBP 

Not 0 0 0 0 0 0 0 0 0 RB 

A 0 0 0 0 0 0 0 0 0 DT 

Hopeles

s 

0 0 0 0 0 0 0 0 0 JJ 

Situatio

n 

0 0 0 0 0 0 0 0 0 NN 

For 0 0 0 0 0 0 0 0 0 IN 

russian 0 0 0 0 0 0 0 0 0 NN 

govern

ment 

0 0 0 0 0 0 0 0 0 NNS 

4.6.1.3 Valence Shifter and Intensifiers 

In this words are checked against valence shifter and Intensifier list. In our example, we 

find valence shifter as NOT, so check for next senti word and flip the sign of its 

sentiment and swap values in the emotions with its counterparts. If it was an intensifier, 

then increase the intensity of the next immediate emotion word by one. 

In our example, we find NOT followed by hopeless word so we change its values and 

calculate Total Score as follows: 
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Table 4: Valence Shifter and Intensifier and Total (Desai, 2014): 

Word Sentime

nt 

Jo

y 

Trus

t 

Fea

r 

Surpri

se 

Sadne

ss 

Disgu

st 

Ang

er 

Anticipati

on 

POS 

protest -2 0 0 0 0 0 2 0 2 NNS 

In 0 0 0 0 0 0 0 0 0 IN 

ukraine 0 0 0 0 0 0 0 0 0 NN 

Is 0 0 0 0 0 0 0 0 0 VBP 

not 0 0 0 0 0 0 0 0 0 RB 

A 0 0 0 0 0 0 0 0 0 DT 

hopeles

s 

3 0 3 0 0 0 0 0 3 JJ 

situatio

n 

0 0 0 0 0 0 0 0 0 NN 

For  0 0 0 0 0 0 0 0 0 IN 

russian 0 0 0 0 0 0 0 0 0 NN 

govern

ment 

0 0 0 0 0 0 0 0 0 NNS 

Total 1 0 3 0 0 0 2 0 5  

 

Out of all these attributes, we were just interested for Sentiment Score if it is positive or 

negative and the Sadness feature if it is present in the statement or not. Rest all attributes, 

we did not take into consideration (Desai, 2014) 

 

4.7 Check Self Related Tweets 

Next step in our architecture is to check self-related tweets.  Dr. Walter Weintraub, 

Professor of psychiatry at the University of Maryland School of Medicine, has studied 

about people’s everyday used words. According to his research, “first-person singular 

pronouns (e.g., I, me, my) were reliably linked to people’s levels of depression” 

mentioned in the Tausczik’ s paper (Tausczik & Pennebaker, 2010).  Also, there was a 

news article in the Daily Mail newspaper by Emma Innes, “Scientists at the University of 

Kassel, Germany, found that the people who use first-person singular pronouns the most 

are more likely to be depressed than those who tend to use plural pronouns, such as ‘we’. 
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People who say 'me', 'myself' and 'I' frequently are more likely to suffer with depression 

and anxiety” (Innes, 2013).  

 

Since our major interest was to study mental disorders, we decided to consider this factor.  

Linguistic Inquiry and Word Count (LIWC) is a text analysis program that counts words 

in psychologically meaningful categories. So, LIWC 2007 wordlist has more than 200 

different categories. We used words related to self, or first person pronouns. We 

considered following words in our list: self, I, am, myself, me, id, i'd, i'll, im, i'm, ive, 

i've, mine, own, myselves. 

 

We checked every single tweet against this Myself Wordlist to verify if the tweet has any 

self-related words. If it matches with the word list, we label that tweet as “Self”, else we 

label as “nSelf”. So, to the next level of architecture, we consider if the tweet is self or 

not and pass it thorough decision tree.         

 

A below mentioned figure shows that, how we get self and nself tweets, Mental Disorders 

(MD) Score, Sentiment Score and Sadness Score: 

 

Figure 11: Check Self Related Tweets 
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4.8 Classification 

We have classified tweets into 4 different classes. Classification is an important step in 

our research. Classification classes are as follows:  

1) Most, 

2) Moderate, 

3) Least and 

4) NA (Not Applicable).  

Here we classify as most/moderately or least potentially suffering from or having 

symptoms/signs of any of the mental disorders which we have considered. 

The people who are not talking about themselves and are talking in general about mental 

disorders for creating awareness or talking about their relatives/friends etc., we label 

these tweets as Not Applicable (NA). 

Here is the snapshot of classified classes:  

Figure 12: Classification of Tweets 
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4.8.1 Labelling Rules 

For the classification purpose, we have designed our own rules as described in the 

following figure: 

 

Figure 13: Labelling Rules 

It has four different levels of filtration criteria: First it checks, if the tweet is self-

referenced or not. If it is self-referenced, then the sentiment score is checked. If 

SentiScore is less than zero, then sadness value is checked: if it is some positive value, 

then we check mental disorders dictionary score. As discussed above, after calculating 

outlier, we have maximum score, which is divided into three equal ranges. Followed by 

this, we check if the score falls into which range. If it is in the first range, then it is 

labeled as least, else moderate, else most.  

 

But, even if SentiScore is positive, there might be the case, in which it will have high 

sadness score, so we check all the conditions again. There are also cases, where 
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SentiScore is positive and sadness score is zero, but there could be a possibility of that 

dictionary score is very high, so we did not want to miss such conditions.  

 

4.9 Follow Users 

After the classification step, almost 1000 users are classified as ‘most’ (depressed). Our 

goal was to follow them for a certain period.   

 

According to psychologists, depressed people tend to make more use of self-referenced 

words, they always have negativity in their conversation, and they feel sad, lonely all the 

time. They interact less with the crowd. Other mental disorders such as schizophrenia or 

anxiety do not fall into these categories of signs or symptoms. So, we did not follow 

people from these groups. 

 

Twitter streaming API has certain constraints on the amount of data you can fetch. 

Because of this difficulty, we could not follow all 1000 people on Twitter.  

So we decided to follow random 200 people from the dataset for 1.5-3 months duration 

on Twitter to watch their activities.  

 

4.10 After Follow 

We analyzed these 200 users’ tweets after following on Twitter. For the analysis purpose, 

we have used word lists created by psychologists Dr. James W. Pennebaker. The 

dictionary is named as Linguistic Inquiry and Word Count LIWC 2007 (Pennebaker 

Conglomerates, 2015). The dictionary has 464 different dimensions, which has millions 
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of words. Dimensions are function words, affect words, social words, swear words etc. 

We were interested in analyzing function words, which have self-referenced words. 

Affect words are also analyzed which has positive and negative emotions. We then 

matched a tweet against our four different wordlists named self, negative, positive and 

social. Finally we get individual scores out of 100. 

 

Figure 14: After Follow 

Then for the evaluation purposes, we calculated average scores for all of them as shown 

in the Figure 14.  

 

Figure 15: After Follow Users’ Average Scores 

 

4.11 Seasonal Affective Disorders 

According to WebMD, Seasonal Affective Disorder (SAD) is a type of depression, which 

occurs as the season changes. “Seasonal depression is a mood disorder that happens every 

year at the same time. A rare form of seasonal depression, known as "summer 

depression," begins in late spring or early summer and ends in fall. In general, though, 
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seasonal affective disorder starts in fall or winter and ends in spring or early summer” 

(WebMD, 2015b). Following are the symptoms of SAD during the winter season, 

according to (WebMD, 2015b): 

 Less energy 

 Trouble concentrating 

 Fatigue 

 Greater appetite 

 Increased desire to be alone 

 Greater need for sleep 

 Weight gain 

Symptoms of SAD during summer:  

 Less appetite 

 Trouble sleeping 

 Weight loss 

Seasonal affective disorder is also known as winter depression, winter blues or summer 

depression, summertime sadness etc. 

 

4.11.1 Causes of SAD 

There are two major causes of SAD: lack of sunlight and deficiency of Vitamin D.  

A researcher from UGA has also found a strong connection between seasonal affective 

disorder and lack of sunlight.  

 

http://www.webmd.com/women/guide/why-so-tired-10-causes-fatigue
http://www.webmd.com/sleep-disorders/default.htm
http://www.webmd.com/diet/healthy-weight-what-is-a-healthy-weight
http://www.webmd.com/sleep-disorders/ss/slideshow-sleep-disorders-overview
http://www.webmd.com/diet/default.htm
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"Seasonal affective disorder is believed to affect up to 10 percent of the population, 

depending upon geographical location, and is a type of depression related to changes in 

season," said Stewart, an Associate Professor in the Department of Counseling and 

Human Development Services. Evidence exists that low levels of dopamine and serotonin 

are linked to depression, therefore it is logical that there may be a relationship between 

low levels of vitamin D and depressive symptoms," said Kimlin, a Cancer Council 

Queensland Professor of Cancer Prevention Research” (Stewart, 2014). Because of this, 

more people tend to get depressed in winter season since there is less sunlight and hence 

deficiency of vitamin D.  

 

According to Dr. Shock, “the highest seasonal incidence occurred in winter and 

decreased as the season changed from winter to autumn, the monthly cases reached it’s 

high in March and it is lowest in September” (Li et al., 2011). 

 

In our research, goal was to observe how people react to seasonal depression in social 

media and the pattern as the season changes. We extracted tweets from Twitter using 

certain keywords related to seasonal affective depression. The keywords are winter 

depression, winter schizophrenia, winter blues, seasonal affective disorder, summer 

depression, summertime blues, summertime sadness, summer onset SAD, depression in 

fall season etc. 

 

As discussed in the architecture above, we classified tweets as relevant or irrelevant. 

Following is the screenshot of some tweets related to Seasonal Affective Disorder:  
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Figure 16: Tweets about Seasonal Affective Disorder 
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CHAPTER 5 

RESULTS AND EVALUATIONS 

5.1 Our Results in Twitter and Real-life Mental Disorders 

The goal was to analyze and identify people with symptoms of mental disorders from 

social media like Twitter. We analyzed five disorders, including depression, 

schizophrenia, anxiety disorders, drug or alcohol abuse and seasonal affective disorders.  

The results for each of them are as follows: 

1) Depression:  

 Total Unique Users (Relevant + Irrelevant) = 2,149,308 

 Relevant Unique Users = 722,916 

 Most = 904 

 Moderate = 89,075 

 Least = 632,937 

 Potential Users with Depression = 33.63% 

2) Schizophrenia:  

 Total Unique Users (Relevant + Irrelevant) = 21,896 

 Relevant Unique Users = 2,335 

 Most = 5 

 Moderate = 299 

 Least = 2,032 

 Potential Users with Schizophrenia = 9% 
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3) Anxiety Disorders: 

 Total Unique Users (Relevant + Irrelevant) = 638,009 

 Relevant Unique Users = 322,855 

 Most = 12,020 

 Moderate = 39,645 

 Least = 271,190 

 Potential Users with Anxiety Disorders = 48% 

 

4) Drug or Alcohol Abuse: 

 Total Unique Users (Relevant + Irrelevant) = 45,203 

 Relevant Unique Users = 10,966 

 Most = 109 

 Moderate = 4,118 

 Least = 6,739 

 Potential Users with Drug or Alcohol Abuse = 24.25% 

 

5) Seasonal Affective Disorder: 

 Total Unique Users (Relevant + Irrelevant) = 36,029 

 Relevant Unique Users = 88,71 

 Potential Users with Seasonal Affective Disorder = 24.62% 
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Results of all Mental Disorders: 

 

Figure 17: Mental Disorders  

Results by classification:  

 

Figure 18: Mental Disorders by Classification 

The above statistics represents only Twitter users all the over the world.  
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According to (Vikram Patel, 2014) in New England of Medicine Journal, “ At least 10% 

of the world's population are affected by one of a wide range of mental disorders; as 

many as 700 million people had a mental disorder in 2010. The 2010 Global Burden of 

Disease Study showed that mental disorders account for 7.4% of the world's burden of 

health conditions” (Vikram Patel, 2014). The contribution of different mental disorders to 

this burden is shown below which is close to results in our study: 

 

Figure 19: Contribution of Different Mental Disorders 

(Vikram Patel, 2014) 

 

5.1.1 Results of Seasonal Affective Disorders  

As described in Section 5.11, more people tend to suffer from seasonal affective disorder 

in the winter season than summer, because of less sunlight, which leads to deficiency of 

vitamin D.  
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Our purpose was to analyze these results from social media. We wanted to analyze how 

social media are closely associated with real life.  

 

Figure 20: Seasonal Affective Disorder Pattern  

The above figure demonstrates SAD pattern from February to Sept in 2015. It is observed 

that % count is higher in Feb, and March, which being considered in winter season. Then 

it decreases suddenly and increases slightly when the season changes. 

 

5.2 Evaluation Procedure 

In this chapter, we discuss the evaluation procedure and accuracy of the system. 

Finding accuracy of the system was a major challenge because of the necessity of human 

judgment. We asked a small group of people to evaluate our results. Since each human 

being has a different perspective, it is highly unreliable to rely on just one person’s 

opinion. So, for the evaluation process three different people are targeted and finally 

majority opinion is considered which is checked against our system to find the accuracy.  
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In our approach, testing is performed at two different levels in the database. One at the 

classification level and second at the after follow step.  We looked at several ways for the 

evaluation purpose, and then decided to evaluate overall 800 random tweets and 100 (follow) 

users from the database.  

 

5.2.1 Testing 1 

We asked examiners to provide their input on the accuracy of our system. Each examiner 

is provided with an excel sheet, which had 200 random tweets from the dataset. Each 

examiner’s identity is kept anonymous.  

 

Examiners were provided with an excel sheet of the following format:  

 

Figure 21: Screenshot of Testing 1  

The column under “User” is the actual user from Twitter whose identity is kept 

anonymous. “Tweet” column contain tweets, which we are analyzing and 

“Relevant/Irrelevant” contains the answer (from an examiner), if it is relevant or 

irrelevant to the given domain.  

Definition of Relevance:  

An examiner had to check, if a user had signs or symptoms related to mental disorders 

and if a user is talking about himself or herself.  
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Let’s take an example: if an user’s tweet has self-related words like I, am, me, myself 

etc., then a person is talking with respect to himself and he has symptoms/signs related to 

any of these disorders: Depression, Schizophrenia, Anxiety, Drug Abuse and Seasonal 

Disorders. 

 

Two sample tweets are presented below and they are usually considered relevant in 

Testing 1: 

 I hate myself for not being good enough for you 

 I always get so depressed when i get down to my last box of totino's  ud83d ude33 

 

Definition of Irrelevance:  

We are interested in checking, if a user is suffering from mental disorders; so if a tweet is 

talking about a third person, examiner should mark it as irrelevant. For example, consider 

the following irrelevant examples:  

 your guide to recovery depression bipolar mindfulness   

 my mom is suffering thorough depression.  

 

We provided Excel sheet to three different evaluators as Examiner 1, Examiner 2 and 

Examiner 3 with the same set of 200 tweets. And, then we considered, majority opinion 

out of three examiners. 
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5.2.2 Testing 2  

Similar to Testing 1, we asked examiners to provide their opinions on the accuracy of our 

system. We provided users with an Excel sheet, which had tweets of 25 users, which are 

followed on Twitter for 2-3 months. 

 

This file had tweets related to only ‘depression’ criteria and not related to any other 

mental disorders. The examiner were provided with a excel sheet in the following format:  

 

 

Figure 22: Screenshot of Testing 2 

 

The column under ‘User’ is the actual user from Twitter whose identity is kept 

anonymous. ‘All Tweets’ column has all the tweets of this user over 2-3 months.  

Examiner had to read all the tweets of the same user and had to mark the corresponding 

column of Myself as Low/High and Negative/positive.  
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 If a User is talking about himself in the text again and again, i.e. if a person is 

self-referencing (More use of I, me, myself words) then, it was marked as High 

else Low. 

 Examiner checked if tweets had more negativity than positivity then, marked it as 

Neg otherwise Pos.  

The purpose behind Testing 2 was to check if a particular user is having signs of 

depression by identifying whether he/she is self-referencing frequently and uses more of 

negative words than positive in his/her tweets.  

 

Similar to Testing 1, we provided three different examiners with same 25 Users’ tweets 

and asked for the evaluation. And then we considered the majority opinion, and tested 

against our system. 

 

5.2.3 Results after Follow Users 

We followed almost 200 users on Twitter for 1.5-3 months duration to check their 

activities in terms of different parameters. Following screenshot demonstrates results 

after following each user:  

 

Figure 23: After Follow results per User 
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5.2.4 The agreement between our system and examiners  

We have evaluated 800 random tweets and 100 users from the database as discussed 

above in the testing section. Each examiner evaluated 200 tweets and 25 users and same 

set of tweets are given to three different evaluators and majority is considered.  

 

Table 5: Testing 1  

Tweet Evaluator 

1 

Evaluator 

2 

Evaluator 

3 

Majority 

Opinion 

Our System Accuracy 

Hate 

myself 

Relevant Irrelevant Relevant Relevant Relevant Correct 

 

So out of 800 tweets, 676 tweets are marked relevant by human examiners. Hence the 

agreement is 84.59 %.  

 

For Testing 2, if Myself Score less than 20% in our results, it is considered as a low score. 

Similarly, if Neg Score is greater than Pos Score, then Neg Score is considered.  

 

Table 6: Testing 2 a: Self Evaluation (Low or High) 

User Tweets Evaluator1 Evaluator2 Evaluator3 Majority 

Opinion 

Our 

System 

Accuracy 

1 -------- Low High High High High Correct 

 

At this level, 83 users out of 100 were evaluated correctly. Hence the agreement is 83%. 
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Table 7: Testing 2 b: Sentiment Evaluation (Pos or Neg) 

User Tweets Evaluator1 Evaluator2 Evaluator3 Majority 

Opinion 

Our 

System 

Accuracy 

1 -------- Pos Neg Neg Neg Pos Incorrect 

 

At this level, the agreement between our system and examiner is 79%. 
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CHAPTER 6 

RELATED WORK 

6.1 Social Media and Mental Illness 

Park, Cha et al. analyzed real time moods of users and tracked how users interact 

with one another on social media. In this research, random tweets were analyzed from 

twitter over the two months duration, authors found that people who are suffering from 

mental illness, their tweets are related to more of negative emotions and anger than 

positive. They also examined the use of language to perform sentiment analysis. Now a 

day it has become a trend to share one’s private information, be it good or bad on social 

networking websites. Such clinically depressed people also share their depressed 

thoughts/feelings, clinical history online. They tend to talk more about themselves, as the 

use of first person pronoun is more in the text. Tweets were labelled manually based on 

nine different categories such as sharing, self-promotion, opinions, random thoughts, me, 

questions to others, presence, maintenance, anecdotes from me and anecdotes by others 

etc. This was conducted in three steps: “first they surveyed users to identify their self-

judged depression level. Then they collected tweets from the same user from twitter and 

finally compared depression levels of users with their sentiments and language usage in 

tweets” (Park, Cha, & Cha, 2012). 

Finally, sentiment analysis was being performed on the tweets using LIWC 

sentiment tool. “LIWC is Linguistic Inquiry and Word Count which is a text analysis 

program that counts word in psychologically meaningful categories” (Pennebaker, Mehl, 
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& Niederhoffer, 2003). “The LIWC tool contains a dictionary of several thousand words, 

where each word is scaled across six different criteria: social, adjective, cognitive, 

perceptual biological processes and relativity. Each type has subtypes which have 

particular scores assigned in it”. So using this, overall score was calculated to classify 

tweets. This research had few limitations. LIWC alone wasn’t efficient tool for sentiment 

analysis as it excludes emoticons, also there were less participants involved in this study 

(Park et al., 2012). 

 

De Choudhury, Gamon et al.2013 demonstrated an association between 200 different 

measures to predict depressive disorders ahead of time. They also expanded the scope of 

identifying mental health factors from social networking websites. The text may indicate 

feelings of worthlessness, guilt, helplessness, and self-hatred etc. The main contributions 

of this paper were as follows: “They used a crowdsourcing technique from twitter users 

who had been diagnosed with clinical Major Depressive Disorders (MDD) using CES-D 

(Center for Epidemiologic Studies Depression Scale) screening test as a tool to determine 

depression levels of the crowd workers from AMT. Based on tweet results, they used 

several measures like user engagement, emotion, egocentric graph, linguistic style, 

depressive language use and antidepressant usage to measure users’ behavior. Followed 

by this, they compared the behaviors of the depressed users and the standard users, which 

showed users with depression has lowered social activity, greater negative emotions, high 

self-attentional focus, increased relational and medicinal concerns and heightened 

expression of religious thoughts. For emotion measure, along with LIWC, they used 

ANEW lexicon (Bradley & Lang, 1999) for finding activation and dominance which 
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refers to the degree of physical intensity in an emotion and the degree of control in an 

emotion. Finally, they used a supervised learning technique to build MDD classifier 

which predicts if the user is susceptible to depression or not. The results were similar to 

Park et. Al., (2012) who scored positive for depression. The accuracy of this system was 

70% and precision 0.74” (De Choudhury, Gamon, Counts, & Horvitz, 2013).  

 

Detecting depressed users from social media was also supported by Wang, Zhang (2013). 

The study demonstrates data from social media and how it is important to psychology as 

well as sociology.  It detects depressed users in Sina Micro blog which is similar to 

Twitter, a social networing website and it is very popular in China. It has contributed in 

four different aspects: For the depression analysis, data mining technique is used. 

Depression intensity is being calculated using Sentiment Analysis technique and Chinese 

micro-blog is used. For this, they proposed the list of vocabulary related to depression, 

which was developed from HowNet (Zhang, Zeng, Li, Wang, & Zuo, 2009) and from 

Chinese syntax rules, sentence pattern and rules for calculations were derived in order to 

find depression inclination.  

They proposed depression detection model based on above two criteria and 10 

characteristics of depressed users from psychological study. This proposed model has 

three major steps as follows: As microblog allows 140 characters in a sentence, using 

punctuation as a symbol, sentence is segmented along with word segmentation. Using the 

polarity calculation algorithm, polarity of each word is being calculated followed by the 

polarity of the entire sentence. Model also considered the psychological aspects of a 

person such as use of first person singular or plural pronouns, use of emoticons, 
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interaction with other users, and behavior of the user on social media. After all this, users 

were classified as depressed or normal users using different classification techniques. 

Waikato Environment for Knowledge Analysis (Weka) tool was used for this purpose 

(Han & Kamber, 2006). In order to make it more reliable and to verify the model, three 

different classifiers such as Bayes, Trees and Rules were used (Han & Kamber, 2006). 

The proposed model with all classifiers has around 80% of precision. But this had few 

limitations as, first it was subjected to only Chinese microblog and so Chinese language. 

Although the vocabulary was all based on Chinese language, the model can be applied to 

different languages and second the dataset was small so it is difficult to analyze how 

reliable is this model for large dataset. In spite of all this, proposed framework helped 

psychologist to detect potentially depressed users, improving public health  (Wang et al., 

2013).  

 

According to Reavley and Pilkington 2014, “social networks provide sensible 

information for capturing depressive moods of users”  (Reavley & Pilkington, 2014). The 

paper states that, this research might help scientist to promote mental health and create 

awareness amongst common people. The study provides evidences of how twitter users 

share information about depression or schizophrenia on social media and what type of 

information they share. Twitter data was being collected over the period of 7 days based 

on hashtags namely #depression and #schizophrenia. Followed by this content analysis 

was being performed using Nvivo 10 which is used to analyze unstructured data type.  

“The second author coded the tweets based on the extent to which they indicated a 

particular attitude towards depression or schizophrenia. Tweets were categorized based 
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on their content and user information. The following content themes emerged: (1) 

personal experience of mental illness, (2) awareness promotion, (3) research findings, (4) 

resources for consumers (5) advertising, (6) news media, (7) personal opinion or dyadic 

interaction” (Reavley & Pilkington, 2014). Another criteria was to identify type of users. 

They found users who were tweeting about depression were either consumers, 

organizations to create awareness or mental health advocates. And majority users, who 

tweeted about schizophrenia were individuals, organizations, health professionals, mental 

health advocates or consumers. They also researched about the content type of the tweets, 

attitude towards depression or schizophrenia like if the opinion is neutral, supportive or 

against etc. Although the study supported analysis of tweets towards mental illness, it had 

a few limitations. The research could not identify how many tweets were exactly 

referring to depression and anxiety. Dataset was proportionally small, as only tweets over 

7 days were collected and, other than depression and schizophrenia hashtags, slang terms 

could have been missed in the dataset (Reavley & Pilkington, 2014). 

 

“The results from this paper could be compared with Martinez-Perez et al. (2014), who 

analyzed the purposes and functions of Facebook and Twitter groups for different mental 

illnesses, including depression. They classified groups according to whether they were 

support groups, self-help groups, advocacy and awareness groups and fundraising groups. 

They concluded that self-help groups were the most common category (64%), followed 

by support groups (15%), and advocacy and awareness groups (10%)”(Martínez-Pérez, 

de la Torre-Díez, Bargiela-Flórez, López-Coronado, & Rodrigues, 2014). 
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Schwartz et al. (2014) used Facebook as a social networking media to predict one’s level 

of depression displayed socially using their language. Regression model was built by 

them to characterize depression. This research was entirely based on how users express 

their depression through language. They analyzed use of language in order to predict 

depression. Two years dataset from Facebook was being considered followed by user’s 

degree of depression was calculated. LIWC (Pennebaker et al., 2003) categories were 

used to find out lexicon. Finally the regression model was built by dividing a dataset as 

training and testing and sentiment analysis was performed. They also evaluated seasonal 

pattern while evaluating degree of depression. According to the author, in the future, it is 

feasible to find degree of depression and changes in depression levels weekly or on a 

monthly basis (Schwartz et al., 2014). 

 

Banitaan and Daimi (2014) predicted the possible depression cases in future using data 

mining concept. Data mining is widely used in almost all types of industries to find the 

association, relation or pattern between different attributes in a dataset. For this research, 

authors used synthetic data and WEKA a machine learning tool was used for prediction 

of the depression cases. The method consists of following stages:  

Attribute selection, creating models, testing followed by results and analysis. 

Fifty different attributes were selected in order to construct a prediction model with 

corresponding values as none (0), Mild (1), Medium (2) and Serious (3). A well-known 

decision tree algorithm was used along with machine learning tool WEKA. In this, they 

applied different rules on the above mentioned attributes and concluded as Yes or No for 

depression cases. The limitation of this paper was, they used synthetic data which were 
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generated by using JAVA program. So with the actual dataset, it is hard to predict how 

this model would work. Although the accuracy turned out to be reasonable as 83.25% 

(Banitaan & Daimi, 2014). 

 

Moreno, Kelleher, and Pumper (2013) evaluated depression symptoms using social media 

website by developing depression codebook. This codebook can be used and expanded in 

the future for different disorder cases such as anxiety. They also investigated suicide 

protocol in this paper (Moreno et al., 2013). 

 

De Choudhury, Counts, and Horvitz (2013) also used social media as a measurement tool 

of depression in a population. They used crowdsourcing technique to collect data and 

developed SVM classifier to predict depressive tweets with the accuracy of 73% and 

along with this geographical analysis of tweets were performed (De Choudhury, Counts, 

et al., 2013). 

 

Harman (2014) analyzed mental health in his research paper named “Quantifying Mental 

Health Signals in Twitter”.  Using natural language processing, they studied post-

traumatic stress disorder (PTSD), depression, bipolar disorder, and seasonal affective 

disorder (SAD) (Harman, 2014). 

 

Preotiuc-Pietro et al. (2015) demonstrated how the personality, age and gender 

contributes to mental illness on Twitter. They targeted two disorders, namely PTSD and 

depression along with their symptoms and effects from user’s tweets. So they used 
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demographics features to analyze the language of depression using LIWC and binary 

logistic regression classifiers (Pedregosa et al., 2011) for better prediction results. 

(Preotiuc-Pietro et al., 2015). 

 

6.2 Summary of Related Work  

Table 8: Summary of Related Work:  

Author Data Technique/ Method Classes for classification Accuracy 

(Park et al., 

2012) 

Twitter 

(2 

months) 

Text analysis (LIWC) 
Depressed feelings, delivery, 

sharing thoughts, others etc. 
N/A 

(De 

Choudhury, 

Gamon, et 

al., 2013) 

Twitter 

LIWC, ANEW, 

Supervised learning 

technique (SVM). 

Depressed, Normal Tweets 70% 

(Wang et al., 

2013) 

Sina 

Chinese 

Micro 

blog  

(15 days ) 

Bag of Words, 

Sentiment analysis-

Machine learning 

(WEKA- Bayes, Trees 

and Rules classifiers) 

Depressed, Normal Tweets 
Precision 

80% 

(Reavley & 

Pilkington, 

2014) 

Twitter 

(7 days) 

Sentiment Analysis 

(Nvivo 10) 

Depression & Schizophrenia 

(Negative, Positive and 

Neutral) 

N/A 

(Schwartz et 

al., 2014). 

Facebook 

(2 years) 

Lexica, n-grams, NRC 

technique based 

Regression model for 

classification 

Degree of Depression 39% 

(Banitaan & 

Daimi, 2014) 

Synthetic 

Data 

Data Mining Technique 

WEKA- Decision Tree 

Algorithm 

Depressed, Normal Tweets 83.25% 

(Moreno et 

al., 2013) 

Facebook 

& Various 

Sources 

Codebook Development 

DSM-IV Criteria’s of 

Depression  
N/A 

(De 

Choudhury, 

Counts, et al., 

2013) 

Twitter SVM Classifier Depressed, Normal Tweets 73% 

(Harman, 

2014) 

Twitter 

(5 years) 

Bag of words, NLP 

technique 

Post-traumatic stress 

disorder (PTSD), 

Depression, Bipolar 

Disorder, and Seasonal 

Affective Disorder (SAD) 

N/A 
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CHAPTER 7 

CONCLUSIONS AND FUTURE WORK 

7.1 Conclusion  

To conclude, our system has presented a novel approach to analyze different mental 

disorder cases such as depression, schizophrenia, anxiety disorder, drug or alcohol abuse 

and seasonal affective disorder. The objective was to offer a platform which is fast, accurate 

and flexible to identify users and analyze patterns of their writings in terms of language 

and sentiment. 

 

Our method could identify people diagnosed with or having signs of mental disorders 

which could lead to depression. The system identified users by analyzing their tweets and 

classifying them as low, moderate, most or NA users. Also, the proposed method 

successfully followed users on Twitter to keep a watch on their activities and use of 

language. It was observed that people diagnosed with depression make greater use of self-

referenced words and their language has more negativity.  

 

Results demonstrate that there is a correlation between social media and real life, which 

can be seen by comparing the results from our system with statistics from the global burden 

of disease mentioned above. Also, our system could lead to the conclusion that seasonal 

affective disorder is more prominent in the winter, which closely supports previous 
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psychological findings. This platform will help researchers to identify people with mental 

disorders at an early stage, to find patterns, and eventually help such victims. 

 

7.2 Future Work 

Although the system proposed in this thesis has demonstrated an accurate use of 

architecture to meet our requirements, it could be further improvised in different ways.  

The future scope of the system is as follows:  

 

“Many improvements can be made to the system to enhance its performance and scope. 

For example, adding a new custom bag of words will enable the system to be used in 

other domains such as ‘identifying possible suicide victims on Twitter’” (Desai, 2014). 

 

Improving the detection of self-related tweets could lead to more accurate results from the 

classification step in the labelling rules.  

 

Exact location of the User is not known from the twitter user profile. So finding 

geolocation is a challenge. If the location is known, then it could be easier to find people 

from which area are suffering from these disorders.  

 

Ontology 

We have built a domain specific ‘Mental Disorder’ Ontology, which is in OWL format. It 

has 1860 Axiom Counts, 51 Class Counts and 12 Object Properties. Ontology has 

common, slang words or phrases which are frequently used on social media. It depicts 
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different types of mental disorders, symptoms, causes, medications and relationships 

between them. But, there is a scope for the improvement of this ontology for further 

analysis. 

 

Figure 24: Mental Disorder Ontology 



 

57 

 

 

Bibliography: 

National Alliance of Mental Illness APA. (2014). DSM-5 Diagnostic Classification Diagnostic and 
Statistical Manual of Mental Disorders. 

 
Baccianella, S., Esuli, A., & Sebastiani, F. (2010). SentiWordNet 3.0: An Enhanced Lexical Resource 

for Sentiment Analysis and Opinion Mining. Paper presented at the LREC. 
 
Banitaan, S., & Daimi, K. (2014). Using Data Mining to Predict Possible Future Depression Cases. 

International Journal of Public Health Science (IJPHS), 3(4), 231-240.  
 
Bradley, M. M., & Lang, P. J. (1999). Affective norms for English words (ANEW): Instruction 

manual and affective ratings: Technical Report C-1, The Center for Research in 
Psychophysiology, University of Florida. 

 
CDC. (2013). Mental Health Basics.   Retrieved July 16, 2015, from 

http://www.cdc.gov/mentalhealth/basics.htm 
 
De Choudhury, M., Counts, S., & Horvitz, E. (2013). Social media as a measurement tool of 

depression in populations. Paper presented at the Proceedings of the 5th Annual ACM 
Web Science Conference. 

 
De Choudhury, M., Gamon, M., Counts, S., & Horvitz, E. (2013). Predicting Depression via Social 

Media. Paper presented at the ICWSM. 
 
Desai, S. (2014). SMART Sentiment and Emotion Analysis (Masters), University of Georgia 

  
Han, J., & Kamber, M. (2006). Data Mining: Concepts and Techniques.  
 
Harman, G. C. M. D. C. (2014). Quantifying mental health signals in twitter. ACL 2014, 51.  
 
Innes, E. (2013). People who talk frequently talk about themselves are more prone to 

depression. Daily Mail. Retrieved from http://www.dailymail.co.uk/health/article-
2320637/People-talk-frequently-prone-depression-anxiety.html 

 
JHU. (2014). Twitter posts may shine a fresh light on mental illness trends.    
 
Kwak, H., Lee, C., Park, H., & Moon, S. (2010). What is Twitter, a social network or a news 

media? Paper presented at the Proceedings of the 19th international conference on 
World wide web. 

 

http://www.cdc.gov/mentalhealth/basics.htm
http://www.dailymail.co.uk/health/article-2320637/People-talk-frequently-prone-depression-anxiety.html
http://www.dailymail.co.uk/health/article-2320637/People-talk-frequently-prone-depression-anxiety.html


 

58 

Li, Y., Du, T., Lewin, M. R., Wang, H., Ji, X., Zhang, Y., . . . Wu, J. S. (2011). The seasonality of acute 
coronary syndrome and its relations with climatic parameters. The American journal of 
emergency medicine, 29(7), 768-774.  

 
Liu, B. (2010). Sentiment analysis and subjectivity. Handbook of natural language processing, 2, 

627-666.  
 
Martínez-Pérez, B., de la Torre-Díez, I., Bargiela-Flórez, B., López-Coronado, M., & Rodrigues, J. J. 

(2014). Content analysis of neurodegenerative and mental diseases social groups. 
Health informatics journal, 1460458214525615.  

 
MathsIsFun.com. (2014). Outlier.   Retrieved Aug 12, 2015, from 

http://www.mathsisfun.com/definitions/outlier.html 
 
McLaren, K. (2015). Emotional Vocabulary  

List.   Retrieved March 10,  2015, from http://karlamclaren.com/wp-
content/uploads/2015/01/Alphabetized-Emotional-Vocabulary-List1.pdf 

 
Medicine, I. f. G. S.-U. o. M. S. o. (2015). Disease Ontology.   Retrieved Feb, 2015, from 

http://disease-ontology.org/ 
 
Mohammad, S. M., & Turney, P. D. (2013). Crowdsourcing a word–emotion association lexicon. 

Computational Intelligence, 29(3), 436-465.  
 
Moreno, M. A., Kelleher, E., & Pumper, M. (2013). Evaluating Displayed Depression Symptoms 

on Social Media Sites. Social Networking, 2(04), 185.  
 
NAMI. (2015). Mental Health Conditions. from https://www.nami.org/Learn-More/Mental-

Health-Conditions 
 
Nielsen, F. Å. (2010). AFINN-96. txt.  
 
Park, M., Cha, C., & Cha, M. (2012). Depressive moods of users portrayed in twitter. Paper 

presented at the Proceedings of the ACM SIGKDD Workshop on Healthcare Informatics 
(HI-KDD). 

 
Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel, O., . . . Dubourg, V. 

(2011). Scikit-learn: Machine learning in Python. The Journal of Machine Learning 
Research, 12, 2825-2830.  

 
Pennebaker Conglomerates, I. (2015). LIWC. from http://liwc.wpengine.com/ 
 
Pennebaker, J. W., Mehl, M. R., & Niederhoffer, K. G. (2003). Psychological aspects of natural 

language use: Our words, our selves. Annual review of psychology, 54(1), 547-577.  
 

http://www.mathsisfun.com/definitions/outlier.html
http://karlamclaren.com/wp-content/uploads/2015/01/Alphabetized-Emotional-Vocabulary-List1.pdf
http://karlamclaren.com/wp-content/uploads/2015/01/Alphabetized-Emotional-Vocabulary-List1.pdf
http://disease-ontology.org/
https://www.nami.org/Learn-More/Mental-Health-Conditions
https://www.nami.org/Learn-More/Mental-Health-Conditions
http://liwc.wpengine.com/


 

59 

Plutchik, R. (2001). The Nature of Emotions Human emotions have deep evolutionary roots, a 
fact that may explain their complexity and provide tools for clinical practice. American 
Scientist, 89(4), 344-350.  

 
Porter, M. F. (1980). An algorithm for suffix stripping. Program, 14(3), 130-137.  
 
Preotiuc-Pietro, D., Eichstaedt, J., Park, G., Sap, M., Smith, L., Tobolsky, V., . . . Ungar, L. (2015). 

The Role of Personality, Age and Gender in Tweeting about Mental Illnesses. Paper 
presented at the Proceedings of the Workshop on Computational Linguistics and Clinical 
Psychology: From Linguistic Signal to Clinical Reality, NAACL. 

 
Reavley, N. J., & Pilkington, P. D. (2014). Use of Twitter to monitor attitudes toward depression 

and schizophrenia: an exploratory study. PeerJ, 2, e647.  
 
Roesslein, J. (2009). Tweepy Retrieved Aug 10, 2015, from http://www.tweepy.org/ 
 
Schwartz, H. A., Eichstaedt, J., Kern, M. L., Park, G., Sap, M., Stillwell, D., . . . Ungar, L. (2014). 

Towards assessing changes in degree of depression through facebook. Paper presented 
at the Proceedings of the Workshop on Computational Linguistics and Clinical 
Psychology: From Linguistic Signal to Clinical Reality. 

 
Stanford. Stanford Log-linear Part-Of-Speech Tagger. from 

http://nlp.stanford.edu/software/tagger.shtml 
 
Stewart, A. E. (2014). Vitamin D deficiency, depression linked in UGA-led international study. 

Retrieved from http://news.uga.edu/releases/article/vitamin-d-deficiency-depression/ 
website 

 
Tausczik, Y. R., & Pennebaker, J. W. (2010). The psychological meaning of words: LIWC and 

computerized text analysis methods. Journal of language and social psychology, 29(1), 
24-54.  

 
Tejwani, R. (2014). Sentiment Analysis: A Survey. arXiv preprint arXiv:1405.2584.  
 
Turney, P. D. (2002). Thumbs up or thumbs down?: semantic orientation applied to unsupervised 

classification of reviews. Paper presented at the Proceedings of the 40th annual meeting 
on association for computational linguistics. 

 
Twitter, I. (2015). Developers Documentation.   Retrieved Aug 10, 2015, from 

https://dev.twitter.com/overview/documentation 
 
Vikram Patel, F. M. S., and Shekhar Saxena, M.D. (2014). Transforming Lives, Enhancing 

Communities — Innovations in Global Mental Health. The new England Journal of 
Medicine.  

 
Wang, X., Zhang, C., Ji, Y., Sun, L., Wu, L., & Bao, Z. (2013). A depression detection model based 

on sentiment analysis in micro-blog social network Trends and Applications in 
Knowledge Discovery and Data Mining (pp. 201-213): Springer. 

http://www.tweepy.org/
http://nlp.stanford.edu/software/tagger.shtml
http://news.uga.edu/releases/article/vitamin-d-deficiency-depression/
https://dev.twitter.com/overview/documentation


 

60 

WebMD. (2015a). Mental Health Center - Types of Mental Illness. from 
http://www.webmd.com/mental-health/mental-health-types-illness 

 
WebMD. (2015b). Seasonal Affective Disorder (SAD).  
 
WHO. (2015). Fact File.   Retrieved July 15, 2015, from 

http://www.who.int/features/factfiles/global_burden/facts/en/index6.html 
 
Zhang, C., Zeng, D., Li, J., Wang, F. Y., & Zuo, W. (2009). Sentiment analysis of Chinese 

documents: From sentence to document level. Journal of the American Society for 
Information Science and Technology, 60(12), 2474-2487.  

World Health Organization. Strengthening Mental Health Promotion.  

Geneva, World Health Organization (Fact sheet no. 220), 2001. 

 

 

 

 

 

 

 

 

 

 

http://www.webmd.com/mental-health/mental-health-types-illness
http://www.who.int/features/factfiles/global_burden/facts/en/index6.html

