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 This research examines the importance of bottom-up and top-down controls on 

bacterial abundance and community composition during summertime production in the 

coastal Arctic Ocean.  Bacterial and viral abundance, bacterial community composition, 

and free-living (3 µm-filtered, FL) and particle-associated (unfiltered, FL+PA) 

assemblages were examined in the Chukchi Sea during August 2000. Nutrients, 

chlorophyll a, and particulate organic matter (POM) were also measured. Bacteria were 

isolated and analyzed by DGGE, 16S rDNA sequence analysis, and for substrate 

utilization. Increased bacterial and viral abundance, decreased species richness, and 

decreased similarity (Sorenson’s Index) between FL and PA assemblages occurred in 

high versus low POM regions. Bacterial abundance, species richness, and Sorenson’s 

Index correlated best with POM, while viral abundance correlated best with bacterial 

abundance. Algal bloom conditions producing high POM concentrations may therefore 

increase bacterial and viral abundance, reducing species richness, and promote 

differences between FL and PA assemblages.  
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CHAPTER 1 

INTRODUCTION 

 

This research examines the importance of bottom-up and top-down controls on 

bacterial abundance and community composition during summertime production in the 

coastal Arctic Ocean.  Studies that combine measurements of environmental variables 

with microbial abundance, activity, and community composition provide insight into the 

significant factors controlling the microbial loop in the marine environment.  While 

recent studies of this nature have been performed in temperate environments (Riemann et 

al 2000; Riemann and Winding 2001), few studies have examined polar environments 

(Yager et al. 2001). This study represents an examination of correlations between 

bacterial and viral abundance, bacterial community composition, and the differences 

between free-living (FL) and particle-associated (PA) assemblages in the Arctic Chukchi 

Sea (Fig. 1).  

 

Background 

Bacterioplankton. Bacterioplankton are abundant (Hobbie et al. 1977; Watson et al. 1977; 

Porter and Feig 1980) and important (Pomeroy 1974; Azam et al. 1983) organisms in the 

marine food web.  Heterotrophic bacterial species comprise the majority of 

bacterioplankton (Ducklow et al. 1986; although this paradigm may be changing, e.g. 

Zehr et al., 2001; Karl 2002). These heterotrophic bacteria can have high production rates 
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Figure 1.  Map of research location (modified from Yager et al. 2001). Stations 
(numbered) were sampled during the Arctic West Cruise of Opportunity (AWSOO) 
aboard the USCGC Polar Star during August 2000. Temperature ranged from -1.3 – 0.1 
ºC and ice cover ranged from 3/10 to 9/10 coverage.  



 3 
(Rich et al. 1997) and may be responsible for more than half of pelagic respiration and 

consumption of primary production (P. le B. Williams 1981; Azam et al 1983).  The  

“microbial loop” paradigm suggests that microbial communities are important in the 

cycling of organic matter in the surface layer, regenerating nutrients and energy that 

otherwise might be unavailable to higher trophic levels (Pomeroy 1974; Azam et al. 

1983).  The effectiveness of the microbial loop in the polar environment is important to 

determine the role Arctic summertime production plays in the global carbon cycle (Yager 

1996). 

Bacterioplankton abundance typically ranges from 105 cells mL-1 (Cho and Azam 

1990) to 107 cells mL-1 (Ducklow and Shiah 1993) in oligotrophic and eutrophic marine 

systems, respectively.  Bacterioplankton abundance varies seasonally in most marine 

environments (Ducklow et al. 1993; Karl et al. 1993; Yager et al. 2001).  Studies of 

phytoplankton blooms in mesocosms (Castberg et al. 2001; Larsen et al. 2001) and in the 

environment (Yager et al. 2001) show that bacterial abundance and activity can vary 

significantly on short time scales. The factors regulating these changes in the polar 

environment, however, are largely unknown. 

Controls on bacterioplankton biomass are theorized to incorporate both bottom-up 

and top-down mechanisms, depending on system dynamics and trophic status (Metzler et 

al. 2000; Anderson and Rivkin 2001; Gasol et al. 2002).  Bottom-up studies in a number 

of aquatic environments correlate bacterial abundance to chlorophyll a (CHLa) 

concentrations (Cole et al. 1988; Poremba et al. 1999; Kimura et al. 2001), nutrients such 

as C, N, or P (Rivkin and Anderson 1997; Vrede et al. 1999; Hagström et al. 2001), and 

dissolved and/or particulate organic matter (DOM, POM; Kimura et al. 2001).  Grazing 
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by protists (Sherr and Sherr 1994; Sherr et al 1997) and viral lysis (Fuhrman 1999) are 

significant top-down removal processes that keep bacterial abundance relatively stable. 

Estimates of bacterivory often fall short of those needed to balance bacterial production, 

however, suggesting that other removal processes such as viral infection are important 

(McManus and Fuhrman 1988). Viral enrichment studies show that bacterial mortality 

increases with the addition of viruses (Proctor and Fuhrman 1992; Noble et al. 1999), 

suggesting that bacteriophages are important controls on bacterial biomass. Viral 

infection can cause similar bacterial mortality comparable to grazing by heterotrophic 

nanoflagellates (HNF; Fuhrman and Noble 1995), and may exert stronger control on 

bacterial abundance than predation (Weinbauer and Peduzzi 1995; Weinbauer et al. 

1995).  

 

Virioplankton. Marine viruses are dynamic and important components of marine 

microbial food webs (Fuhrman 1999).  Virioplankton are abundant and typically exceed 

bacterial abundance by one order of magnitude (Bergh et al. 1989; Proctor and Fuhrman 

1993).  Viral abundance typically ranges from 104 – 108 mL-1 in oligotrophic and 

eutrophic marine systems, respectively (see review by Wommack and Colwell 2000).  

Strong seasonal variations (Bergh et al. 1989; Bratbak et al. 1990; Wommack et al. 1992; 

Jiang and Paul 1994; Weinbauer et al. 1995) and rapid temporal changes (Heldal and 

Bratbak 1991; Suttle and Feng 1992; Jiang and Paul 1994; Bratbak et al. 1996; 

Weinbauer et al. 1995) are observed in a variety of aquatic ecosystems. Viral abundance 

is often strongly correlated to bacterial abundance (Boehme et al. 1993; Cochlan et al. 

1993; Jiang and Paul 1994; Weinbauer et al. 1995; Steward et al. 1996; see review by 
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Wommack and Colwell 2000) and CHLa to a lesser extent (Fuhrman 1980; Boehme et 

al. 1993; Cochlan et al. 1993; Jiang and Paul 1994; Weinbauer et al. 1995).   

Morphological data from virioplankton diversity studies suggest that the majority 

of virioplankton are bacteriophages (Wommack et al. 1992; Cochlan et al. 1993; 

Maranger et al. 1994).  The strong correlation to bacterial abundance (Cochlan et al. 

1993; Maranger and Bird 1995, 1996; Almeida et al. 2001), high bacterial-viral encounter 

rates (Fuhrman et al. 1989; Boehme et al. 1993; Cochlan et al. 1993), and high viral 

production rates (Noble and Fuhrman 2000) all support this theory.  Marine viruses are 

estimated to be responsible for 5-50% of total bacterial mortality in the marine 

environment (Proctor and Fuhrman 1990; Heldal and Bratbak 1991; Proctor et al. 1993, 

Suttle 1994; Fuhrman and Noble 1995; Maranger and Bird 1995; Maranger and Bird 

1996; Noble and Fuhrman 2000). Clearly, virioplankton play an important role in the 

microbial loop in aquatic ecosystems. 

Marine viruses are small (20-200 µm), non-motile “cells” composed of 

DNA/RNA surrounded by a protein coat (Fuhrman 1999).  Viruses contact their host by 

passive diffusion and attach to the cell by recognition of an extracellular feature such as a 

transporter protein or flagellum (Fuhrman 1999).  Viruses are highly genus and species 

specific (Koga et al. 1982; Bigby et al. 1995); <0.5% of marine viruses are found to 

infect more than one genus (Ackermann and DuBow 1987).  Host abundance and 

recognition of the host are therefore the keys to viral success.   

Virioplankton reproduce by injecting their nucleic acids into the bacterial host 

cell, using host cellular machinery for replication via three mechanisms (Fuhrman 1999):  

1) Viral genomes are replicated by the host and progeny viruses are produced and 
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released from the cell by non-lethal mechanisms during chronic infection, 2) Lysogenic 

infection involves non-lethal incorporation of the viral genome into the host genome to 

be copied with cell replication; progeny viruses are only produced when an induction 

event causes lytic infection to occur, 3) Lethal viral replication occurs during lytic 

infection, where progeny viruses are produced within the cell and released during cell 

lysis.   

Lytic infection is density-dependent, where a minimum host concentration is 

needed for viral replication (Wiggins and Alexander 1985; Wilcox and Fuhrman 1994).  

The product of bacterial and viral abundance must reach a threshold for lytic infection to 

occur. The “lytic infection threshold” is theorized to be the product of bacterial × viral 

abundance (VB) equal to 1012 mL-1 (Wilcox and Fuhrman 1994).  This measurement may 

be a good indicator of whether a marine microbial ecosystem is experiencing viral 

infection.   

The ratio of viral to bacterial abundance (VBR) is another parameter that may be 

calculated to determine the importance of viruses in marine systems (see review by 

Wommack and Colwell 2000).  The VBR in marine systems will usually be greater than 

1 since viruses are typically more abundant (Bergh et al. 1989; Proctor and Fuhrman 

1993).  Measured VBR values range from <1 to 72, but values between 3 and 10 are 

usually observed (Wommack and Colwell 2000).  Higher VBR values are measured in 

more nutrient-rich, productive ecosystems where viral infection may be more prevalent 

(Wommack and Colwell 2000).  VBR values often correlate to bacterial abundance 

(Weinbauer et al. 1995); an inverse relationship between the VBR and bacterial 

abundance is most often observed (Jiang and Paul 1994; Maranger et al. 1994; Maranger 
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and Bird 1995; Wommack et al. 1992; Tuomi et al. 1997). VBR can, however, remain 

constant during changes in bacterial and viral abundance (Tuomi et al. 1997). VBR 

values may also correlate with bacterial host diversity, with low VBR values 

demonstrating low bacterial diversity, and vice versa (Bratbak and Heldal 1995; Tuomi et 

al. 1995). 

Both lytic and lysogenic infections occur in marine ecosystems, but lytic infection 

is the most common mechanism of viral replication in the marine environment (Wilcox 

and Fuhrman 1994; see review by Wommack and Colwell 2000). Lysogeny may vary 

seasonally (Cochran and Paul 1998) and be increased in the oligotrophic ocean, but it 

only accounts for a small percentage (< 4%) of bacterial mortality (Weinbauer and Suttle 

1999). The prevalence of lytic infection (Wilcox and Fuhrman 1994; Weinbauer and 

Suttle 1999) suggests that viruses can strongly affect the microbial loop and the marine 

food web.   

Lysis of bacterial and phytoplankton cells releases DOM that can be readily used 

by bacteria (Bratbak et al. 1990; Proctor and Fuhrman 1990; Fuhrman 1992; Weinbauer 

and Peduzzi 1995; Middleboe et al. 1996; Noble and Fuhrman 1998).  A theoretical “viral 

loop” (Fuhrman 1999) is therefore created within the marine food web where bacteria 

consume bacterial biomass, preventing fixed carbon from passing to higher trophic levels 

(Fuhrman 1992; Bratbak et al. 1994; Thingstad and Lignell 1997).  Models incorporating 

viral lysis show a 27-33% increase and 20-25% decrease in bacterial and 

nanozooplankton production, respectively (Fuhrman 1992; Fuhrman and Suttle 1993). 

Mesocosm experiments show that bacterial growth can be stimulated by the addition of 

viral lysis products (Middleboe et al. 1996).  



 8 
This “viral loop” actually aids the ecosystem by promoting the oxidation of 

organic matter and regeneration of nutrients, therefore increasing overall production in 

the surface layer (Bratbak et al. 1990; Fuhrman 1992; Fuhrman 1999).  Viruses and 

bacteria are non-sinking fractions of DOM, so the stronger the “viral loop”, the more 

nutrients are retained in the surface, resulting in a positive feedback mechanism that 

maintains primary and bacterial production in the euphotic zone (Fuhrman 1992). 

Conversely, decreased viral activity causes organic matter to be passed onto larger 

organisms that can sink, stripping nutrients from the surface (Fuhrman 1999). An 

examination of the “viral loop” is therefore important to resolve marine ecosystem carbon 

budgets. 

Lytic infection can also strongly affect bacterial community composition (Peduzzi 

and Weinbauer 1993; Tuomi et al 1995).  Viruses are density-dependent (Wiggins and 

Alexander 1985; Wilcox and Fuhrman 1994) and genus/species specific (Ackermann and 

DuBow 1987), so dominant nonresistant bacterial species are more likely to be infected 

and lysed (Fuhrman and Suttle 1993).  Viral infection of these bacteria may therefore 

reduce their abundance while resistant bacterial species thrive on the DOM released 

through lysis (Wommack and Colwell 2000). Clonal diversity shifted from phage-

sensitive to phage-resistant clones in a cultured phage-host system  (Middleboe et al. 

2001).   

Shifts in dominant bacterial species can occur over periods of weeks to months 

(Rehnstam et al. 1993; Pinhassi et al. 1997) and community succession during algal 

blooms has been observed (Peduzzi and Weinbauer 1993; Fandino et al. 2001; Yager et 

al. 2001).  The cause of these changes in community structure is unknown, however.  
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Elevated VBR values occurring with changes in bacterial community structure during 

peaks in primary production indicate that viral infection is likely shaping the community 

during algal blooms (Yager et al. 2001). One study of viral infection on cyanobacteria 

correlates bacterial community composition to viruses (Waterbury and Valois 1993) and 

modeling shows that viruses may control bacterial diversity (Thingstad and Lignell 1997; 

Wommack and Colwell 2000). Successional changes in virioplankton diversity further 

support the hypothesis that viruses may control bacterial diversity (Wommack et al. 

1999; Steward et al. 2000). 

 

Bacterial community composition. Top-down controls other than viral infection may also 

influence bacterial community composition. Selective predation of bacteria by 

heterotrophic nanoflagellates is found in some aquatic ecosystems (Lebaron et al. 1999; 

Suzuki 1999).  Experimental removal of predators increases the abundance of bacterial 

phylotypes that were rare in the original water sample, suggesting that predation can be 

species-specific (Suzuki 1999). Enhanced nanoflagellate grazing may also stimulate viral 

activity and combine with viral infection in shaping bacterial community structure 

(Simek et al. 2001). Top down controls may therefore influence bacterial community 

composition synergistically.  

Bottom-up controls may also influence bacterial community structure. Inorganic 

nutrients and predation can work together to regulate bacterial community structure 

(Gasol et al. 2002). Bacteria exhibit ribotype succession during phytoplankton blooms 

(Peduzzi and Weinbauer 1993; Castberg et al. 2001; Yager et al. 2001). Micro-scale 

patchiness of bacterial species richness has been attributed to differences in POM; 1-ul 
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samples from the same area show increased assemblage richness with enriched POM 

(Long and Azam 2001). Organic particles may therefore be important in shaping bacterial 

community composition. 

 

Particle-associated and free-living assemblages. Particles produced during times of high 

production create a specialized niche for marine bacteria. Bacteria residing on particles 

can contribute more than half of the total bacterial production (Lee et al. 2001). Particle-

associated (PA) bacteria have extracellular enzymes that degrade POM (Chróst 1991); 

therefore, species that thrive on particles may differ from free-living (FL) species. FL and 

PA assemblages are indeed shown to be different in some aquatic systems (Giovannoni 

1990; Fandino et al. 2001; Moeseneder et al. 2001; Riemann and Winding 2001). During 

a dinoflagellate bloom, α- and γ- Proteobacteria and Cytophaga-like bacteria are 

associated with FL and PA assemblages, respectively, with some overlap of Cytophaga-

like bacteria in both assemblages (Fandino et al. 2001). Changes in bacterial community 

structure during that bloom correlated to peaks in extracellular enzyme activity of PA 

bacteria having higher cell-specific growth rates than FL species (Fandino et al. 2001). 

FL and PA assemblages may be interacting communities where species overlap may 

depend on POM (Riemann and Winding 2001). Differences in the response of FL and PA 

assemblages to algal blooms and POM must therefore be studied in order to understand 

bacterial succession. 

Mortality of FL and PA assemblages may vary (Proctor and Fuhrman 1991; 

Proctor et al. 1993). Virus-mediated mortality is estimated to cause 6-62% and 6-52% of 

FL and PA bacterial mortality, respectively (Proctor et al. 1993).  Another study in the 
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North Pacific Ocean estimates that 2-37% of PA bacteria are lysed by viruses (Proctor 

and Fuhrman 1991). Protists preferentially consume small FL bacterial species (Jurgens 

and Sala 2000) and size/morphological selectivity is observed (Simek et al. 1999; Jurgens 

and Sala 2000; Hahn and Hofle 2001).  Predation may therefore enhance PA assemblages 

by encouraging aggregation of bacteria (Jurgens and Sala 2000). Interestingly, 

preferential predation by heterotrophic nanoflagellates on small virus particles is 

observed (Gonzalez and Suttle 1993), which may also serve to shape bacterial 

community structure by influencing viral infection. Examining community structure of 

FL and PA assemblages and their relation to viral abundance and predation is therefore 

necessary to determine the relative importance of these assemblages and the factors 

controlling their composition.  

 

Denaturing gradient gel electrophoresis (DGGE).  Bacterioplankton identification is 

problematic because the most abundant species are often unculturable (Giovannoni et al. 

1990).  Microscopic counts yield higher bacterial abundance estimates than earlier plate 

counts, suggesting the existence of bacterioplankton that cannot be identified by standard 

autecological techniques (Jannasch and Jones 1959).  Molecular identification techniques 

involving sequencing of the 16S (SSU) rRNA subunit (Olsen et al. 1986) are now used to 

identify bacterioplankton.  Initial studies using these molecular techniques in marine 

systems showed that more than 80% of these unculturable species can be placed into 9 

phylogenetic groups (Schmidt et al. 1991).  

The molecular methods used initially to investigate bacterial community structure 

are labor intensive.  These methods compare cloned nucleotide sequences of the 16S 
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rRNA gene using DNA extracted from the environment (Giovannoni et al. 1990; 

DeLong et al. 1993; Fuhrman et al. 1993).  Cloning and sequencing of large populations 

of 16S rRNA genes can be laborious.  Denaturing gradient gel electrophoresis (DGGE; 

Myers et al. 1985, 1987) coupled with polymerase chain reaction (PCR; Saiki et al. 1988) 

is now used to analyze bacterial community structure more easily (Murray 1994; Murray 

et al. 1996; Muyzer et al. 1993, 1996).  This technique offers a quick view of the bacterial 

community without laborious gene cloning and sequencing.  Large sample sets can 

therefore be processed and compared with ease (e.g. Bano and Hollibaugh 2001). 

The PCR-DGGE method (Muyzer et al. 1993, 1996) separates PCR products of 

16S rDNA fragments from a community sample according to their specific melting points 

(Td; Abrams and Stanton 1992).  Melting points are determined by hydrogen bonding in 

the nucleotide sequence; therefore, different 16S rDNA sequences have different melting 

points.  A polyacrylamide gel containing a linear gradient of denaturant of urea and 

formamide is used in DGGE.  The 16S rDNA fragments will partially denature and stop 

migration when they reach the position of their specific melting point (denaturant) in the 

gel. A GC-clamp, or GC-rich sequence (Myers et al. 1985), is added to the PCR products 

to prevent the DNA strands from complete separation and rapid migration through the 

gel.  Ethidium bromide or a fluorescently labeled primer can be used to visualize the 

DNA “fingerprint”. Each band represents a unique phylotype (Murray et al. 1996), or 

operational taxonomic unit (OTU), within the bacterial assemblage and each lane within 

the gel represents the phylotype profile of the community sample (Murray et al. 1996). 

Bands extracted from the gel may also be sequenced for phylogenetic analysis 
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Bacterial community structure in the Arctic Ocean has been assessed recently 

with PCR-DGGE (Ferrari and Hollibaugh 1999; Bano and Hollibaugh 2000; Yager et al. 

2001; Bano and Hollibaugh 2002). Large spatial (Ferrari and Hollibaugh 1999) and 

temporal (Yager et al. 2001) variations in bacterial community composition are observed. 

More studies using this technique must be completed, however, to obtain a mechanistic 

understanding of bacterial diversity in the Arctic Ocean.  

 

The Arctic environment.  The Arctic environment is characterized by perennially cold 

temperatures and strong seasonality of physical conditions (Smith and Sakshaug 1990).  

Day length varies seasonally from 0 to 24 hours of solar radiation in winter and summer 

months, respectively (Holm-Hansen et al. 1977).  Sea-ice retreats poleward and melts in 

localized areas such as leads and polynyas in the spring and summer months, creating 

conditions favorable for primary production (Smith and Nelson 1985; Sullivan et al. 

1988).  These physical conditions create intense spring/summer algal blooms in open 

water (Sverdrup 1953; Smith and Nelson; 1985; Sullivan 1988; Yager et al. 2001) and 

under sea-ice (Grossi et al. 1987).  Integrated daily primary production during the 

summer can reach up to 4000 g C m-2 d-1 in the Chukchi Sea (Hameedi 1978).   

Microbial communities are found to be active components in cold ecosystems 

(Friedmann 1993; Steward et al. 1996; Yager et al. 2001). Temperature, substrate 

availability, predation, and viral infection are regulating factors of bacterial activity in 

permanently cold seas (Li and Dickie 1987; Pomeroy et al. 1990; Fuhrman 1992). Initial 

microbial research in the Arctic Ocean underestimated the effectiveness of the microbial 

loop under the hypothesis that cold temperatures coupled with low substrate conditions 



 14 
decrease bacterial activity (Pomeroy and Diebel 1986; Pomeroy et al. 1990).  More 

recent studies, however, reveal substantial production and microbial activity in the Arctic 

Ocean (Maranger et al. 1994; MullerNiklas and Herndl 1996; Rivkin et al. 1996; Steward 

et al. 1996; Wheeler et al. 1996; Rich et al. 1997; Børsheim 2000; Yager et al. 2001), 

with the highest measurements of bacterial production occurring in the Chukchi Sea 

(Rich et al 1997). 

Episodic pulses of primary production are a major source of DOM/POM used by 

heterotrophic cold-loving bacteria in the Arctic (Sullivan et al. 1990). Algal “bloom” 

stages observed in the Chukchi Sea during the Arctic West Section 1998 (AWS98), show 

that bacterial and viral abundance, bacterial activity, and bacterial community structure 

change significantly during peak bloom stages (Yager et al. 2001). These observed 

changes may be the result of viral infection, bacterivory, and/or the availability of 

DOM/POM during the peak stage. A seasonal study of bacterivory in polar oceans, 

however, shows that grazing of bacterioplankton by protists is negligible immediately 

before and after peaks in primary production (Anderson and Rivkin 2001). Alternatively, 

differences in FL and PA assemblages may be enhanced with the availability of POM 

during the peak stage and viral infection may be increased, producing significant changes 

in bacterial community composition.  

Despite growing interest in research on the microbial loop in the Arctic, relatively 

few studies have examined viral abundance (Maranger et al. 1994; Steward et al. 1996; 

Steward et al. 2000; Yager et al. 2001) or bacterial community composition (Ferrari and 

Hollibaugh 1999; Bano and Hollibaugh 2000; Yager et al. 2001; Bano and Hollibaugh 

2002). Differences between FL and PA assemblages with bacterial and viral abundance 
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and POM are as yet unexamined in the Arctic Ocean or Chukchi Sea. A study in the 

Chukchi Sea that incorporates measurements of environmental parameters, bacterial and 

viral abundance, and bacterial community composition of FL and PA assemblages in 

different production regimes was therefore needed to determine significant factors 

controlling the microbial populations of this cold environment.  

  

My Research 

Bacterial and viral abundance, bacterial community composition, and a suite of 

environmental parameters were measured in samples from the Chukchi Sea taken during 

the Arctic West Science of Opportunity Cruise (AWS00) in August 2000 aboard the 

USCGC Polar Star WAGB-10.  Varying production regimes were sampled in order to 

examine variations among microbial abundance and bacterial community composition in 

high versus low production/POM regions.  Correlation analyses were used to determine 

the most significant factors controlling bacterial and viral abundance and FL and PA 

bacterial community composition.  Bacterial isolates were also obtained to determine the 

culturable bacterial species present, to compare isolate to community DGGE fingerprints, 

and for characterization by substrate utilization tests.  

This study attempts to distinguish between FL and PA assemblages in response to 

variations in environmental parameters and microbial abundance in different production 

regimes in the Chukchi Sea. Filtration was used to separate the bacterial community into 

two size fractions: 3 µm-filtered and unfiltered samples represented the FL and whole 

community (FL and PA) assemblages, respectively. PA bacteria in this research are 

defined as those bacteria residing on particles ≥ 3 µm.  
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Questions.  I was interested in how polar microbial communities varied in different 

production regimes and the parameters that controlled this variation.  Do bottom-up or 

top-down parameters control differences in bacterial abundance and community structure 

in the polar environment?  Are PA or FL communities affected differently?  To address 

these general questions for high and low production regimes in the Chukchi Sea, I asked 

the following more specific questions: 

 

A:  In high and low production regimes of the Chukchi Sea, 

Question 1:  do bacterial and viral abundance vary spatially, and what other 

 variables correlate with any variation? 

Question 2:  does bacterial community structure vary spatially, and what other 

         variables correlate with any variation? 

 

B:  FL and PA bacterial communities in the Chukchi Sea: 

Question 3:  How different are FL and PA bacterial assemblages? 

Question 4:  Do differences between FL and PA assemblages vary between high  

                     and low production regimes?  

Question 5: What variables control these differences? 

 

C:  Bacterial isolates in the Chukchi Sea: 

Question 6:  Are different isolates obtained in high and low production 

          regimes? 

Question 7:  Does substrate utilization differ between isolates obtained from  

           regions of high and low production? 
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Question 8:  Are bands representing isolate phylotypes present in the  

           community DGGE fingerprint?  

 

Hypotheses.  To answer these specific questions, I addressed the following hypotheses: 

 

A:   Hypothesis 1 (bottom-up control):  The availability of dissolved and particulate 

organic matter is a significant factor determining bacterial abundance and 

community structure. 

Justification.  Bacterial abundance is elevated in regions of high production in the 

Chukchi Sea.  Bacterial abundance and CHLa, DOM, and POM are likely to be 

correlated. Community composition is different in high and low production 

regimes, therefore different DGGE fingerprints in regions of high and low CHLa, 

DOM, and/or POM are likely to be obtained.  Differences in bacterial community 

structure (i.e. Margalef’s and Sorensen’s Indexes) are therefore likely to correlate 

to CHLa, DOM, and POM. 

 

Hypothesis 2 (top-down control):  Viral infection is a significant factor 

determining bacterial abundance and community structure. In cases where viruses 

are controlling bacterial abundance, a strong correlation between bacterial and 

viral abundance should be found. 

Justification.  Viral abundance commonly correlates positively with bacterial 

abundance and the VBR is commonly inversely correlated with bacterial 

abundance. Viral infection is more likely in high production regimes where 

bacterial production and abundance is elevated. The VBR and VB values are 
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likely to be elevated, reaching the hypothetical lytic threshold (1012 VB mL-1) 

in these regions. Variations in community structure indexes of high and low 

production regions will likely correlate, therefore, to viral abundance. 

 

B: Hypothesis 3:  FL and PA bacterial assemblages are different and will produce 

different DGGE fingerprints.   

Justification.  Particles are niches for specialized bacterial species, such as certain 

members of the Cytophaga clade, which may be less abundant in the free-living 

community.  DGGE fingerprints for unfiltered (whole community) and 3µm-

filtered (FL community), therefore, will likely be different. 

 

Hypothesis 4:  Differences between FL and PA assemblages are more prominent 

in high production regions, where POM and viral abundance are elevated.   

Justification.  Higher production regions produce more particulate organic matter, 

so PA bacterial species should thrive in these regions. Percent similarity between 

unfiltered (whole community) and 3 µm-filtered (FL community) DGGE 

fingerprints should therefore be reduced in regions of high production.  POM 

availability and viral infection are significant factors in determining differences in 

FL and PA bacterial assemblages.  A correlation between percent similarity 

(Sorensen’s Index) of unfiltered and filtered samples and POM and viral 

abundance should therefore be observed. 
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C:  Hypothesis 5:  Dilution to extinction followed by culturing will yield the 

sample’s numerically dominant culturable bacterial species, which will be 

different in high and low production regimes. 

Justification.  If bacterial community composition is controlled by DOM, POM, 

and viral infection, which are elevated in regions of high production, then 

dominant bacteria in high production regimes will likely be the most effective at 

incorporating elevated substrate concentrations and will also likely be more 

resistant to viral lysis. Isolates from the same station or production regime will 

likely be closely related and use the same substrates in the BIOLOG assay.  

 

 Hypothesis 6:  The most abundant bacteria should be present in the DGGE 

fingerprint of the community. 

Justification.  PCR-DGGE fingerprints should resolve bands (OTUs) for all 

members of the bacterial community within a sample.  Dilution to extinction 

should yield the sample’s most abundant culturable species, so its phylotype 

should be present in the community DGGE. 



 

CHAPTER 2 

METHODS 

 

Location 

Arctic seawater samples were collected from the Chukchi Sea (continental shelf) 

aboard the United States Coast Guard Cutter Polar Star WAGB-10 during the Arctic 

West Science of Opportunity Cruise in August 2000 (AWS00).  Seawater was collected 

using a standard CTD/rosette equipped with 12 30-L Niskin bottles. Five stations were 

chosen in a nearly south to north transect (70°19’-73°14’ N, 144°37’-167°35’ W; Fig. 1) 

to sample variable ice-cover and production regimes. Three sampling depths were 

determined over the photic zone according to light intensity (Io) predetermined by Secchi 

depth and the CTD: 100% Io (surface – 0 m), 30% Io (usually chlorophyll maximum), and 

1% Io (bottom of the photic zone). 

 

Seawater Chemistry 

Seawater samples were analyzed for the following organic and inorganic 

constituents.  Some analyses were performed by other scientists aboard the USGC Polar 

Star during AWSOO or at other institutions using samples I collected. 

 

Chlorophyll a.  Chlorophyll data from AWSOO was analyzed with standard fluorometric 

protocols (Holm-Hansen et al. 1965) at Old Dominion University (Dr. Glen Cota).
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Nutrients.  Duplicate seawater samples were collected in acid and base washed amber 

32 oz. Nalgene bottles from two separate Niskins at each depth.  Samples were then 

filtered through 47 mm Whatman GF/F filters with a glass tower filtration device and 

hand vacuum pumps.  Filters were frozen and saved for chlorophyll a analysis and 100 

mL filtrate was placed into acid and base washed 125 mL HDPE Nalgene bottles.  

Samples were frozen and stored in a –40 °C freezer until shipment in iced coolers to 

University of Georgia for analysis.   

Samples were analyzed for nitrate (NO3) and nitrite (NO2) with an OI Analytical 

Alpkem EnviroFlow 3000 with standard techniques (Strickland and Parsons 1972). The 

autoanalyzer read the nitrite (NO2) concentration. Nitrate (NO3) was reduced to NO2 with 

a cadmium column to get NOx (NO3 + NO2) concentration.  NO2 was then subtracted 

from NOx to get NO3 concentration. 

   Ammonium (NH4) was measured with standard spectrophotometric techniques 

(Solorzano 1969). Samples were mixed with an alkaline citrate medium with sodium 

hypochloride and phenol in the presence of sodium nitroprusside acting as a catalyst. 

Ammonium forms a blue indophenol color with the reagents that was read with a 

spectrophotometer. Ammonium concentration was then calculated from a standard curve.  

Phosphate (PO4) was analyzed with standard spectrophotometric methods 

(Strickland and Parsons 1972). A mixed reagent of molybic acid, ascorbic acid, and 

antimony was reacted with the sample. The phosphate reacted with the reagents to form a 

blue complex that was read on the spectrophotometer. Phosphate concentrations were 

then calculated from a standard curve. 
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Dissolved organic carbon (DOC).  Duplicate seawater samples were collected in ashed 

500 mL glass bottles from two separate Niskins at each depth.  Samples were frozen 

immediately in a –40 °C freezer until shipment to the University of Connecticut (Dr. 

Annelie Skoog) for DOC analysis (Skoog et al. 1997).  

 

Particulate organic carbon and nitrogen (POC and PON).  Duplicate seawater samples 

were collected through Tygon tubing into clean plastic bottles and processed shipboard.  

Seawater was filtered through 25 mm combusted Whatman GF/F filters. Filters were 

frozen and stored in a –40 °C freezer until analysis at University of Maryland’s 

Chesapeake Biological Laboratories (Dr. H. Rodger Harvey and Laura Belicka: Standard 

Operating Procedure of CBL).  

 

Total organic carbon (TOC).  Measured DOC and POC values were added to obtain the 

total organic carbon (TOC) for the depth at each station. 

 

Microbial Abundance and Variables 

Duplicate seawater samples were collected at each depth from 2 separate Niskin 

bottles into sterile 50 cc centrifuge tubes (Corning).  Two sets of 10 mL were then placed 

into sterile 15 cc centrifuge tubes (Corning) and fixed with 0.2 µm-filtered formaldehyde 

to a final concentration of 2%. Samples were then stored aboard in a –1 °C incubator and 

shipped to University of Georgia on ice for analysis.  

 

Bacterial abundance (AODC). Bacteria were enumerated using epifluorescence 

microscopy (Hobbie et al. 1977; Porter and Feig 1980).  In order to obtain about 20-30 
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bacteria per field, 3-5 mL of sample was filtered through a 25 mm black polycarbonate 

membrane filter (0.2 µm pore-size; Poretics) using a multiple filtration device (Hoeffer) 

with low air pressure (<10 cm Hg) vacuum filtration.  The Poretics membrane was placed 

on top of a 25 mm Whatman GF/F on the filter unit to ensure even filtration. Filters were 

then stained with 4’,6-diamidino-2-phenlyindole (DAPI, 20 µg mL-1; Sigma) for 5 

minutes on the filtration tower before the DAPI was filtered through the membrane. 

Towers were rinsed with 0.2µm-filtered artificial seawater (ASW; 25 g NaCl, 0.7 g KCl, 

5.3 g MgCl2 hydrate, 7 g MgSO4 hydrate, 1 L MilliQ water, pH adjusted to 7.5), ethanol, 

and deionized H2O (dH2O) between samples. Control slides were also made with ASW to 

check for contamination.  

Bacterial cells were counted under UV light excitation (360-370 nm) with an 

Olympus BX-40 microscope at 1000X (UPlanFl 100X oil immersion objective with a 

10X ocular). Twenty fields per filter were counted. Bacterial abundance in terms of cells 

mL-1 were calculated with equation 1 and duplicates were averaged for each depth.   

=××
volumefilter

fields
field
cells 1  # cells mL-1,                                                                (1) 

where volume equals the volume of seawater filtered. 

 

Viral abundance (VLP).  Virus-like particles (VLP) were enumerated using 

epifluorescence microscopy (Lu et al. 1999). In order to obtain fields that were easily 

counted, a 1-3 mL sample was stained with SYBR Gold nucleic acid gel stain (Molecular 

Probes) to a final concentration of 2.5X in the dark for 5 minutes. Samples were then 

filtered through a 25 mm Whatman Anodisc aluminum oxide filter (0.02 µm pore size) 

using a glass tower filtration device and low vacuum (<10 cm Hg).  The Anodisc filter 
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was placed on top of two back-up filters (25 mm Whatman GF/F and 25 mm black 

polycarbonate membrane, 0.2 µm pore-size; Poretics) to ensure even filtration. Filtration 

towers were flamed with ethanol between samples. Control slides were also made with 

0.2 µm-filtered ASW to check for contamination. 

Slides were viewed at 1000X using oil immersion and epifluorescent light 

(narrow band excitation wavelength of 470-490 nm) on an Olympus BX-40 microscope. 

Pictures were taken of 10 fields per filter using a Photometrics Sensys (Tucson, Arizona) 

air-cooled charge coupled device (CCD) camera that was mounted onto the microscope 

and connected to OnCor Image Analysis System Version 2.0.5d software (Gaithersburg, 

Maryland).  Image exposure time was adjusted to gain the “best” picture in terms of 

clarity and contrast. Bacterial cells were also counted directly on the microscope for each 

field.  Digital images were recorded as TIFF files and processed in Adobe Photoshop 5.0.  

Image contrast was inverted and adjusted to produce pictures with the best contrast. VLP 

were counted on printouts by hand.  

 

Derived microbial variables (VBR, VB).  Bacterial and viral abundance from the viral 

abundance slides were calculated in terms of cells mL-1 (equation 1).  These values were 

used to calculate the virus:bacteria ratio (VBR). VBR duplicate values were then 

averaged and used to adjust the virus counts in terms of the DAPI bacterial counts.  This 

calculation created new viral counts to account for loss of VLP due to storage (viral 

counts were completed up to four months later than initial bacterial counts). Mean DAPI 

bacterial and adjusted viral counts were then used to calculate the product of bacterial × 

viral abundance (VB). 
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Bacterial Community Composition  

Two 10 L seawater samples were collected with Tygon tubing from separate 

Niskins for each sampling depth into clean 10 L Nalgene cubitainers.  One sample from 

each depth was filtered through a 293 mm Nucleopore polycarbonate membrane (3 µm 

pore size) with gravity filtration directly from the Niskin for the 3 µm-filtered (free-living 

community) sample.  Samples were stored in a –1 °C incubator until pressure filtration 

using a peristaltic pump through a sterile 0.22 µm Millipore Sterivex GV filter cartridge. 

Sterivex filtrate was collected in clean 10 L cubitainers and stored in a –1 °C incubator 

for later use in bacterial isolations and grazer experiments shipboard. Excess water was 

expelled from the cartridge and 1.8 mL lysis buffer (40 mM EDTA, 50 mM Tris-HCl, 

0.75 M sucrose) was added to each cartridge.  Cartridges were then frozen and stored in 

the –40 °C freezer until shipment to UGA where they were stored in a -80 °C freezer 

until processed. 

Whole (particle-associated and free-living bacteria) and free-living (3 µm-

filtered) assemblages were analyzed using PCR-DGGE (Muyzer et al. 1993, 1996).  

DNA was extracted from the Sterivex units and universal 16S bacterial primers were 

used with the polymerase chain reaction (PCR) to produce products to be analyzed by 

DGGE.  

 

DNA extraction.  Frozen Sterivex cartridges were thawed at room temperature.  An 

extraction blank was made by adding 1.8 mL lysis buffer to a sterile Sterivex unit as a 

control. Lysozyme solution (40 µl; 50 mg mL-1 in lysis buffer) was added to each 

cartridge (capped with 3 cc Luer-Lok syringe tips and Parafilm to prevent leakage) and 
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cartridges were incubated for one hour on a rotator in a 37 °C oven. Proteinase K 

solution (50 µl; 20 mg mL-1 in lysis buffer) and 20% SDS (100 µl; sodium dodecyl 

sulfate, BioRad) were added to each cartridge. Cartridges were incubated for 2 hours on a 

rotator in a 55 °C oven. Lysate from the cartridge was then transferred to two sterile 2 

mL eppendorf centrifuge tubes using a “female” 3 cc syringe. 

DNA was purified from 800 µl of lysate by sequential extraction.  Lysate was 

placed into a sterile 2 mL eppendorf tube with 800 µl phenol:chloroform:isoamylalcohol 

(24:24:1; Ambion) and vortexed. Samples were then centrifuged (Eppendorf Centrifuge) 

at 4 °C and 12000 RPM for 10 minutes.  Supernatant was removed and placed into 

another 2 mL eppendorf tube with 800 µl chloroform:isoamylalcohol (21:1; Sigma) and 

centrifuged as described previously.  Supernatant was removed, placed into a sterile 

eppendorf tube, and 800 µl 1-butanol (Sigma) was added.  Samples were vortexed and 

centrifuged as before.  Supernatant was removed and discarded and subnatant was placed 

into a sterile Centricon-100 concentrator (Amicon).  Stock 5X TE Buffer (500 µl; 1X TE: 

1.58 g Tris-HCl and 0.37 g EDTA in 1 L MilliQ, adjusted to pH 8.0) was added and 

concentrators were centrifuged (SpeedFuge Savant) at 1000 RPM for 10 minutes on 

medium heat.  Another 500 µl of 5X TE Buffer was added and concentrators were 

centrifuged again. Samples were removed from the concentrator tip, placed into sterile 

eppendorf tubes, and frozen at -20 °C until further processing.  

 

Agarose gel procedures.  The presence of DNA in the extracts was confirmed by 

electrophoresing a portion of the extracts on a 1.5% agarose gel. The agarose gel was 

placed into a Buffer Puffer (Owl B3) electrophoresis tank and covered with 0.5X TBE 
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Buffer (10X: 108 g Tris base, 55 g boric acid, and 40 mL 0.5 M EDTA in 1 L MilliQ, 

and adjusted to pH 8.3 with acetic acid).  Equal volumes of blue loading dye and sample 

(3µl:3µl) were placed on parafilm, mixed with a sterile pipette, and loaded into wells in 

the gel.  A 1 kb DNA ladder (100 µg mL-1; Promega) size marker was loaded into the 

first  well. The gel was run at 200V (BioRad PowerPac3000 power source) for 30 

minutes and then stained in ethidium bromide (10 mg mL-1) for 5 minutes. Gel images 

were taken using an UVP GDS 7500 Gel Documentation System.   

 

PCR amplification.  Extracted DNA was amplified using PCR with primers 356f 

(bacterial) and fluorescein-labeled 517r (universal). These primers amplify positions 340 

to 533 in Escherichia coli where a large fraction of the total variability in 16S rDNA is 

found (Barry et al. 1990).  A 40 bp GC clamp (Myers et al. 1985) and a fluorescein label 

were added to the 5’ end of the primers 356f and 517r, respectively:  

 

356f with a GC-clamp (in bold): CGC CCG CCG CGC CCC CGC CCC GTC CCG 

CCG CCC CCG CCC CCC TAC GGG AGG CAG CAG, 

 

517r tagged with Fluorescein (F): F ATT ACC GCG GCT GCT GG. 

 

PCR reaction mixtures containing 4µl DNA extract and 91 µl “master mix” (59µl 

Nuclease-free H2O, 10 µl Thermophilic DNA 10X Buffer, 10 µl 25 mM MgCl2, 5 µl 

356f primer with GC clamp, 5 µl F-517r primer, and 2 µl dNTP; Promega) were mixed in 

sterile 1.5 mL thin-walled eppendorf tubes and placed into a DNA Engine thermocycler 

(MJ Research).  Touchdown 1 (Don et al. 1991) and “hot start” protocols (100 µl total 
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volume) were used.  The Touchdown 1 program includes an initial 5 minutes of 

denaturing at 94 °C where 5 µl “hot mix” (4.5 µl Nuclease-free H2O and 0.5 µl TAQ 

DNA Polymerase; Promega) is added prior to 30 cycles of denaturing (94 °C), annealing 

(beginning with 65 °C and decreasing 1°C with each cycle), and extension (72 °C). The 

program ends with a 10 minute cool-down to 4 °C. A post-PCR agarose gel (same 

procedure as above) was made to check for the presence of PCR products.  DNA was 

then precipitated from samples containing PCR product. 

 

Product DNA precipitation.  DNA from PCR products was precipitated and quantified by 

adding sodium acetate (10 µl; 3 M sodium acetate adjusted to pH 5.2 with glacial acetic 

acid) and 2 volumes of ice-cold ethanol (220 µl) to each sample tube containing the PCR 

product. Tubes were held at -20 °C overnight. Samples were then centrifuged at 12000 

RPM and 4 °C for 30 minutes. The supernatant was discarded and the tube containing the 

pellet DNA was dried in a SpeedVac (Savant) at 1000 RPM on medium heat for 10 

minutes (tubes open).  The dried DNA pellet was then resuspended in 16 µl 1X TE 

Buffer in the same tube. DNA concentrations were measured with the Hoescht dye assay 

(Paul and Myers 1982) on a Hoefer DyNA Quant200 fluorometer. 

 

Product DNA quantification.  A 2 mL fluorometric cuvette was rinsed with deionized 

H20 (dH2O) and 2 mL Hoescht dye solution (9 mL dH2O, 1 mL TNE Buffer: 11.69 g 

NaCl, 1.21 g Tris base, 0.37 g EDTA, 80 mL UV-pure water, adjusted pH 7.4, and 1 µl 

Hoescht dye) was added and used to zero the fluorometer. The fluorometer was calibrated 

by adding 1 µl DNA standard (Calf Thymus DNA , 250 ng/µl; Sigma). Samples were 
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then measured by adding 1 µl sample to 2 mL dye solution. DNA product was 

quantified and the volume needed to load 0.5-0.7 µg DNA in the DGGE gel was 

determined. 

 

DGGE procedures.  DGGE was performed on a CBS Scientific DGGE System (Del Mar, 

CA) on a 6.5% polyacrylamide gel (BioRad) containing a 45-65% gradient of denaturant 

(formamide and urea). Exactly 11.5 mL of each acrylamide solution (45 and 65%) were 

mixed with 80 µl of APS (10% ammonium persulfate; Sigma) and 10 µl of TEMED 

(N,N,N’,N’-Tetramethylethylenediamine; Sigma) before placing into a gradient mixer 

that injected the gel solution into the gel form. The gel was allowed to polymerize for 2 

hours at room temperature before loading DNA.  TAE buffer (40 mM Tris Base, 20 mM 

sodium acetate, 1 mM EDTA, adjusted to pH 7.4) in the DGGE system (CBS Scientific) 

was allowed to warm to 62 °C for 15 minutes before inserting the gel.  Gel wells were 

rinsed thoroughly with buffer solution and the gel was allowed to acclimate to the buffer 

temperature for 15 minutes before loading.  Wells were loaded with 24 µl of sample 

consisting of 7 µg PCR product, 5 µl TE Buffer, and 12 µl loading dye and run at 75V for 

15 hours.  PCR/DGGE amplicons from Clostridium perfringens and Bacillus 

thuringiensis (Sigma) genomic DNA were combined to create a marker and positive 

control in DGGE and loaded in three lanes (outside and middle lanes). Gels were read 

using a FMBIO II Multi-View scanning unit and software (Hitachi). 

 

DGGE analysis.  DGGE gels were analyzed with Molecular Analyst-Fingerprint Plus 

software (BioRad version 1.12, Hercules, CA) according to the specifications found in 
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Hollibaugh et al. 2000. Gel images were converted to TIFF files and then downloaded 

into the Molecular Analyst program. First, the program converted the image by rescaling 

band intensities over 8 pixels against the highest and lowest values for each lane. Band 

position and intensity values were then stored as densitometric curves. Second, all gel 

lanes from the study were normalized to one reference standard lane chosen from one 

DGGE gel. Reference standard lanes on gels were then used to reformat the gel lanes by 

lining up reference points to match the chosen standard for normalization. Third, 

normalized densitometric curves were used in regression-based similarity analysis and 

cluster analysis (UPGMA) to create similarity dendrograms that gave the percent 

similarity between samples. This analysis used the overall shape of the densitometric 

curve without placing significance on band intensity. Finally, bands (operational 

taxonomic units: OTU) were counted for each sample lane. Bands that were not identified 

by the program, but were visible on the densitometric curve and by eye, were added 

manually.  

Species richness was determined using the number of DGGE bands (OTU) in the 

calculation of Margalef’s Diversity Index (Magurran 1988).  Richness is represented by 

the number of OTUs resolved by DGGE from the unfiltered sample divided by bacterial 

abundance for that depth: 

Margalef’s Diversity Index, Dmg = 
N

S
ln

)1( − ,                                                     (2) 

where S and N represent the OTU number and bacterial abundance in cells mL-1, 

respectively. Richness was not calculated for filtered (free-living) samples since bacterial 

abundance was determined on unfiltered water samples only. 
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 Differences between unfiltered (whole community) and 3 µm-filtered (free-

living) DGGE samples were assessed by determining the percent similarity of their 

DGGE fingerprints using the Molecular Analyst software and through calculation of 

Sorenson’s Index (Magurran 1988). Dendrograms provided the percent similarity 

between densitometric curves of sample lanes. Sorenson’s Index (Magurran 1988), a 

pairwise similarity coefficient, was calculated using the number of common phylotypes 

(OTU) between unfiltered and filtered DGGE fingerprints: 

Sorenson’s Index, S = 
)(

2
ba

j
+

,                                                                             (3) 

where a and b represent the number of phylotypes (OTU) in the unfiltered and filtered 

DGGE fingerprints, respectively, and j represents the number of phylotypes common to 

both samples. 

 

Correlation Analysis 

Pearson product-moment correlation coefficients (rxy; Sokal and Rohlf 1995) were 

calculated between all measured variables. Partial product-moment correlation analysis 

(Sokal and Rohlf 1995) that removed the effect of one (rxy.z) variable was conducted to 

determine if variables correlated to bacterial abundance, viral abundance, and VB 

remained significant. The same correlation analysis was performed between species 

richness (Dmg), Sorenson’s Index of similarity (S), and measured microbial and 

environmental variables. 
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Bacterial Isolates 

Seawater samples for bacterial isolation were collected at Stations 1-4 from the 

30% Io sampling depth only.  Seawater was collected in sterile 50 cc centrifuge tubes 

from the Niskin.  Three sets (named A, B, and C) of ten serial 1:10 dilutions were 

performed with seawater from the 0.2 µm Sterivex filtrate (from DGGE processing) from 

the same depth.  Dilutions were stored in the shipboard –1 °C incubator until shipment 

home on ice.   

 

Isolation.  Dilutions were analyzed for bacterial presence using epifluorescence 

microscopy with DAPI.  The last serial dilution showing bacterial presence was used for 

isolation. In all cases, the 10th dilution contained bacteria and was used, so dilution to 

extinction did not occur. Then 1 mL of the 10th dilution series was inoculated in 30 mL 

filtered (Whatman GF/F) autoclaved liquid medium (Marine Broth 2216, pH adjusted to 

7.5; Difco) for growth at 3 °C for 2 weeks.  Nutrient plates (made by boiling 1000 mL 

MilliQ, 15 g Agar, and 37.4 g Marine Broth 2216, pH adjusted to 7.6) were then 

inoculated with 10 µl of the liquid culture and incubated at 3 °C for 1 week.  Two 

colonies (named 1 and 2) were picked from each plate and transferred to new liquid 

medium for growth.  Liquid medium was added over the period of 2 weeks at 3 °C until a 

400 mL culture was obtained for each isolate (24 isolates total). 

Isolate cultures were analyzed for Gram Stain (Fisher), growth at room 

temperature, substrate utilization (BIOLOG GN2 Microplate), DGGE, and sequenced 

(16S rDNA).  Isolates were also preserved for future studies. 
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Growth at room temperature.  Isolates were checked for room temperature growth by 

placing 10 µl culture into 10 mL sterile liquid media (Marine Broth 2216; Difco) in a 

sterile 15 cc centrifuge tube. Tubes were capped and left to stand in the laboratory. 

Cultures were checked by eye at 48 h, 120 h, and 1 week for turbidity. A tube containing 

only liquid media was made as a control. 

 

Substrate utilization (BIOLOG).  BIOLOG plates (GN2 BIOLOG MicroPlate; Hayward, 

CA) were inoculated with rinsed isolate cells.  First, 30 mL of the culture was centrifuged 

at 6000 RPM and 4 °C for 10 minutes. Second, the supernatant was poured off and cells 

were suspended in 10 mL autoclaved artificial seawater (ASW, cooled to 3 °C).  This 

process was repeated until media was removed. Third, the absorbance of the final cell 

suspension was measured with a spectrophotometer and cultures were diluted or 

concentrated with ASW as needed to obtain a 30 mL inoculum with an absorbance of 0.1.  

The inoculum was stored at 3 °C for a maximum period of 2 hours before BIOLOG 

plates were inoculated using an Eppendorf multipipettor with sterile pipettes and troughs. 

One hundred twenty five µl of inoculum was placed in each well on the BIOLOG plate 

and duplicate plates were made for each isolate.  The plates were then wrapped and 

stored at 3 °C until analysis.  Wells were scored by eye in order of color intensity (1-3 

grading system). Plates were scored every two weeks until no change was recorded (final 

reading taken at 8 weeks).   

 

Culture concentration.  Cultures were concentrated into a 1-2 mL pellet by centrifuging 

cultures at 4 °C and 6000 RPM in 15 cc centrifuge tubes.  The supernatant was removed 
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after each 10 mL addition and the process repeated until a 1-2 mL pellet of cells was 

obtained.  The pellet was then resuspended in lysis buffer at a ratio of 3:1 (lysis 

buffer:pellet) and stored in the -80 °C freezer until DNA extraction. 

 

DNA extraction.  DNA was extracted from the cultures for use in DGGE analysis and 

16S rDNA sequencing using a modified method of the Sterivex (community) extraction.  

Lysozyme solution (40 µl) was added to 750 µl culture concentrate in a sterile 2 mL 

Eppendorf tube and tubes were incubated for one hour on a rotator in an oven at 37 °C.  

Proteinase K solution (25 µl) and 20% SDS (50 µl) were then added to the tubes and they 

were incubated on a rotator in an oven at 55 °C for 2 hours.  Serial extraction then 

proceeded in steps identical to the community extraction protocol. 

 

PCR-DGGE of isolates.  Extracted isolate DNA was amplified with PCR in methods 

identical to community analysis using the 356f (bacterial) with a GC-clamp (Myers et al. 

1985) and Fluorescein-labeled 517r primer sets.  PCR products were then analyzed on 

agarose and DGGE gels in the same manner as community samples to create isolate 

DGGE gels for comparison to community DGGE gels with Molecular Analyst-

Fingerprint Plus software (BioRad version 1.12, Hercules, CA). 

 

16S rDNA sequencing.  Extracted isolate DNA was also amplified by PCR using the 9f 

and 1492r primer sets. These products were used for 16S rDNA sequence analysis.  

These primer sets (written 5’-3’ below) were used in sequences with primer 356f serving 

as an internal primer: 
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9f (EUB1): GAG TTT GAT CCT GGC TCA G (with degeneracy: GAG TTT GAT 

CMT GGC TCA G),  

 

1492r: GGT TAC CTT GTT ACG ACT T. 

PCR reactions were run through an agarose gel (procedures above) to check for 

the presence of PCR product. Isolate PCR products were then purified using a Wizard 

PCR Preps DNA Purification System (Promega). Purified isolate DNA was sequenced on 

an automated sequencer at the University of Georgia Molecular Genetics Instrument 

Facility (MGIF).  Sequences obtained from the 9f, 341f, and 1492r primers were aligned 

and combined with the Genetics Computer Group Package (Madison, Wis.; RCR). Isolate 

16S rDNA sequences were aligned to database sequences from the National Center for 

Biotechnology Information (NCBI: http://www.ncbi.nlm.nih.gov/BLAST) using a basic 

local alignment search tool (Altschul et al. 1990; BLAST) to search for similarity to other 

sequences.  Database sequences from bacteria with the highest BLAST similarity values 

(NCBI) were used for phylogenetic analysis.  A phylogenetic tree was created using 

Jukes-Cantor distances and the neighbor-joining method (PHYLIP package; Felsenstein 

1993).



 

CHAPTER 3 

RESULTS 

 

Location 

Stations lie within the Chukchi Sea between 70-74° N and 144-168° W, except 

for Station 5, which lies in the Beaufort Sea (Fig. 1; Table 1).  All stations lie on the 

continental shelf except for Station 4, which lies on the continental slope leading into the 

Arctic Basin (Fig. 1). Surface water temperature was fairly constant at -1 °C for all 

stations and ice cover generally increased northward from 3/10 (Station 2) to 9/10 

(Stations 3 and 4; Table 1). 

 

Seawater Chemistry 

Chlorophyll a (Table 1 and Fig. 2).  Chlorophyll a (CHLa) concentrations ranged from 

0.1-18.5 mg CHLa m-3 with a mean value of 3.9 ± 5.8 mg CHLa m-3 (± SD).  Highest 

CHLa concentrations were measured at Stations 2 and 3 and were nearly 10 and 4 times 

higher than other stations, respectively. A distinct chlorophyll maximum (18.5 mg CHLa 

m-3) was observed at 4 m at Station 2.  Less pronounced chlorophyll maxima (2.2-7.7 mg 

CHLa m-3) were observed at Stations 1 and 3 at deeper depths (25 and 20 m, 

respectively). Chlorophyll a concentrations were low (0.1-0.2 mg CHLa m-3) and constant 

with depth at Stations 4 and 5. 
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Table 1.  AWS00 Station data including location, station information, and seawater chemistry. Depth is indicated by “Z” for Secchi 
and bottom depth data. DIN is the sum of nitrate, nitrite, and ammonia concentrations. TOC is the sum of DOC and POC 
concentrations. The asterisk (*) indicates mean values (n=2). 
 
 
Station Date Lat/Long Time Ice Cover Secchi Z   

(m)
Water Temp  

(ºC)
Bottom Z  

(m)
Depth   

(m)
CHLa     

(mg m-3)
DIN*    
uM

PO4*    
uM

TOC     
uM

DOC      
uM

POC    
uM

PON         
uM

POC:PON

1 8/7/2000 70.19.00.8 N 12:45   7/10 10 -1.15 45 0 0.54 0.1 0.2 63 48 14.8 2.1 7
167.35.42.6 W 5 0.85 0.1 0.6 87 72 15.2 2.5 6

20 2.24 2.1 0.9 154 138 16.2 2.7 6

2 8/9/2000 72.03.57.5 N 9:30 1-5/10 5.5 -0.77 42 0 15.56 0.2 1.0 153 82 70.5 10.9 6
162.50.32.1 W 3.9 18.51 2.3 1.1 140 74 66.3 10.9 6

14.9 6.79 18.6 1.8 94 59 34.9 6.6 5

3 8/12/2000 71.32.54.3 N 9:40 9/10 6.2 -1.3 72 0 3.06 1.0 0.7 117 79 37.5 6.4 6
158.06.32.2 W 14.2 3.32 1.3 1.1 119 86 33.3 5.8 6

16.3 7.25 7.4 3.5 108 78 29.6 5.1 6

4 8/14/2000 73.14.37.3 N 9:00 9/10 29 -1.16 2189 0 0.07 0.6 0.6 60 58 1.8 0.3 6
158.03.49.2 W 21.2 0.13 0.4 0.7 60 58 2.4 0.3 7

81.3 0.07 14.1 1.6 57 56 1.4 0.2 9

5 8/18/2000 70.39.00.1 N 10:15 8/10 14.2 0.06 145 0 0.22 0.7 0.6 89 84 5.5 1.0 6
144.37.47.1 W 10.6 0.17 1.1 0.7 76 71 5.1 0.8 6

40.6 0.15 4.4 1.6 73 57 16.2 1.8 9
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Table 2.  AWS00 microbial data for Stations 1-5. Mean bacterial (AODC) and viral (VLP) abundance, the mean virus:bacteria ratio 
(VBR), and the product of mean AODC and mean VLP (VB) were calculated using samples from two separate Niskins at each 
sampling depth (n=2). The number of phylotype bands (#OTUs) in DGGE fingerprints is shown for unfiltered (U; whole community) 
and 3µm-filttered (F; free-living) samples.  The number of common bands to unfiltered and filtered DGGE samples are shown.  
Margalef’s index (Dmg; whole community only) and Sorenson’s index (S) show species richness and the similarity of DGGE 
fingerprints between unfiltered and filtered samples, respectively. Percent similarity of unfiltered and filtered DGGE fingerprints was 
obtained using cluster analysis from the Molecular Analyst program. The asterisk (*) indicates mean values (n=2). 

Station
Depth     

(m)
AODC*         

(ml-1)

VLP*     

(ml-1)
VBR* VB*

# OTUs        

(U)

#OTUs     

(F)

# common    

OTUs

Dmg           

(U)

%Similarity     

U vs. F

S         

Index

1 0 4.5E+05 1.7E+06 3.8 7.8E+11 23 18 14 1.6 87.6 0.68
5 8.7E+05 8.3E+05 0.96 7.2E+11 16 17 12 1.1 88.9 0.73

20 7.8E+05 1.3E+06 1.7 1.0E+12 30 28 25 2.2 96.2 0.86

2 0 6.9E+05 1.7E+06 2.5 1.2E+12 17 19 13 1.2 72.6 0.72
3.9 7.5E+05 1.2E+06 1.6 9.0E+11 nd 14 nd nd nd nd

14.9 5.4E+05 1.2E+06 2.2 6.3E+11 14 17 9 1.0 69.1 0.58

3 0 7.5E+05 1.4E+06 1.8 1.0E+12 10 13 5 0.7 74.8 0.43
14.2 7.8E+05 1.6E+06 2.1 1.3E+12 nd 8 nd nd nd nd
16.3 8.5E+05 1.4E+06 1.6 1.1E+12 8 10 6 0.5 74.1 0.67

4 0 9.0E+04 1.2E+05 1.3 1.1E+10 23 26 19 1.9 92.7 0.78
21.2 1.4E+05 1.9E+05 1.4 2.5E+10 22 21 18 1.8 93.1 0.84
81.3 7.7E+04 2.2E+05 2.8 1.7E+10 21 29 20 1.8 90.9 0.80

5 0 1.9E+05 1.5E+05 0.79 2.8E+10 nd nd nd nd nd nd
10.6 1.8E+05 2.0E+05 1.1 3.6E+10 nd nd nd nd nd nd
40.6 1.8E+05 3.7E+05 2.1 6.6E+10 nd nd nd nd nd nd
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Nutrients (Table 1 and Fig. 2).  Dissolved inorganic nitrogen (DIN) concentrations 

ranged from 0.1-18.6 µM with a mean value of 3.7 ± 5.6 µM (± SD). Phosphate (PO4) 

concentrations ranged from 0.2-3.5 µM with a mean value of 1.1 ± 0.8 µM (± SD).  

Highest and lowest surface DIN values were measured at and Station 3 (0.7 µM) and 

Station 1 (0.1 µM), respectively. Surface PO4 concentrations were highest at Stations 2 

(1.0 µM) and 3 (0.7 µM) and lowest at Station 1 (0.2 µM).  DIN and PO4 concentrations 

increased with depth at all stations. 

 

Carbon: TOC and DOC (Table 1 and Fig. 3).  Total organic carbon (TOC) concentrations 

ranged from 57-154 µM with a mean value of 97 ± 34 µM (± SD). Dissolved organic 

carbon (DOC) concentrations ranged from 48-138 µM with a mean value of 73 ± 21 µM 

(± SD). Station 2 contained the highest surface (100 and 30% Io) TOC values (140-153 

µM). Station 1 had the highest TOC value (154 µM) and the highest DOC concentration 

(138 µM) at the 1% Io, but contained the lowest surface value (48 µM).  The highest 

surface DOC was measured at Station 5 (84 µM). Depth- averaged DOC at Stations 1, 2, 

and 3 was slightly higher than Stations 4 and 5. TOC and DOC increased with depth at 

Station 1, decreased with depth at Station 2, and remained fairly constant with depth at 

Stations 3, 4 and 5. 

 

Particulate organic matter (POM): POC and PON (Table 1 and Fig. 3).  Particulate 

organic carbon (POC) concentrations ranged from 1.4-70.5 µM with a mean value of 

23.4 ± 22.1 µM (± SD).  Particulate organic nitrogen (PON) concentrations ranged from 

0.1-10.9 µM with a mean value of 3.8 ± 3.6 µM (± SD).  POC:PON ratio ranged from 
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Station 1 Station 3 Station 2 Station 4 Station 5 

Figure 2.  AWSOO depth profiles of chlorophyll a ( ), DIN ( ), and PO4 ( ) over the photic zone of Stations 1-5. Stations are  
arranged in order of a hypothetical bloom sequence with Stations 4 and 5, Station 2 and 3, and Station 1 representing pre-, peak,  
and post bloom stages, respectively. Data points represent samples from 100, 30, and 1% Io. 
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Station 1 Station 3 Station 2 Station 5 Station 4 

Figure 3.  AWSOO depth profiles of organic matter over the photic zones of Stations 1-5: TOC ( ), DOC ( ), POC (▲), and  
PON ( ). Stations are arranged in order of a hypothetical bloom sequence with Stations 4 and 5, Station 2 and 3, and Station 1  
representing pre-, peak, and post bloom stages, respectively. Data points represent samples from 100, 30, and 1% Io. 
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5.3-9.3 with a mean value of 6.5 ± 1.1 (± SD).  Stations 2 and 3 contained higher POM 

concentrations than Stations 1, 4, and 5. The POC:PON ratio averaged ~6 (“fresh” 

organic matter) for Stations 1, 2, and 3, but was slightly higher at ~7 at Stations 4 and 5.   

 

Microbial Abundance and Variables 

Bacterial abundance (AODC) (Table 2 and Fig. 4).  Bacterial abundance (AODC) ranged 

from 7.7×104-8.7×105 mL-1 with a mean value of 5.2×105 ± 3.6×105 mL-1 (± SD).  

Surface (100% Io) bacterial abundance was highest at Station 3 (7.5×105 mL-1) and 

lowest at Station 4 (9.0×104 mL-1).  Station 1, 2, and 3 bacterial abundance was nearly 7 

times higher than Stations 4 and 5.  Bacterial abundance increased slightly with depth at 

Stations 1 and 3, but remained fairly constant with depth at other stations.  

 

Viral abundance (VLP) (Table 2 and Fig. 4).  Viral abundance was an order of a 

magnitude higher than bacterial abundance at most stations.  Viral abundance ranged 

from 1.2×105-1.7×106 mL-1 with a mean value of 9.0×105 ± 6.3×105 mL-1(± SD).  Station 

variation in viral abundance matched that of bacterial abundance.  Overall viral 

abundance was about 1 order of magnitude higher at Stations 1, 2, and 3 (~106 mL-1) than 

Stations 4 and 5 (~105 mL-1).  Highest and lowest surface values of viral abundance were 

measured at Station 2 (1.7×106 mL-1) and Station 4 (1.2×105 mL-1), respectively.  Viral 

abundance increased slightly with depth at Stations 4 and 5, and remained fairly constant 

with depth at Stations 1, 2, and 3.  
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 Station 2 Station 5 Station 3 Station 1 Station 4 

 

Figure 4.  AWSOO depth profiles of bacterial ( ) and viral ( ) over the photic zone of Stations 1-5. Stations are arranged in  
order of a hypothetical bloom sequence with Stations 4 and 5, Station 2 and 3, and Station 1 representing pre-, peak, and post  
bloom stages, respectively. Data points represent samples from 100, 30, and 1% Io. 
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Microbial variables: VBR and VB (Table 2).  The ratio of viral to bacterial abundance 

(VBR) ranged from 0.75-3.8 with a mean value of 1.9 ± 0.90 (± SD).  The depth-

averaged VBR was about 2 for all stations. Stations 1 and 2 contained the highest surface 

(100% Io) VBR values at 3.8 and 2.5, respectively.  The lowest surface VBR value was 

measured at Station 5 (0.79).  Slight increases in VBR with depth were observed at 

Stations 1, 4, and 5.  

The product of bacterial × viral abundance (VB) ranged over 2 orders of 

magnitude from 1.0×1010-1.0×1012 mL-1. The theoretical lytic threshold (1012 mL-1; 

Wilcox and Fuhrman 1994) was reached at all depths at Station 3, the surface of Station 

2, and at 1% Io at Station 1 (Table 2; Fig. 5). VB values at other depths at Stations 1 and 2 

were close to the lytic threshold value. VB values at Stations 1, 2, and 3 were about an 

order of magnitude higher than Stations 4 and 5. VB values increased and decreased with 

depth at Stations 1 and 2, respectively (Fig. 5). 

 

Station Bloom Sequence  

Stations 1-5 were arranged in a hypothetical bloom sequence according to their 

CHLa, DIN, and PO4 depth profiles (Fig. 2, 3, and 4).  Stations 4 and 5 were determined 

to represent pre-bloom stages due to their location (Fig. 1) and their low CHLa (Fig. 2) 

and POC (Fig. 3) concentrations that were constant with depth. Peak bloom stages are 

represented by Stations 2 and 3 due to their CHLa maxima (Fig. 2), low DIN (Fig. 2), and 

high OM (Fig. 3) concentrations.  Station 3 was placed after Station 2 because it had a 

deeper CHLa maximum (Fig. 2) and lower POM concentration (Fig. 3). Station 1 was  



 45 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

0                   2                    4                    6                    8                  10 
 
                                      Bacteria (x105 ml-1) 

   20 

10 

      15 

  
  5 

   
   

   
   

   
   

   
   

   
 

V
iru

s (
x1

05  m
l-1

) 

 
Figure 5.  Graph of AWS00 Station microbial data showing viral vs. bacterial 
abundance in cells mL-1.  The line represents the theoretical lytic threshold (VB = 
1012 mL-1; Wilcox and Fuhrman 1994).  Data points above this line (Stations 1, 2, 
and 3) represent samples that exceed the lytic threshold, i.e. viral infection may be 
widespread. The graph depicts samples by Station (Sta 1: ▲, Sta 2:● , Sta 3:■ , Sta 
4: ◆ , and Sta 5: ) and depth: surface (100% Io), mid-depth (30% Io), and deep 
(1% Io) samples are represented by the smallest, mid-sized, and biggest icons, 
respectively. A relationship between viral and bacterial abundance is also 
observed (r=0.82, n=15). 
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chosen to represent a post-bloom stage due to its low CHLa and DIN concentrations 

(Fig. 2) and its decreased surface POM concentration (Fig. 3).  

 Sequence graphs of station microbial abundance and CHLa (Fig. 6), POC (Fig. 7), 

and PON (not shown) showed concomitant increases in CHLa, POM, and bacterial and 

viral abundance at the peak-bloom stations (Stations 2 and 3).  Bacterial and viral 

abundance remained elevated during the post-bloom stage (Station 1) while CHLa, POC, 

and PON concentrations decreased to pre-bloom (Stations 4 and 5) values.  Changes in 

CHLa, POC, PON, and microbial abundance during the bloom were more dramatic in the 

surface (100% Io) samples.  

Sequence graphs of station VB (Fig. 8) and VBR (not shown, but can be seen in 

Fig. 4) showed that these parameters also changed during the bloom. Concomitant 

increases in VB with POC (Fig. 8), PON (not shown), and CHLa (not shown) were 

observed at peak-bloom Station 2. VB decreased slightly in the surface (100% Io), but 

continued to increase at 30% and 1% Io during peak Station 3. VB then decreased at all 

depths during the post-bloom stage (Station 1).  Surface (100% Io) VB values rose above 

the theoretical lytic threshold value of 1012 mL-1 during peak-bloom Stations 2 and 3 

(Fig. 5 and 8). Mid-depth (30% Io) VB values reached this threshold at peak-bloom 

Station 3 only (Fig. 5 and 8). Deep (1% Io) VB values reached the threshold at peak-

bloom Station 3 and remained above the threshold during the post-bloom stage (Station 

1; Fig. 5 and 8).  VBR was increased during the peak (Stations 2 and 3) and post-bloom 

(Station 1) stages (Fig. 4).  
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Figure 6.  AWS00 Station sequence graphs showing CHLa (■) and bacterial (AODC; ♦) 
and viral abundance (VLP; ▲) for a) surface (100% Io), b) mid-depth (30% Io) and c) 
deep (1% Io) data.  Stations 1-5 are arranged in a hypothetical bloom sequence: 4 and 5 
are pre-bloom, 2 and 3 are peak-bloom, and 1 is post-bloom. 
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Figure 7.  AWS00 Station sequence graphs showing POC (■) and bacterial (AODC; ♦) 
and viral abundance (VLP; ▲) for a) surface (100% Io), b) mid-depth (30% Io) and c) 
deep (1% Io) data.  Stations 1-5 are arranged in a hypothetical bloom sequence: 4 and 5 
are pre-bloom, 2 and 3 are peak-bloom, and 1 is post-bloom. 
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Figure 8.  AWS00 Station sequence graphs showing POC (■) and bacterial × viral 
abundance (VB; ♦) for a) surface (100% Io), b) mid-depth (30% Io) and c) deep (1% Io) 
data.  Stations 1-5 are arranged in a hypothetical bloom sequence: 4 and 5 are pre-bloom, 
2 and 3 are peak-bloom, and 1 is post-bloom. Sequence graphs for PON look identical 
(not shown). 
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Bacterial Community Composition 

DGGE was performed only on samples from Stations 1-4 (Fig. 9-12). The number 

of Operational Taxonomic Units (OTU), or bacterial phylotype bands, ranged from 8-30 

and 8-29 for unfiltered and filtered samples, respectively (Table 2).  DGGE fingerprints 

varied between station and depth (Fig. 9-12). Noteworthy differences included: 1) the 

appearance of unique phylotypes at the surface (relative to other depths at the same 

station) in Station 1 (bands a and b; Figure 9) and Station 4 (band c; Fig. 12); 2) Station 4 

contained phylotypes not found in other stations (i.e. band d in Fig. 12; can been seen on 

the right in Fig. 13); 3) the disappearance of a phylotype from Station 2 (band e; Fig.9 

and 13). Cluster analysis showed that DGGE fingerprints clustered by station except for 

samples from 81 m (1% Io) from Station 4 (Fig. 13). 

Species richness and OTU count differed between stations. Stations 1 and 4 OTU 

count and species richness (Dmg) was about 1.5-2 times higher than Stations 2 and 3, 

respectively (Table 2). Species richness (Dmg) decreased with depth except at Station 1 

where it increased (Table 2).  

 The number and position of phylotypes (OTU) differed between unfiltered (whole 

community) and 3-µm filtered (free-living assemblage) samples (Table 2). Noteworthy 

OTU that were exclusive to one or the other sample type included; the filtered sample 

from 15 m at Station 2 (band f; Figure 13) and the unfiltered sample from 0 m at Station 

3 (band g; Figure 14). Filtered samples generally produced more OTU in Stations 2, 3, 

and 4, and less OTU in Station 1 (Table 2, Fig. 13). Filtered and unfiltered DGGE 

fingerprints from the same depth had a higher percentage of common bands and banding 

patterns at Stations 1 and 4 (87.6-96.2% similarity) than Stations 2 and 3 (69.1-74.8%  
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a 
b 
 

                                  M      U       F       U       F      M        F        U 
                                                  
                                              20 m              5 m                         0 m 
 
 
Figure 9.  DGGE gel of AWS00 Station 1 unfiltered (U) and 3µm-filtered (F) samples 
with standard marker lanes (M). Bands a and b are only present in the surface (0 m) 
sample, and band e is present at all depths and stations except for Station 2 (see Fig. 10-
12). 
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                                     M       F       U       M        F         U        F       M 
     
                                                 15 m                     4 m            0 m 
 
 
 
 
Figure 10.  DGGE gel of AWS00 Station 2 unfiltered (U) and 3µm-filtered (F) samples 
with standard marker lanes (M). Band f is present in the unfiltered sample but not the 
3µm-filtered sample from 15 m. 
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                                        16 m                           4 m               0 m 
 
 
 
Figure 11.  DGGE gel of AWS00 Station 3 unfiltered (U) and 3µm-filtered (F) samples 
with standard marker lanes (M). Band g is present in the unfiltered sample but not the 
3µm-filtered sample from 0 m. 
 
 
 



 54 
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c 

 
                                 M      U      F       U       F     M      U       F      
                       
                                              81 m           21 m                     0 m 
 
Figure 12.  DGGE gel of AWS00 Station 4 unfiltered (U) and 3µm-filtered (F) samples 
with standard marker lanes (M). Bands c and d are only present at Station 4 and at 0 and 
81 m, respectively.
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 FL+PA  4    81 m   

FL   4    81 m   
FL+PA  1    5 m    
FL  1    5 m    
FL+PA  1    20 m    FL  1    20 m    FL  1    0 m   

 FL+PA  1    0 m   
FL   2    15 m   
FL  2    4 m    
FL  2    0 m    
FL+PA  2    0 m    FL+PA  2    15 m    FL  3    16 m   
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FL   3    4 m   
FL+PA  3    16 m    
FL+PA  3    0 m    
FL+PA  4    0 m    FL  4   0 m    FL+PA  4    21 m   

 FL  4    21 m   
 
 
 Figure 13. AWSOO Station dendrogram showing processed DGGE fingerprints for Stations 1-4. The scale shows percent  
 similarity of banding patterns derived from cluster analysis in the Molecular Analyst program. Samples are labeled for  
            Station (1-4), depth, and unfiltered (FL+PA; whole community) or filtered (FL; free-living assemblage).  
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similarity) (Table 2; Fig.13).  Sorensen’s Index showed similar results between stations 

(Table 2). Sorenson’s Index increased except at Station 2 where it decreased slightly 

(Table 2). 

 

Correlation Analysis 

Pearson product-moment correlation coefficients (rxy; Sokal and Rohlf 1995) were 

calculated between all measured variables (Table 3). POC and PON were strongly 

correlated (rxy=0.99).  TOC correlated best with POC and PON (rxy=0.78). DIN, PO4, and 

the VBR did not correlate significantly with any other measured variables.  Partial 

product-moment correlation analysis was then conducted to determine if variables 

correlated to AODC, viral abundance, and VB remained significant (Table 4).  

  

Bacterial abundance (AODC) correlation analysis (Table 4a and Fig. 14).  Bacterial 

abundance (AODC) correlated best to viral abundance (rxy=0.82). AODC then correlated 

to POC and PON (rxy>0.66) and CHLa and DOC (rxy>0.52) at the 1% and 5% level, 

respectively.  Partial correlation analysis (rxy.z) revealed that PON and POC were more 

significantly correlated with AODC than CHLa and DOC.  POC and PON remained 

significantly correlated with AODC after the removal of all other variables (rxy.z>0.55). 

The CHLa correlation with AODC lost significance after the removal of POC and PON 

(rxy<0.47) but remained significant after the removal of DOC and DIN (rxy.z>0.53).  DOC 

remained significant after the removal of POC, PON, and CHLa (rxy.z>0.52), but lost 

significance after the removal of DIN and depth (rxy.z<0.51). Depth and inorganic 

nutrients did not correlate with AODC in partial correlation analysis. 
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Table 3.  Pearson product-moment correlation coefficients (rxy) between measured 
variables from Stations 1-5 in the Chukchi Sea (AWS00). Critical r values for 
significance at the 5% and 1% levels are 0.51 and 0.64, respectively (n=15). R values 
significant at the 5% and 1% (*) levels are marked in bold-face. 
 

r AODC VLP PON POC DOC TOC CHLa Depth
AODC -----   0.82*   0.69*   0.66* 0.52   0.77* 0.53 -0.43
VLP   0.82* -----   0.73*   0.72* 0.31   0.67* 0.54 -0.40
VB ----- -----   0.75*   0.74* 0.48   0.79* 0.58 -0.42

VBR ----- ----- 0.17 0.20 -0.31 -0.07 0.01 0.27
PON   0.69*   0.73* -----   0.99* 0.20   0.78*   0.93* -0.38
POC   0.66*   0.72*   0.99* ----- 0.19 -----   0.93* -0.36
DOC 0.52 0.31 0.20 0.19 ----- ----- 0.15 -0.19
TOC   0.77*   0.67*   0.78* ----- ----- -----   0.71* -0.36
DIN -0.10 -0.05 0.04 -0.01 -0.24 -0.16 0.06 0.59
PO4 0.23 0.13 0.22 0.19 -0.01 0.12 0.27 0.38
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Table 4.  Product-moment (rxy) and partial (rxy.z) correlation coefficients between a) 
bacterial abundance (AODC), b) viral abundance (VLP), and c) bacterial × viral 
abundance (VB) and environmental variables. The critical r value at the 5% and 1% level 
is 0.51 and 0.64, respectively (n=15). R values significant at the 5% and 1% (*) levels are 
marked in bold-face. 

 
       rxy.z  

a)  AODC r w/o PON w/o POC w/o CHLa w/o DOC w/o Depth w/o DIN w/o PO4

PON    0.69* ------- 0.38 0.62   0.70* 0.63   0.70*  0.67*
POC    0.66* -0.29 ------- 0.55   0.67* 0.60   0.66*  0.65*
CHLa 0.53 -0.41 -0.32 ----- 0.53 0.47 0.54 0.50
DOC 0.52 0.53 0.53 0.52 ------- 0.49 0.51 0.53

Depth -0.43 -0.25 -0.27 -0.34 -0.39 ------ -0.45 -0.56
DIN -0.10 0.02 0.03 -0.16 -0.18 0.21 ------ -0.31
PO4 0.23 0.27 -0.31 0.10 0.11 0.46 0.37 ------

b)  VLP r w/o AODC w/o PON w/o POC w/o CHLa w/o Depth w/o DOC
AODC   0.82* ------   0.65*   0.67*   0.75*   0.79*   0.82*
PON   0.73* 0.39 ------ 0.17   0.71*   0.68*   0.71*
POC   0.72* 0.41 -0.06 ------   0.70*   0.67*   0.75*
CHLa 0.54 0.22 -0.52 -0.50 ------ 0.49 0.53
Depth -0.40 -0.11 -0.20 -0.22 -0.32 ------ -0.37
DOC 0.31 -0.24 0.25 0.26 0.28 0.26 ------

c)   VB r w/o PON w/o POC w/o CHLa w/o DOC w/o Depth
PON  0.75* ------ 0.29 0.71*  0.76*  0.71*
POC  0.74* -0.17 ------ 0.66*  0.75*  0.69*
CHLa 0.58 -0.49 -0.44 ------ 0.58 0.53
DOC 0.48 0.50 0.50 0.48 ------ 0.45

Depth -0.42 -0.22 -0.24 -0.33 -0.38 ------
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Figure 14.  AWS00 mean bacterial abundance (n=2) versus a) chlorophyll a, b) POC, 
and c) PON.  Data points are from Stations 1-5. Product-moment correlation coefficients 
(rxy) are shown (n=15). 
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Viral abundance (VLP) correlation analysis (Table 4b and Fig. 15).  Viral abundance 

(VLP) correlated best with AODC (rxy=0.82) then with particulate organic matter (POC 

and PON; rxy>0.72) and CHLa (rxy=0.54). The AODC remained significantly correlated 

with VLP (rxy.z>0.65) at the 1% level after the removal of all variables in partial 

correlation analysis.  The PON and POC correlations with VLP lost significance after the 

removal of AODC (rxy.z<0.41), but remained significant after the removal of CHLa, 

DOC, and depth (rxy.z>0.68).  The CHLa correlation with VLP lost significance after the 

removal of AODC, POC, and depth (rxy.z<0.50), but remained significant after the 

removal of PON and DOC (rxy.z>0.52). The correlation between VLP and CHLa changed 

from a positive to negative relationship after the removal of POC and PON because 

CHLa was strongly correlated with POC and PON. DIN, PO4, and depth remained 

insignificant using partial correlation analysis (some data not shown). 

 

VB and VBR correlation analysis (Table 4c and Fig. 16).  The product of bacterial × viral 

abundance (VB) correlated best with POC and PON (rxy>0.74) then CHLa (rxy=0.58). 

The POC and PON correlations remained significant at the 1% level after the removal of 

CHLa, DOC, and depth (rxy.z>0.66). DOC, inorganic nutrients, and depth remained 

insignificant with partial correlation analysis. 

 Correlation analysis was also conducted on environmental variables and the 

virus:bacteria ratio (VBR, data not shown). No environmental factor correlated 

significantly with VBR in product-moment (Table 3) or partial correlation analyses (data 

not shown). 
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Figure 15.  AWS00 mean viral abundance (n=2) versus a) POC, b) CHLa, c) PON, and 
d) mean bacterial abundance (n=2).  Data points are from Stations 1-5. Product-moment 
correlation coefficients (rxy) are shown (n=15). 
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Figure 16.  AWS00 mean bacterial × viral abundance (VB; n=2) versus a) chlorophyll a, 
b) POC, and c) PON.  Data points are from Stations 1-5. Product-moment correlation 
coefficients (rxy) are shown (n=15). 
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Species richness (Dmg) and Sorenson Index (S) correlation analysis (Table 5).  Species 

richness (Dmg) correlated best to PON (rxy= -0.62), then next to POC and bacterial 

abundance (rxy= -0.58). Sorensen’s index, a measure of similarity between filtered and 

unfiltered DGGE fingerprints, correlated best to PON (rxy= -0.55). The AODC 

correlation with Dmg lost significance after the removal of POC, PON, and viral 

abundance (rxy.z< -0.42). The PON and POC correlations with Dmg lost significance after 

the removal of AODC and VLP (rxy.z<-0.49). DOC, CHLa, and inorganic nutrients were 

not significantly correlated with Dmg or S.  

 

Bacterial Isolates 

Isolate Gram Stain and morphology (Table 6).  Twenty-four bacterial isolates were 

obtained (six from each Station 1-4). Bacterial isolates from all stations tested Gram 

negative.  The morphology was determined to be either coccus (spherical) or bacillus 

(rod-shaped).  No connection between morphology, the ability to grow at room 

temperature, or number of positive BIOLOG wells was found.  Isolates that grew at room 

temperature were both coccus and bacillus shaped.  All Station 4 isolates, however, 

appeared to be bacillus-shaped and grew at room temperature. 

 

Isolate growth at room temperature (Table 6).  Isolates from Stations 1 and 2 did not 

exhibit growth (determined by turbidity of the culture) at room temperature after 48h.  

Isolates AWS001-A2 and AWS002-C2, however, showed slight growth (turbidity) after 

120h and positive growth after 1 week.  Other Station 1 isolates remained inactive. 
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Table 5.  Product-moment (rxy) and partial (rxy.z) correlation coefficients between 
environmental variables and a) species richness (Dmg) and b) Sorensen’s index (S). 
Critical r values at the 5% and 1% level are 0.55 and 0.68, respectively (n=10). R values 
significant at the 5% and 1% (*) levels are marked in bold-face. 
. 
 
                                  rxy.z  

a)   Dmg r w/o PON w/o POC w/o AODC w/o PO4 w/o VLP w/o DIN w/o DOC

PON -0.62 ----- -0.55 -0.38 -0.61 -0.49 -0.63 -0.69*
POC -0.58 0.49 ----- -0.32 -0.57 -0.41 -0.59 -0.63

AODC -0.58 -0.27 -0.32 ----- -0.56 -0.42 -0.61 -0.80*
PO4 -0.52 -0.51 -0.51 -0.49 ----- -0.52 -0.52 -0.53
VLP -0.45 0.01 -0.06 0.07 -0.45 ----- -0.44 -0.54
DIN -0.19 -0.21 -0.24 -0.31 0.19 -0.24 ----- -0.15
DOC 0.18 0.40 0.36 0.69* 0.21 0.38 0.14 -----

b)     S r w/o PON w/o POC w/o VLP w/o AODC w/o DOC w/o DIN w/o PO4

PON -0.55 ----- -0.60 -0.33 -0.40 -0.61 -0.55 -0.53
POC -0.49 0.55 ----- -0.25 -0.33 -0.55 -0.50 -0.48
VLP -0.47 -0.14 -0.20 ----- -0.28 -0.58 -0.49 -0.47

AODC -0.40 -0.05 -0.12 -0.02 ----- -0.61 -0.43 -0.39
DOC 0.21 0.37 0.36 0.43 0.53 ----- 0.18 0.21
DIN -0.17 -0.17 -0.19 -0.22 -0.23 -0.12 ----- -0.10
PO4 -0.14 -0.02 -0.05 -0.09 -0.05 -0.14 -0.05 -----
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Station 2 isolates AWS002-A1, AWS002-A2, and AWS002-B2 showed no growth 

after 120h, but slight turbidity/growth after 1 week.  No increase in turbidity, however, 

was observed after 2 weeks.  Station 3 isolates varied.  Isolates AWS003-A1, AWS003-

A2, and AWS003-B2 showed slight signs of growth after 48h but did not increase in 

turbidity after 120h or 1 week. Other Station 3 isolates did not show signs of growth after 

1 week.  All isolates from Station 4 showed positive growth after 48h and grew more 

turbid during the incubation period.   

Isolates collected during AWS00 were most likely psychrophilic or 

psychrotolerant heterotrophs.  Isolates that did not grow at room temperature were 

psychrophilic because they grew only at 3 °C in rich media.  Isolates that showed signs of 

slight turbidity/growth after 1 week were likely psychrotolerant because they grew 

rapidly at 3 °C, but grew slowly at room temperature.  Isolates from Station 4 were 

psychrotolerant because they are both at 3 °C and room temperature. 

 

Isolate DGGE (Fig. 17-20).  Bacterial isolates produced more than one band in the 

DGGE fingerprints. One or two “dark” bands, however, were produced by most isolates. 

The dominant bands were used to compare isolate DGGE patterns and to search for 

isolates in community gels. Isolates that had similar DGGE fingerprints (Fig. 20) include: 

1) 1B1, 1B2, 1C1, and 1C2 (Figures 17 and 18); 2) 2C1 and 3B2 (Fig. 18 and 19); 3) 

3A1, 3C1, and 3C2 (Figure 19); and 4) 4A1, 4A2, 4B1, and 4B2 (Fig. 17 and 19). 

Similarities can be seen in the isolate dendrogram as well (Fig. 20).  

The search for the isolate band in community DGGE fingerprints was difficult. 

The rescaled isolate fingerprints were lined up against rescaled community fingerprints.  
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Table 6.  AWS00 bacterial isolate data showing morphology, Gram stain, growth at room 
temperature (Yes or No), and the number of positive wells produced in the BIOLOG 
assay. All isolates were obtained from Stations 1-4 at the 30% light level. Isolates were 
named by cruise/year (AWS00), station number (1-4), dilution series (A, B, or C) and 
colony picked during plating (1 or 2). BIOLOG results are mean values for duplicates for 
each isolate. * Indicates slight growth with no increase in turbidity during incubation.  
 
 
 

STATION ISOLATE Morphology Gram Stain RT Growth  # Positive wells (n=2)
1 AWS001-A1 cocci - N 46.5

AWS001-A2 cocci - Y 47
AWS001-B1 rod - N 18
AWS001-B2 rod - N 47
AWS001-C1 rod - N 26.5
AWS001-C2 rod - N 24

2 AWS002-A1 rod - Y* 41
AWS002-A2 rod - Y* 32.5
AWS002-B1 rod - Y* 19
AWS002-B2 rod - N 35
AWS002-C1 cocci/ovid - N 38
AWS002-C2 cocci/ovid - Y 53.5

3 AWS003-A1 rod/ovid - Y* 33
AWS003-A2 cocci - Y* 27.5
AWS003-B1 cocci - N 11
AWS003-B2 rod - Y 34.5
AWS003-C1 cocci - N 45
AWS003-C2 cocci - N 39.5

4 AWS004-A1 rod - Y 39.5
AWS004-A2 rod/ovid - Y 35
AWS004-B1 rod - Y 36
AWS004-B2 rod/ovid - Y 35
AWS004-C1 rod/ovid - Y 37.5
AWS004-C2 cocci/rod - Y 37.5
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                         M   1A1   1B2  1C1   M   2B1  2C2  3B1  4A1  M 

 
 
 
 
 
Figure 17.  DGGE gel containing AWS00 isolates labeled without prefix containing 
cruise/year (AWS00) and standard marker lanes. Isolates labeled with station number (1-
4), dilution series (A, B, or C), and colony picked (1 or 2). 
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      M    1A2   1B1  1C2    M   2A1   2A2  2B2   2C1   M 
 
 
 
 
Figure 18.  DGGE gel containing AWS00 isolates labeled without prefix containing 
cruise/year (AWS00) and standard marker lanes (M). Isolates labeled with station number 
(1-4), dilution series (A, B, or C), and colony picked (1 or 2). 
 
 
 
 
 
 
 
 
 
 
 
 



 69 
 
 
 
 
 
 
 
 

                        M    3A1  3B2   3C1    M   3C2   4A2   4B1  4B2   M 
 
 
 
 
Figure 19.  DGGE gel containing AWS00 isolates labeled without prefix containing 
cruise/year (AWS00) and standard marker lanes (M). Isolates labeled with station number 
(1-4), dilution series (A, B, or C), and colony picked (1 or 2). 
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Figure 20. AWSOO isolate dendrogram showing percent similarity and each isolate’s rescaled fingerprint. Isolates are labeled for 
cruise (AWSOO), Station (1-4), depth, and name (includes station, dilution series, and colony picked). 
 



 71 
Isolates whose dominant bands could be found in community fingerprints from 

the same depth include: 3A1, 3B1, 3C1, 3C2, 4A1, 4A2, 4B1, and 4B2. The accuracy of 

these results, however, is uncertain. 

 

Isolate phylogeny (Fig. 21).  Partial 16S rDNA sequences (~1400 bp) revealed that all 

bacterial isolates were closely related to members of the γ-Proteobacteria phylogenetic 

group with BLAST (NCBI). Adequate (1400 bp) 16S rDNA sequences were not obtained 

for all isolates, so only those isolates (10 total) for which a at least a 1400 bp of 16S 

rDNA sequence was obtained were used in creating the phylogenetic tree with closely-

related members in the NCBI database. AWS00 isolates were named according to 

cruise/year (AWS/2000), station number (1-4), dilution series (A, B, or C), and colony 

number (1 or 2). Bacterial isolates clustered by station in the phylogenetic tree except for 

AWS001-A2 and AWS003-B2. The “dominant” cultivable bacterium therefore differs 

from station to station with the exception of Station 1 and Station 3. Station 1 bacteria 

were closely-related to Shewanella gelidimarina, except AWS001-A2, which was closely 

related to Moritella species. AWS002-B1 and AWS003-B2 sequences were closely 

related to Shewanella species.  Other Station 3 isolates were most closely-related to 

Colwellia psychrophiles. Station 4 isolates were most closely-related to 

Pseudoalteromonas and Alteromonas species.  

Isolate AWS003-A2, AWS003-B1, and AWS003-C1 sequences from three 

different dilution series at the same station were >99% similar and therefore appear to be 

identical (Fig. 21). Station 1 isolates AWS001-B1 and AWS001-B2 sequences were 

identical (Figure 21), therefore showing that 2 different colonies picked during plating 
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Figure 21.  Neighbor-joining tree showing the phylogenetic relationships between 
AWSOO bacterial isolates and closely-related γ-Proteobacteria.  Names of isolates 
indicate cruise/year (AWS00), followed by station number (1-4), dilution series (A, B, or 
C), and colony picked from that series (1 or 2). Trees were constructed with partial (1400 
bp) 16S rDNA sequences. The trees are unrooted, with Halobacterium salinarum as the 
out group. The bar indicates a Jukes-Cantor distance of 0.1. Bootstrap values >50 are 
shown (n=100). 
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resulted in cultivation of the same species. The isolation method (Button et al. 1993) 

was therefore shown to be repeatable. AWS003-B2, cultivated from a separate colony 

from the Station 3 “B” dilution series, however, was not closely-related to AWS003-B1.  

In this case, the same dilution series resulted in cultivation of two different bacteria. 

DGGE fingerprints were also different for these bacteria (Fig. 20). 

 

Isolate BIOLOG assay (Appendix).  All BIOLOG results are presented in the Appendix. 

The number of positive wells for each isolate was determined (Table 6). Selected isolates 

were chosen for specific comparison of BIOLOG data based on their DGGE fingerprints 

and 16S rDNA sequences.  

Substrate utilization on duplicate BIOLOG plates for each bacterial isolate was 

nearly identical (Fig. 22 and Appendix).  The BIOLOG assay was therefore repeatable. 

Two cultures picked from the same station and dilution series (AWSOO3-B1 and 

AWSOO3-B2) were different according to substrate utilization with BIOLOG (Fig. 22). 

DGGE fingerprinting (Fig. 17 and 19) and 16S rDNA sequencing (Fig. 21) confirmed 

that these isolates were different species. Alternatively, a different pair of isolates from 

the same station and dilution series (AWSOO1-B1 and AWSOO1-B2) gave conflicting 

results: they were different species according to substrate utilization with BIOLOG, but 

DGGE fingerprinting and 16S rDNA sequencing revealed that they were the same 

bacterium (Fig. 23). 
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ISOLATE:    AWSOO3-B1                                                                                                                                                 

1 2 3 4 5 6 7 8 9 10 11 12
A
B 1 2
C 2*
D
E 2
F 3 3
G 2 2
H 2

ISOLATE:   AWSOO3-B1'                                                                                                                                                 
1 2 3 4 5 6 7 8 9 10 11 12

A 3*
B 1 1 2 1*
C
D
E 3 2*
F 3 3
G 3 1
H 2 3*

ISOLATE:   AWSOO3-B2                                                                                                                                                  
1 2 3 4 5 6 7 8 9 10 11 12

A 3 3 2 1 2 3
B 3 3 3 3 3 3 3 3 3
C 3 3 3 3 1
D 2 3
E 1 2
F 3 3 3 2
G 2 3 2 3
H 3

ISOLATE:     AWSOO3-B2'                                                                                                                                               
1 2 3 4 5 6 7 8 9 10 11 12

A 3 3 3 1 1* 2* 2 3
B 3 3 3 3 3 3 3 3 2
C 3 3 3 3 2
D 2 3
E 1 2
F 3 3 3 3
G 3 3 3 3
H 2* 3  

*Indicates wells that do not test positive in the duplicate plate. 
 

 
Figure 22. AWSOO BIOLOG results for isolates AWSOO3-B1, AWSOO3-B2, and their 
duplicates. Both isolates are from the same dilution series (B) from Station 3, but were 
two different colonies picked during plating. Wells are labeled A1-A12, B1-B12, etc., 
and correspond to substrates listed in sequential order in the Appendix. 
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ISOLATE:    AWSOO1-B1                                                                                                                                   
1 2 3 4 5 6 7 8 9 10 11 12

A 1 2 1 1 2
B 3 3
C
D 3
E 2 3 2
F 3 2 2 1
G 2 2
H 1

  
ISOLATE:   AWSOO1-B2                                                                                                                                    

1 2 3 4 5 6 7 8 9 10 11 12
A 3 3 3 2 3 3 3 3 3
B 3 3 3 3 3 3 3 3 3 3
C 3 3 3
D 2 3
E 2 3 2 2
F 2 3 3 3 2 2
G 3 3 3 3 3 3 3 3 2
H 3 2 2 3
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1

 
    
 
 
 
 
 
 
 
 
 
 
 
 
    

 
   a)  DGGE                                     b)  16S rDNA Sequencing 
    

   c) BIOLOG 
    
  Figure 23. Comparison of AWSOO isolates AWSOO1-B1 and AWSOO1-B2 using a)  
  DGGE, b) placement on the phylogenetic tree according to partial 16S rDNA sequence,  
  and c) BIOLOG results. BIOLOG wells are labeled A1-A12, B1-B12, etc., and   

      M       1B1     1B2 

correspond to substrates listed in sequential order in the Appendix.



 

CHAPTER 4 

DISCUSSION 

 

Bottom-up versus Top-down Control  

Bacterial and viral abundance.  Bottom-up control, primarily by POM, on bacterial 

abundance was observed in the Chukchi Sea. Bacterial abundance was elevated in high 

production regimes where the highest CHLa, POC, and PON values were observed 

(Tables 1 and 2; Fig. 2-4).  Bacterial abundance often correlates to CHLa (Cole et al. 

1988; Poremba et al. 1999; Kimura et al. 2001) and POM (Kimura et al. 2001). In 

contrast to other studies (Rivkin and Anderson 1997; Vrede et al. 1999; Hagström et al. 

2001), no significant correlation between bacterial abundance and inorganic nutrients was 

observed. Bottom-up control therefore resulted from the availability of organic nutrients, 

primarily in the form of POM. The hypothesis (H1) that POM availability may determine 

bacterial abundance was therefore supported. 

Top-down control of bacterial abundance by viral infection was not observed 

because an increase in viral abundance did not decrease overall bacterial abundance. 

Determining viral infection rate was beyond the scope of this study.  Bacterial abundance 

correlated best to viral abundance with a strong positive correlation (Table 3) as found in 

other studies (Boehme et al. 1993; Cochlan et al. 1993; Jiang and Paul 1994; Weinbauer 

et al. 1995; Steward et al. 1996; see review by Wommack and Colwell 2000), suggesting 

that the VLPs were bacteriophages.  The positive correlation observed between bacterial 

and viral abundance may be due to the density-dependent nature of viruses (Wiggins and 
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Alexander 1985; Wilcox and Fuhrman 1994) and may therefore be the result of a 

bottom-up control of viral abundance by bacterial abundance, rather than vice versa. 

Viruses also correlated with variables that correlated to bacterial abundance, such as PON 

and POC (Table 4; Fig. 15), suggesting that POM may indirectly influence viral 

abundance by increasing the abundance of bacterial hosts. The virioplankton observed in 

this system were likely bacteriophages replicating faster with increased bacterial 

production. 

The VBR did not correlate, however, to bacterial abundance (Table 3) as seen in 

other studies where an inverse relationship is often observed (Wommack et al. 1992; 

Jiang and Paul 1994; Maranger et al. 1994; Maranger and Bird 1995; Tuomi et al. 1997). 

VBR did not vary significantly between stations in this study (Table 2), so changes in 

bacterial abundance were matched by changes in viral abundance. VBR values can 

remain constant during changes in bacterial and viral abundance (Tuomi et al. 1997), if 

viral production increases in regions of increased bacterial production. Increases of viral 

abundance were likely due to the lysis of bacterial hosts, so viruses were controlling 

bacterial abundance to a certain degree. Bacterial and viral production must be measured 

to adequately test this hypothesis (H2). 

The positive correlation between bacterial and viral abundance may also be the 

result of DOM release from lysis of nonresistant bacterial hosts. Viral lysis of bacterial 

hosts releases DOM that can be readily used by bacteria (Bratbak et al. 1990; Proctor and 

Fuhrman 1990; Fuhrman 1992; Weinbauer and Peduzzi 1995; Middleboe et al. 1996; 

Noble and Fuhrman 1998). Experiments show that the addition of viral lysis products can 

stimulate bacterial growth (Middleboe et al. 1996; Noble and Fuhrman 1999). In this 
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study, bacterial and viral abundance increased at the peak stage during the hypothetical 

bloom sequence, reaching the hypothetical threshold for lytic infection (Fig. 8). Growth 

of resistant bacterial strains on lysis products of nonresistant hosts may therefore be 

responsible for the observed increase in bacterial abundance. In this case, viruses would 

facilitate bottom-up control on bacterial abundance. Viruses may therefore reduce the 

abundance of nonresistant bacteria (top-down control) while increasing the abundance of 

of resistant bacteria (bottom-up control). More research determining the species 

specificity of viruses in this system is therefore needed. 

 

Bacterial community composition.  DGGE fingerprints between high and low production 

stations were different (Fig. 9-13) and species richness (Dmg) was decreased at high POM 

production stations (Table 2). Species richness (Dmg) correlated best with POC and PON 

and partial correlation analysis confirmed this correlation (Table 5). POM may therefore 

be responsible for the observed differences in bacterial community composition in the 

Chukchi Sea.  

Top-down control via viral infection of bacterial community composition may 

also reduce species richness in high production regions of this study. Elevated VBR 

values occurring with changes in bacterial community composition during peaks in 

primary production indicate that viral infection may shape the community during algal 

blooms in the Chukchi Sea (Yager et al. 2001). While VBR values were not necessarily 

elevated during times of high production in this study, the product of bacterial × viral 

abundance (VB) reached the theoretical lytic threshold (1012 VB mL-1; Wilcox and 

Fuhrman 1994) at high production stations where decreased bacterial species richness 
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(Dmg) was observed (Table 2; Fig. 4 and 5). VLP did not significantly correlate with 

Dmg, but the removal of VLP in partial correlation analysis made the correlations between 

POC and PON with Dmg insignificant (Table 5). 

Both POM and viral infection may therefore reduce species richness in high 

production regimes in support of the hypothesis (H4). High concentrations of POM may 

indirectly increase viral infection by increasing the density of bacterial hosts. More 

studies incorporating viral and POM enrichment assays should be performed to further 

address this hypothesis. 

Decreased species richness in areas of high POM, however, conflicts with another 

study of micro-scale patchiness that shows increased assemblage richness in 1µl samples 

enriched with POM (Long and Azam 2001). Micro-scale patchiness was overlooked in 

the present study since 10 L samples were collected from the Chukchi Sea. Smaller 

sampling volumes may have changed the results. The decreased Dmg in high production 

stations may be due to the free-living assemblage since particles represent a smaller 

portion of the 10 L sample. Viral abundance, however, was not determined in the prior 

study, and the bacterial-viral dynamics may be different in that study area. More research 

is clearly needed on the effects of viruses and POM on bacterial species diversity. 

With these results, I propose a new hypothesis that a positive correlation between 

bacterial and viral abundance will be observed until the product of their abundance (VB) 

exceeds the hypothetical lytic threshold of 1012 mL-1 (Wilcox and Fuhrman 1994), after 

which a negative correlation will be observed. Bacterial and viral abundance appeared to 

correlate negatively in depth profiles of Stations 1-3 where the lytic threshold was 

exceeded (Fig. 4). I propose that viruses may shift from bottom-up to top-down control 
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on total bacterial abundance during times of high production or they may exert both 

bottom-up and top-down control on bacterial abundance by affecting resistant and 

nonresistant bacterial species differently. When bacterial production increases in response 

to increased primary and OM production, viruses should produce more DOM through 

lysis of nonresistant hosts, increasing bacterial abundance of resistant bacterial strains, 

and changing bacterial community composition by decreasing diversity. At some 

threshold of VB, viral community composition should change in response to the lack of 

available hosts to a new viral community that is able to infect the previously resistant 

bacterial strains. Resistance to viruses may therefore be a transient state. Successional 

changes in virioplankton diversity have been observed (Wommack et al. 1999; Steward et 

al. 2000).  

Virioplankton were not identified in this study. Some virus-like particles (VLP) 

counted by epifluorescence microscopy may not have been bacteriophages. 

Morphological data from virioplankton diversity studies suggest, however, that the 

majority of virioplankton are bacteriophages (Wommack et al. 1992; Cochlan et al. 1993; 

Maranger et al. 1994).  Strong positive correlation to bacterial abundance (Cochlan et al. 

1993; Maranger and Bird 1995; Maranger and Bird 1996; Almeida et al. 2001), high 

bacterial-viral encounter rates (Fuhrman et al. 1989; Boehme et al. 1993; Cochlan et al. 

1993), and high viral production rates (Noble and Fuhrman 1995) all support this theory.  

The positive correlation between bacterial and viral abundance (Table 3) found in this 

study suggests that the majority of VLP were bacteriophages. Virioplankton diversity 

measurements should be incorporated into future studies in the Chukchi Sea. 
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Bacterivory was not examined in this study and may be important (Sherr and 

Sherr 1994; Steward et al. 1996; Sherr et al. 1997). Predation on bacteria by protists may 

exert control on bacterial abundance and community composition in different production 

regimes.  Estimates of bacterivory often fall short of those needed to balance bacterial 

production, however, suggesting that other removal processes such as viral infection are 

important (McManus and Fuhrman 1988). Viral infection can cause similar bacterial 

mortality as grazing by heterotrophic nanoflagellates (Fuhrman and Noble 1995), and 

may exert stronger control on bacterial abundance than predation (Weinbauer and 

Peduzzi 1995, Weinbauer et al. 1995). Selective predation of bacteria by heterotrophic 

nanoflagellates occurs in some aquatic ecosystems (Lebaron et al. 1999, Suzuki 1999).  

Experimental removal of predators increases the abundance of bacterial phylotypes that 

were rare in the original water sample, suggesting that predation can be species-specific 

(Suzuki 1999). Enhanced nanoflagellate grazing may also stimulate viral activity and 

work with viral infection in shaping bacterial community structure (Simek et al. 2001). 

Top down controls such as predation by protists and viral infection may therefore 

influence bacterial community composition synergistically. Future studies incorporating 

predation measurements are therefore needed to assess the relative importance of 

predation and viral infection in the Chukchi Sea. 

 

PA and FL Assemblages 

Differences between particle-associated (PA) and free-living (FL) bacterial 

assemblages in high and low production/POM regimes were found in the Chukchi Sea, as 

in other aquatic environments (Giovannoni 1990; Fandino et al. 2001; Moeseneder et al. 
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2001; Riemann and Winding 2001). Unfiltered (whole community) and filtered (free-

living) DGGE fingerprints were different at all stations (Fig. 9-13), but the percent 

similarity and the Sorensen’s Index (S) of patterns were decreased in high production 

stations (Table 2). FL and PA assemblages were therefore more different in regions of 

high particle production supporting the hypothesis (H4).  

The marked increase in differences between unfiltered and filtered DGGE 

fingerprints at high production stations may be attributed to the availability of POM 

(bottom-up) and viral infection of nonresistant species (top-down). Particle-associated 

(PA) bacteria have extracellular enzymes that degrade POM (Chróst 1991). High 

production regions, rich in POM, may therefore select for specialized particle- associated 

bacterial species. FL and PA assemblages may be interacting communities where species 

overlap may depend on POM (Riemann and Winding 2001). VB reached the hypothetical 

lytic threshold in regions where differences between FL and PA assemblages were 

increased (Table 2). Viral lysis of nonresistant PA species may therefore facilitate this 

difference by producing DOM in close proximity to resistant PA bacteria.  

Both viral infection and POM were likely shaping the bacterial community during 

this study in the Chukchi Sea. Sorensen’s index values correlated best to PON, but the 

removal of VLP in partial correlation analysis made this correlation insignificant (Table 

5). PA bacterial production and, therefore, viral infection are likely increased in regions 

enriched with POM. PA bacteria have higher cell-specific growth rates that can correlate 

to changes in bacterial community structure during an algal bloom (Fandino et al. 2001). 

The presence of POM may select for fast-growing PA bacteria with extracellular 

enzymes (Chróst 1991) that are susceptible to viral recognition. Viruses are closer to their 
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hosts on particles than in the water column; the hypothetical lytic threshold may 

therefore be reached on the micro-scale level, which may be overlooked if size 

fractionation and small sample sizes are not used.  

 

Bacterial Isolates 

Isolate DGGE fingerprints clustered by station (Fig. 20). Different isolates were 

therefore obtained in high and low production regimes. Analysis of partial 16S rDNA 

sequences revealed, however, that all isolates belonged to the γ-Proteobacteria clade and 

differed only at the species level between stations (Fig. 21). Isolates AWS001-A1 and 

AWS002-C2 were most likely the same bacterium (Figure 20), but were found in 

different production regimes (Fig. 2). No Cytophaga-like, particle-associated, bacteria 

were isolated in high POM stations as would be expected from Yager et al. (2000) or 

Fandino et al. (2001).  

The isolation method did not therefore produce the key differences originally 

hypothesized (H5). Dilution to extinction was not achieved in this study because the 10th 

dilution contained bacteria in all samples. Particles containing bacteria may have been 

transferred in the dilution process, allowing for bacterial growth in the 10th dilution. More 

dilutions are therefore needed to achieve extinction. The rich medium used in culturing 

may have selected for γ-Proteobacteria. The use of a medium that more closely matches 

that of the oligotrophic ocean may result in the isolation of different members of the 

bacterial community.  

BIOLOG assays produced conflicting results with DGGE fingerprinting and 16S 

rDNA sequencing. Different bacteria should use a different array of substrates according 



 84 
to the BIOLOG test. Isolates AWS003-B1 and AWS003-B2, for example, appeared to 

be different in DGGE fingerprinting (Fig. 20) and 16S rDNA analysis (Fig. 21), produced 

a different number of positive wells (Table 6), and used different substrates in the 

BIOLOG assay (Fig. 22; Appendix). Other BIOLOG results, however, did not agree with 

DGGE and 16S rDNA sequencing. DGGE and partial 16S rDNA analysis revealed that 

AWS001-B1 and AWS001-B2 were the same bacterium (Fig. 23), but these isolates 

produced a different number of positive wells (Table 6) and the BIOLOG substrate 

utilization pattern was different (Fig. 23). AWS001-B2 utilized 29 more substrates than 

AWS001-B1 (Fig. 23). Isolates AWS003-A2, AWS003-B1, and AWS003-C1 appeared 

to be the same bacterium with DGGE (Fig. 20) and 16S rDNA sequencing (Fig. 21) but 

produced different numbers of positive wells in the BIOLOG assay (Table 6). Isolates 

AWS003-A2, AWS003-B1, and AWS003-C1 used a total of 34, 13, and 45 substrates, 

respectively, of which only 13 were the same between all three (Appendix). The same 

inconsistency was observed between isolates AWS002-B1 and AWS003-B2, which used 

19 and 33 substrates, respectively, of which 15 were the same (Appendix). In these cases, 

it appeared that the same bacterium produced different BIOLOG results. 

Although cultures were started on the same day and harvested at the same optical 

density, they may have been in different stages of growth when the BIOLOG plates were 

inoculated, possibly, utilizing different substrates. All cultures were treated the same 

according to media addition, plating, handling, and temperature, but the stage of growth 

before BIOLOG inoculation was not determined. A future experiment involving 

inoculation of BIOLOG plates when the bacteria are at the same stage of growth should 

be performed to see if any changes occur. Evidently, the BIOLOG assay may not be an 
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accurate method of identification of bacterial species and 16S rDNA sequencing is 

preferred. Conversely, partial (~1400 bp) 16S rDNA sequence analysis may not be 

adequate for bacterial identification. The bacteria may differ in DNA sequence outside 

the amplified region and therefore whole genome sequencing may be needed to see 

differences at the species level. 

The hypothesis (H6) that the most abundant bacteria should be present in the 

DGGE fingerprint of the community was not easily addressed. Unexpectedly, the DGGE 

of isolates produced more than one phylotype band (Fig. 17-20), so searching community 

DGGE fingerprints for the presence of an isolate was difficult. Only 8 out of 24 isolate 

bands appeared to be present in the community DGGE fingerprints. The concentration of 

any given isolate was likely too low in the community sample to be either copied in the 

PCR process or seen on the community DGGE gel (Nasreen Bano, personal 

communication). The isolation method did not therefore produce the most abundant 

bacterial species because dilution to extinction was not achieved. The most abundant 

species was most likely present in the community DGGE fingerprint, but was 

unculturable (Schut et al. 1993, 1997; Eilers et al. 2000). I therefore refuted the 

hypothesis (H6) that the most abundant species would be isolated and be present in the 

community DGGE fingerprint.  

 Identification of the most abundant bacterial species in a community is 

problematic because the most abundant species are often unculturable (Giovannoni et al. 

1990).  Cultured microbes often represent a minor fraction of the bacterial community 

(Schut et al. 1993, 1997; Eilers et al. 2000), so molecular methods like PCR-DGGE were 
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developed to overcome this obstacle. This study confirmed the conundrum but showed 

that PCR-DGGE may not capture all members of the bacterial community.  

Bacterial species representing less than 1% of total bacterial abundance may be 

missed by PCR-DGGE (Muyzer et al. 1993). Filtered samples generally produced more 

bands in DGGE than unfiltered ones (Table 2; Fig. 9-13). Filtration most likely altered 

the relative abundance of bacterial species and may have reduced the concentration of 

dominant bacterial strains, allowing DNA from less abundant species to be copied in 

PCR. Chloroplasts may also be present in the unfiltered DGGE samples (Murray 1994), 

and some bacteria produce more than one band in the DGGE fingerprint (Ferrari and 

Hollibaugh 1999). Filtration of different size-fractions before DNA extraction and PCR 

may be needed to resolve all members of the community in DGGE analysis. New 

molecular methods like fluorescent in situ hybridization (FISH; as used in Eilers et al. 

2000) may create a more accurate view of bacterial community composition of an 

ecosystem. Clearly, more research in new molecular and culturing techniques is needed 

in the field of marine microbial ecology in order to fully understand the role marine 

microbes play in shaping the marine ecosystem. 

 

Future Work 

More research is needed to assess the controls at work on the polar microbial 

community.  Studies that include surveys of microbial and environmental variables 

should contain more detailed DGGE analysis that includes division of the community 

into smaller sized fractions and the sequencing of all bands (OTU) in the DGGE 

fingerprint. Viral infection should also be more closely examined by determining the 
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percent of infected bacterial cells, performing viral enrichment studies, and 

determining changes in viral community structure. Bacterial and viral production and 

predation should also be measured. A polar study that measures all of these variables may 

lead to a better understanding of the processes that shape polar microbial communities 

and their importance in the polar ecosystem.



 

 
CHAPTER 5 

 
CONCLUSION 

 
 
 Both bottom-up and top-down controls were likely shaping the microbial 

community in the Chukchi Sea during this study (Fig. 24).  The availability of POM 

(bottom-up), however, was more strongly correlated to bacterial abundance and bacterial 

community composition than viral infection (top-down). POM, particularly PON, could 

be the driving variable that increased bacterial abundance, decreased species richness, 

and increased differences between FL and PA assemblages. POM might have influenced 

viral infection (top-down) indirectly by increasing the number of bacterial hosts that led 

to increased viral abundance and infection. Viral infection of nonresistant species in 

regions of high POM concentration may therefore have decreased species richness even 

further by allowing resistant species to thrive off products of host lysis.
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Figure 24. Schematic diagram showing the hypothesized cause-effect relationships at 
work during late summertime production in the Chukchi Sea. Pulses of primary 
production can lead to increases in POM that may increase bacterial abundance. An 
increase in host density then leads to an increase in viruses. Both POM and viruses may 
work together to decrease bacterial species diversity and the similarity between free-
living (FL) and particle-associated (PA) assemblages.  
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Appendix.  AWS00 bacterial isolate BIOLOG data. Substrate utilization scores range from 0-3 according to color darkness 
(0=negative/no substrate utilization, 3=darkest/highest substrate utilization).

S T A T IO N IS O L A T E w ater α -c y clod e x tr in d extrin glycog en tw een  40 tw een  80

N -acetyl-D -

g alac tosam ine

N -acetyl-D -

g lu cosam ine adon itol L -arabino se D -arab itol c ellob io se

1 A W S 00 1-A 1 0 3 3 3 2 2 0 3 3 0 3 0
A W S 0 01-A 1' 0 3 3 3 2 2 0 3 3 0 0 3
A W S 00 1-A 2 0 2 3 3 1 1 0 3 3 0 3 3
A W S 0 01-A 2' 0 2 3 3 1 1 0 3 3 0 3 3
A W S 00 1-B 1 0 1 2 0 1 1 0 2 0 0 0 0
A W S 0 01-B 1' 0 1 2 0 1 1 0 3 0 0 0 0
A W S 00 1-B 2 0 3 3 3 2 3 0 3 3 0 3 3
A W S 0 01-B 2' 0 3 3 3 2 2 0 3 3 0 3 0
A W S 001 -C 1 0 3 3 0 2 2 0 3 0 0 0 1
A W S 00 1-C 1' 0 3 3 0 2 2 0 3 0 0 0 2
A W S 001 -C 2 0 3 3 0 2 3 0 3 0 0 0 0
A W S 00 1-C 2' 0 3 3 0 2 2 0 3 0 0 0 0

S T A T IO N
2 A W S 00 2-A 1 0 0 0 0 2 2 0 3 2 0 3 3

A W S 0 02-A 1' 0 2 0 0 3 3 0 3 3 0 3 3
A W S 00 2-A 2 0 0 0 0 3 3 0 3 3 0 3 3
A W S 0 02-A 2' 0 0 0 0 3 3 0 3 3 0 3 3
A W S 00 2-B 1 0 0 0 0 2 2 0 3 0 0 0 3
A W S 0 02-B 1' 0 0 0 0 2 2 0 3 0 0 0 3
A W S 00 2-B 2 0 0 0 0 3 3 0 3 3 0 3 3
A W S 0 02-B 2' 0 0 0 0 2 2 0 3 3 0 3 3
A W S 002 -C 1 0 0 0 0 3 3 0 3 3 0 3 3
A W S 00 2-C 1' 0 0 0 0 3 3 0 3 3 0 3 3
A W S 002 -C 2 0 3 3 3 3 3 0 3 3 0 3 3
A W S 00 2-C 2' 0 3 3 3 3 3 0 3 3 0 3 3

S T A T IO N
3 A W S 00 3-A 1 0 0 3 2 2 2 0 3 0 0 0 0

A W S 0 03-A 1' 0 0 3 2 2 3 0 3 0 0 0 0
A W S 00 3-A 2 0 0 2 1 0 .5 0 .5 0 2 0 0 0 2
A W S 0 03-A 2' 0 0 2 1 1 1 0 2 0 0 0 2
A W S 00 3-B 1 0 0 0 0 0 0 0 0 0 0 0 0
A W S 0 03-B 1' 0 0 0 0 3 0 0 0 0 0 0 0
A W S 00 3-B 2 0 3 3 2 1 0 0 2 0 0 0 3
A W S 0 03-B 2' 0 3 3 3 1 1 2 2 0 0 0 3
A W S 003 -C 1 0 3 3 3 3 3 0 3 0 0 0 3
A W S 00 3-C 1' 0 3 3 3 3 3 2 2 0 0 2 3
A W S 003 -C 2 0 3 3 2 0 0 3 3 0 0 0 3
A W S 00 3-C 2' 0 3 3 3 2 1 0 3 0 0 0 3

S T A T IO N
4 A W S 00 4-A 1 0 0 3 3 3 2 0 0 0 0 0 3

A W S 0 04-A 1' 0 0 3 3 3 2 0 0 0 0 0 3
A W S 00 4-A 2 0 3 3 3 3 3 0 3 0 0 0 3
A W S 0 04-A 2' 0 3 3 3 3 3 0 0 0 0 0 3
A W S 00 4-B 1 0 2 3 3 3 3 0 3 0 0 0 3
A W S 0 04-B 1' 0 3 3 3 3 3 0 3 0 0 0 3
A W S 00 4-B 2 0 3 3 3 3 3 0 3 0 0 0 3
A W S 0 04-B 2' 0 3 3 3 3 3 0 3 0 0 0 3
A W S 004 -C 1 0 3 3 3 3 3 0 3 0 0 0 3
A W S 00 4-C 1' 0 3 3 3 3 3 0 3 0 0 0 3
A W S 004 -C 2 0 3 3 3 3 3 0 3 0 0 0 3
A W S 00 4-C 2' 0 3 3 3 3 3 0 3 0 0 0 3
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Appendix (cont.). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

ST A TIO N IS O LA TE i-eryth ritol D -fruc to se L-fu co se D -galac to se gen tio bio se α -D-g lu co se m -in ositol α -D -lac to se lactulo se m alto se D -m an nitol D -m ann o se

1 A W S 00 1 -A 1 2 3 3 3 0 3 0 3 0 3 3 3
A W S 0 01 -A 1' 3 3 3 3 0 3 3 3 0 3 0 3
A W S 00 1 -A 2 3 3 0 0 0 3 3 3 0 3 3 3
A W S 0 01 -A 2' 3 3 3 3 0 3 3 3 0 3 0 3
A W S 00 1 -B 1 0 0 0 0 0 3 0 0 0 3 0 0
A W S 0 01 -B 1' 0 0 0 0 0 3 0 0 0 3 0 0
A W S 00 1 -B 2 3 3 3 3 0 3 3 3 0 3 3 3
A W S 0 01 -B 2' 3 3 3 3 0 3 3 3 0 3 3 3
A W S 0 0 1-C 1 0 0 0 0 0 3 0 0 0 3 0 0
A W S 00 1-C 1' 0 0 0 0 0 3 0 0 0 3 0 0
A W S 0 0 1-C 2 0 0 0 0 0 3 0 0 0 3 0 0
A W S 00 1-C 2' 3 0 0 0 0 3 0 0 0 3 0 0

ST A TIO N
2 A W S 00 2 -A 1 0 3 0 2 0 3 3 0 0 3 3 3

A W S 0 02 -A 1' 0 3 0 3 0 3 3 0 0 3 3 3
A W S 00 2 -A 2 0 2 0 2 0 3 0 0 0 3 0 3
A W S 0 02 -A 2' 0 2 0 2 0 3 0 0 0 3 0 3
A W S 00 2 -B 1 0 0 0 0 3 2 0 0 0 0 0 0
A W S 0 02 -B 1' 0 0 0 0 3 3 0 0 0 0 0 0
A W S 00 2 -B 2 0 2 0 3 0 3 2 0 0 3 3 0
A W S 0 02 -B 2' 0 2 0 0 0 3 0 0 0 3 3 3
A W S 0 0 2-C 1 0 3 0 3 0 3 0 0 0 3 3 3
A W S 00 2-C 1' 0 2 0 2 0 3 1 0 0 3 3 3
A W S 0 0 2-C 2 3 3 3 3 0 3 3 0 0 3 3 3
A W S 00 2-C 2' 3 3 3 3 0 3 3 3 0 3 3 3

ST A TIO N
3 A W S 00 3 -A 1 0 3 0 3 0 3 0 3 0 3 3 0

A W S 0 03 -A 1' 0 3 0 3 0 3 0 3 0 3 3 0
A W S 00 3 -A 2 0 0 0 0 0 2 0 0 0 2 0 0
A W S 0 03 -A 2' 0 0 0 0 0 2 0 0 0 2 0 0
A W S 00 3 -B 1 0 0 .5 0 0 0 2 0 0 0 0 0 0
A W S 0 03 -B 1' 0 0 .5 0 1 0 2 0 0 0 1 0 0
A W S 00 3 -B 2 0 3 0 3 3 3 0 3 3 3 3 3
A W S 0 03 -B 2' 0 3 0 3 3 3 0 3 3 3 3 2
A W S 0 0 3-C 1 3 3 3 3 3 3 0 3 0 3 3 3
A W S 00 3-C 1' 0 3 0 3 3 3 0 3 0 3 3 0
A W S 0 0 3-C 2 0 3 0 3 3 3 0 3 0 3 3 0
A W S 00 3-C 2' 3 3 3 3 3 3 1 3 0 3 3 0

ST A TIO N
4 A W S 00 4 -A 1 0 3 0 3 3 0 0 3 3 3 3 3

A W S 0 04 -A 1' 0 3 0 3 3 2 0 3 3 3 3 3
A W S 00 4 -A 2 0 3 0 3 3 3 0 3 0 3 3 0
A W S 0 04 -A 2' 0 3 0 3 3 3 0 2 0 3 3 0
A W S 00 4 -B 1 2 3 0 3 3 3 0 3 0 3 3 0
A W S 0 04 -B 1' 0 3 0 3 3 3 0 3 0 3 3 0
A W S 00 4 -B 2 0 3 0 3 3 3 0 3 0 3 3 0
A W S 0 04 -B 2' 3 3 0 3 3 3 0 0 0 3 3 0
A W S 0 0 4-C 1 0 3 0 3 3 3 0 3 0 3 3 0
A W S 00 4-C 1' 3 3 0 3 3 3 0 3 0 3 3 0
A W S 0 0 4-C 2 0 3 3 3 3 3 0 0 0 3 3 0
A W S 00 4-C 2' 0 3 0 3 3 3 3 3 0 3 3 0
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Appendix (cont.). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

S T A T IO N IS O L A T E D -m elibiose
β - meth yl-D -
g lu coside D -psicose D -raffin ose L -rham n ose D -sorbitol sucrose D -trehalose tu ran ose xylitol

m eth yl 
p yruv ate

m o no-m eth yl 
su ccin ate

1 A W S 0 01-A 1 3 0 0 0 0 3 0 3 0 0 0 0
A W S 001 -A 1' 3 0 0 0 0 3 0 3 0 0 0 0
A W S 0 01-A 2 3 0 0 0 0 3 0 3 0 0 0 0
A W S 001 -A 2' 3 0 0 0 0 3 0 3 0 0 0 0
A W S 0 01-B 1 0 0 0 0 0 0 0 0 0 0 0 0
A W S 001 -B 1' 0 0 0 0 0 0 0 0 0 0 0 0
A W S 0 01-B 2 0 0 0 0 0 3 0 3 0 0 3 0
A W S 001 -B 2' 3 0 0 0 0 3 3 0 0 0 0 0
A W S 00 1-C 1 0 0 0 0 0 0 0 0 0 0 0 0
A W S 0 01-C 1' 0 0 0 0 0 0 0 0 0 0 0 0
A W S 00 1-C 2 0 0 0 0 0 0 0 0 0 0 0 0
A W S 0 01-C 2' 0 0 0 0 0 0 0 0 0 0 0 0

S T A T IO N
2 A W S 0 02-A 1 2 0 0 0 0 3 0 3 0 0 1 0

A W S 002 -A 1' 3 0 0 0 0 3 0 3 0 0 1 0
A W S 0 02-A 2 0 0 0 0 0 3 0 3 0 0 0 0
A W S 002 -A 2' 0 0 0 0 0 0 0 3 0 0 0 0
A W S 0 02-B 1 0 0 0 0 0 0 0 0 0 0 0 0
A W S 002 -B 1' 0 0 0 0 0 0 0 0 0 0 0 0
A W S 0 02-B 2 1 0 0 0 0 3 0 0 0 0 0 0
A W S 002 -B 2' 0 0 0 0 0 3 0 3 0 0 0 0
A W S 00 2-C 1 0 0 0 0 0 3 0 3 0 0 0 0
A W S 0 02-C 1' 0 0 0 0 0 3 0 3 0 0 0 0
A W S 00 2-C 2 3 0 0 0 0 3 3 3 0 0 3 0
A W S 0 02-C 2' 3 0 0 0 0 3 0 3 0 0 3 0

S T A T IO N
3 A W S 0 03-A 1 0 0 0 0 0 0 0 3 0 0 0 0

A W S 003 -A 1' 0 0 0 0 0 0 0 3 0 0 0 0
A W S 0 03-A 2 0 0 0 0 0 0 0 2 0 0 0 0
A W S 003 -A 2' 0 0 0 0 0 0 0 2 0 0 0 0
A W S 0 03-B 1 0 0 0 0 0 0 0 2 0 0 0 0
A W S 003 -B 1' 0 0 0 0 0 0 0 0 0 0 0 0
A W S 0 03-B 2 3 0 0 3 0 0 3 3 0 0 1 0
A W S 003 -B 2' 3 0 0 3 0 0 3 3 0 0 2 0
A W S 00 3-C 1 3 0 0 0 0 3 3 3 0 0 3 0
A W S 0 03-C 1' 3 0 0 0 0 3 3 3 0 0 3 0
A W S 00 3-C 2 3 0 0 2 0 0 3 3 0 0 2 0
A W S 0 03-C 2' 3 0 0 3 0 0 3 3 0 0 2 0

S T A T IO N
4 A W S 0 04-A 1 3 0 0 3 0 0 3 3 0 0 3 0.5

A W S 004 -A 1' 3 0 0 3 0 0 3 3 0 0 3 0.5
A W S 0 04-A 2 3 0 0 0 0 0 3 3 0 0 3 0
A W S 004 -A 2' 3 0 0 0 0 0 3 3 0 0 3 0
A W S 0 04-B 1 3 0 0 0 0 0 3 3 0 0 3 0
A W S 004 -B 1' 3 0 0 0 0 3 3 3 0 0 3 0
A W S 0 04-B 2 3 0 0 0 0 0 3 3 0 0 3 0
A W S 004 -B 2' 3 0 0 0 0 0 3 3 0 0 3 0
A W S 00 4-C 1 3 0 0 0 0 3 3 3 0 0 3 0
A W S 0 04-C 1' 3 0 0 0 0 0 3 3 0 0 3 0
A W S 00 4-C 2 3 0 0 0 0 0 3 3 0 0 3 0
A W S 0 04-C 2' 3 0 0 3 0 0 3 3 0 0 3 0
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Appendix (cont.). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

S TA T IO N ISO LA TE a ce tic ac id c is-aconitic ac id citric ac id form ic ac id

D -g alactonic 

ac id

D -g alacturonic 

ac id D -gluconic ac id

D -gluc os am inic 

ac id

D -glucuronic 

ac id

α -
hydroxybutyri

c ac id

γ-
hydroxybutyri

c ac id

β -
hydroxybutyri

c ac id

1 A W S 0 0 1 -A 1 0 .5 0 1 0 0 0 3 0 0 0 1 0
A W S 00 1 -A 1' 1 0 1 0 0 0 3 0 0 0 1 0
A W S 0 0 1 -A 2 0 0 0 0 0 0 3 0 0 0 1 0
A W S 00 1 -A 2' 0 0 1 0 0 0 3 0 0 0 1 0
A W S 0 0 1 -B 1 0 0 0 0 0 0 2 0 0 0 0 0
A W S 00 1 -B 1' 0 0 0 0 0 0 3 0 0 0 0 0
A W S 0 0 1 -B 2 0 0 2 0 0 0 3 0 0 0 2 0
A W S 00 1 -B 2' 0 0 2 0 0 0 3 0 0 0 1 0
A W S 0 01 -C 1 1 0 0 0 0 0 3 0 0 0 0 0
A W S 0 0 1 -C 1' 0 0 0 0 0 0 3 0 0 0 0 0
A W S 0 01 -C 2 0 0 0 0 0 0 3 0 0 0 0 0
A W S 0 0 1 -C 2' 0 0 0 0 0 0 3 0 0 0 0 0

S TA T IO N
2 A W S 0 0 2 -A 1 0 2 2 0 0 0 3 0 0 0 1 0

A W S 00 2 -A 1' 0 2 2 0 0 0 3 0 0 0 1 0
A W S 0 0 2 -A 2 0 2 2 0 0 0 3 0 0 0 1 0
A W S 00 2 -A 2' 0 1 2 0 0 0 3 0 0 0 1 0
A W S 0 0 2 -B 1 0 0 0 0 0 0 3 0 0 0 0 0
A W S 00 2 -B 1' 0 0 0 0 0 0 3 0 0 0 0 0
A W S 0 0 2 -B 2 0 2 2 0 0 0 3 0 0 0 2 0
A W S 00 2 -B 2' 0 2 2 0 0 0 3 0 0 0 2 0
A W S 0 02 -C 1 0 1 1 0 0 0 3 0 0 0 1 0
A W S 0 0 2 -C 1' 0 .5 0 .5 2 0 0 0 3 0 0 0 1 0
A W S 0 02 -C 2 0 1 1 0 0 0 3 0 0 0 1 0
A W S 0 0 2 -C 2' 0 1 1 0 0 0 3 0 0 0 1 0

S TA T IO N
3 A W S 0 0 3 -A 1 1 0 3 0 0 0 3 0 0 0 0 0

A W S 00 3 -A 1' 0 0 3 0 0 0 3 0 0 0 0 0
A W S 0 0 3 -A 2 0 .5 0 0 0 0 0 0 0 0 0 2 0
A W S 00 3 -A 2' 0 .5 0 0 0 0 0 0 0 0 0 2 0
A W S 0 0 3 -B 1 0 0 0 0 0 0 0 0 0 0 0 0
A W S 00 3 -B 1' 0 0 0 0 0 0 0 0 0 0 0 0
A W S 0 0 3 -B 2 0 0 2 0 0 0 3 0 0 0 0 0
A W S 00 3 -B 2' 0 0 2 0 0 0 3 0 0 0 0 0
A W S 0 03 -C 1 0 0 2 0 0 0 3 0 0 0 3 0
A W S 0 0 3 -C 1' 0 0 2 0 0 0 2 0 0 0 2 0
A W S 0 03 -C 2 0 0 2 0 0 0 3 0 0 0 0 0
A W S 0 0 3 -C 2' 0 0 2 0 0 0 3 0 0 0 0 0

S TA T IO N
4 A W S 0 0 4 -A 1 0 .5 2 3 0 0 0 3 0 0 0 0 0

A W S 00 4 -A 1' 1 1 3 0 0 0 3 0 0 0 0 0
A W S 0 0 4 -A 2 0 0 2 0 0 0 3 0 0 0 1 0
A W S 00 4 -A 2' 0 0 2 0 0 0 3 0 0 0 0 0
A W S 0 0 4 -B 1 0 0 2 0 0 0 3 0 0 0 2 0
A W S 00 4 -B 1' 0 0 2 0 0 0 3 0 0 0 1 0
A W S 0 0 4 -B 2 0 0 2 0 0 0 3 0 0 0 1 0
A W S 00 4 -B 2' 0 0 1 0 0 0 3 0 0 0 1 0
A W S 0 04 -C 1 1 0 2 0 0 0 3 0 0 0 2 0
A W S 0 0 4 -C 1' 1 0 2 0 0 0 3 0 0 0 1 0
A W S 0 04 -C 2 0 .5 0 2 0 0 0 3 0 0 0 2 0
A W S 0 0 4 -C 2' 1 0 2 0 0 0 3 0 0 0 1 0
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Appendix (cont.). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

S TA T IO N ISO LA TE

ρ - hy drox y 
ph enylacetic 

ac id itaconic ac id

α -k eto  b uty ric 
ac id

α -ke to  
g lutaric ac id

α - ke to v ale ric 
ac id

D, L- lactic 
ac id m alonic ac id

prop rionic 
ac id quinic ac id

D -saccharic 
ac id sebacic ac id su ccinic ac id

1 A W S 0 0 1 -A 1 0 0 0 1 0 3 0 0 2 0 0 0
A W S 0 0 1 -A 1' 0 0 0 1 0 3 0 0 3 0 0 1
A W S 0 0 1 -A 2 0 0 0 1 0 3 0 2 2 0 0 1
A W S 0 0 1 -A 2' 0 0 0 1 0 3 0 2 2 0 0 1
A W S 0 0 1 -B 1 0 0 0 2 0 3 0 2 0 0 0 0
A W S 0 0 1 -B 1' 0 0 0 3 0 3 0 1 0 0 0 0
A W S 0 0 1 -B 2 0 0 0 2 0 3 0 2 2 0 0 1
A W S 0 0 1 -B 2' 0 0 0 2 0 3 0 2 2 0 0 1
A W S 0 01 -C 1 0 0 0 3 0 3 0 2 0 0 0 0
A W S 0 0 1 -C 1' 0 0 0 2 0 3 0 3 0 0 0 2
A W S 0 01 -C 2 0 0 0 2 0 3 0 2 0 0 0 1
A W S 0 0 1 -C 2' 0 0 0 3 0 3 0 2 0 0 0 0

S TA T IO N
2 A W S 0 0 2 -A 1 0 0 0 2 0 2 0 0 0 0 0 1

A W S 0 0 2 -A 1' 0 0 0 2 0 2 0 2 0 0 0 1
A W S 0 0 2 -A 2 0 0 0 2 0 2 0 0 0 0 0 1
A W S 0 0 2 -A 2' 0 0 0 2 0 2 0 0 0 0 0 2
A W S 0 0 2 -B 1 0 0 0 3 0 0 0 0 0 0 0 2
A W S 0 0 2 -B 1' 0 0 0 3 0 0 0 0 0 0 0 2
A W S 0 0 2 -B 2 0 0 0 2 0 2 0 0 0 0 0 2
A W S 0 0 2 -B 2' 0 0 0 3 0 3 0 0 0 0 0 2
A W S 0 02 -C 1 0 0 0 2 0 3 0 0 0 0 0 1
A W S 0 0 2 -C 1' 0 0 0 2 0 3 0 0 0 0 0 1
A W S 0 02 -C 2 0 0 0 1 0 3 0 1 2 0 0 1
A W S 0 0 2 -C 2' 0 0 0 1 0 3 0 1 2 0 0 1

S TA T IO N
3 A W S 0 0 3 -A 1 0 0 0 3 0 3 0 2 0 0 0 1

A W S 0 0 3 -A 1' 0 0 0 3 0 3 0 2 0 0 0 2
A W S 0 0 3 -A 2 0 0 0 0 0 1 0 2 0 0 0 1
A W S 0 0 3 -A 2' 0 0 0 0 0 2 0 2 0 0 0 1
A W S 0 0 3 -B 1 0 0 0 0 0 2 0 0 0 0 0 0
A W S 0 0 3 -B 1' 0 0 0 0 0 3 0 2 0 0 0 0
A W S 0 0 3 -B 2 0 0 0 0 0 0 0 1 0 0 0 2
A W S 0 0 3 -B 2' 0 0 0 0 0 0 0 1 0 0 0 2
A W S 0 03 -C 1 0 0 0 2 0 3 0 2 0 0 0 1
A W S 0 0 3 -C 1' 0 0 0 2 0 3 0 1 0 0 0 2
A W S 0 03 -C 2 0 0 0 2 0 3 0 1 0 0 0 1
A W S 0 0 3 -C 2' 0 0 0 2 0 3 0 2 0 0 0 2

S TA T IO N
4 A W S 0 0 4 -A 1 0 0 0 .5 0 .5 0 0 0 0 .5 0 0 0 2

A W S 0 0 4 -A 1' 0 0 0 0 .5 0 0 0 0 .5 0 0 0 3
A W S 0 0 4 -A 2 0 0 0 2 0 2 0 2 0 0 0 2
A W S 0 0 4 -A 2' 0 0 0 2 0 3 0 1 0 0 0 2
A W S 0 0 4 -B 1 0 0 0 2 0 0 0 1 0 0 0 2
A W S 0 0 4 -B 1' 0 0 0 0 0 3 0 1 0 0 0 2
A W S 0 0 4 -B 2 0 0 0 2 0 3 0 2 0 0 0 2
A W S 0 0 4 -B 2' 0 0 0 0 0 1 0 2 0 0 0 2
A W S 0 04 -C 1 0 0 0 2 0 0 0 2 0 0 0 2
A W S 0 0 4 -C 1' 0 0 0 2 0 0 0 2 0 0 0 2
A W S 0 04 -C 2 0 0 0 2 0 0 0 3 0 0 0 2
A W S 0 0 4 -C 2' 0 0 0 2 0 0 0 1 0 0 0 2
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Appendix (cont.). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

S TA T IO N ISO LA TE
bro m o 

su ccinic ac id
s uccinam ic 

ac id
g lucu ron-
am ide alan in-am ide D -alanine L-alanine

L-alanyl-
glycine L-aspa ragine L-aspartic ac id L-glutam ic ac id

glycyl-L-
aspartic ac id

glycyl-L-
glutam ic ac id

1 A W S 0 0 1 -A 1 0 0 0 0 3 3 3 0 0 3 0 2
A W S 0 0 1 -A 1' 0 0 0 0 2 3 3 0 0 3 0 2
A W S 0 0 1 -A 2 0 0 0 0 2 3 3 0 0 3 1 2
A W S 0 0 1 -A 2' 0 0 0 0 2 3 3 0 0 3 0 1
A W S 0 0 1 -B 1 0 0 0 0 0 3 2 0 0 0 2 1
A W S 0 0 1 -B 1' 0 0 0 0 0 3 2 0 0 0 2 1
A W S 0 0 1 -B 2 0 0 0 0 2 3 3 0 0 3 2 2
A W S 0 0 1 -B 2' 0 0 0 0 2 0 0 0 0 0 1 2
A W S 0 01 -C 1 0 0 0 0 0 3 3 0 0 .5 3 3 2
A W S 0 0 1 -C 1' 0 0 0 0 0 3 3 0 1 3 3 2
A W S 0 01 -C 2 0 0 0 0 0 3 1 0 0 2 2 1
A W S 0 0 1 -C 2' 0 0 0 0 0 3 3 0 0 1 2 1

S TA T IO N
2 A W S 0 0 2 -A 1 0 0 0 0 0 3 3 0 0 3 1 3

A W S 0 0 2 -A 1' 0 0 0 0 0 3 3 0 0 3 3 3
A W S 0 0 2 -A 2 0 0 0 0 0 3 3 0 0 3 3 3
A W S 0 0 2 -A 2' 0 0 0 0 0 3 3 0 0 3 3 3
A W S 0 0 2 -B 1 0 0 0 0 0 3 3 0 0 3 3 3
A W S 0 0 2 -B 1' 0 0 0 0 0 3 3 0 0 3 3 3
A W S 0 0 2 -B 2 0 0 0 0 0 3 3 0 0 3 2 3
A W S 0 0 2 -B 2' 0 0 0 0 0 3 3 0 0 3 3 3
A W S 0 02 -C 1 0 0 0 0 0 3 3 0 0 3 3 2
A W S 0 0 2 -C 1' 0 0 0 0 0 3 3 0 0 3 3 3
A W S 0 02 -C 2 0 0 0 0 2 3 3 0 0 3 2 2
A W S 0 0 2 -C 2' 0 0 0 0 2 3 3 0 .5 0 .5 3 1 2

S TA T IO N
3 A W S 0 0 3 -A 1 0 0 0 0 3 3 3 0 1 3 3 3

A W S 0 0 3 -A 1' 0 0 0 0 3 3 3 0 2 3 0 3
A W S 0 0 3 -A 2 0 0 0 0 2 3 3 0 0 0 2 2
A W S 0 0 3 -A 2' 0 0 0 0 3 3 3 0 0 0 2 2
A W S 0 0 3 -B 1 0 0 0 0 0 3 3 0 0 0 0 0
A W S 0 0 3 -B 1' 0 0 0 0 0 3 3 0 0 0 0 0
A W S 0 0 3 -B 2 0 0 0 0 0 3 3 0 0 3 0 2
A W S 0 0 3 -B 2' 0 0 0 0 0 3 3 0 0 3 0 3
A W S 0 03 -C 1 0 0 0 0 0 3 3 0 0 3 2 2
A W S 0 0 3 -C 1' 0 0 0 0 0 3 3 0 0 0 3 3
A W S 0 03 -C 2 0 0 0 0 0 3 3 0 0 3 0 2
A W S 0 0 3 -C 2' 0 0 0 0 0 3 3 0 0 3 0 3

S TA T IO N
4 A W S 0 0 4 -A 1 0 0 0 0 0 2 2 0 .5 0 2 2 2

A W S 0 0 4 -A 1' 0 0 0 0 0 2 2 1 1 2 1 2
A W S 0 0 4 -A 2 0 0 0 0 0 3 3 0 0 3 0 3
A W S 0 0 4 -A 2' 0 0 0 0 0 3 2 0 0 2 0 2
A W S 0 0 4 -B 1 0 0 0 0 0 3 3 0 0 3 0 3
A W S 0 0 4 -B 1' 0 0 0 0 0 3 3 0 0 2 0 2
A W S 0 0 4 -B 2 0 0 0 0 0 3 3 0 0 0 0 .5 2
A W S 0 0 4 -B 2' 0 0 0 0 0 3 3 0 0 2 0 2
A W S 0 04 -C 1 0 0 0 0 0 3 3 0 0 1 0 2
A W S 0 0 4 -C 1' 0 0 0 0 0 3 3 0 0 3 0 .5 2
A W S 0 04 -C 2 0 0 0 0 0 3 3 0 0 3 0 3
A W S 0 0 4 -C 2' 0 0 0 0 0 3 3 0 0 1 0 2
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Appendix (cont.). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

S TA T IO N ISO LA TE L-histidine
hydroxy L-
proline L-leucine L-ornithine L-p he nyl-alanine L-proline

L-

pyroglu tam ic 
ac id D -serine L-serine L-threonine D , L-ca rnitine

γ-a m ino 
butyric ac id

1 A W S 0 0 1 -A 1 3 3 1 2 0 3 3 0 3 3 0 2
A W S 0 0 1 -A 1' 1 3 1 2 0 3 2 0 3 3 0 2
A W S 0 0 1 -A 2 3 3 1 2 0 3 2 0 3 3 0 2
A W S 0 0 1 -A 2' 3 3 2 2 0 3 3 0 3 2 0 2
A W S 0 0 1 -B 1 0 0 2 0 0 0 0 0 2 0 0 0
A W S 0 0 1 -B 1' 0 0 2 0 0 0 0 0 2 0 0 0
A W S 0 0 1 -B 2 3 3 3 3 0 3 3 0 3 3 0 2
A W S 0 0 1 -B 2' 3 3 3 3 0 3 3 0 0 3 0 2
A W S 0 01 -C 1 0 0 3 0 0 1 0 0 3 0 0 0
A W S 0 0 1 -C 1' 0 0 3 0 0 1 0 0 3 0 0 0
A W S 0 01 -C 2 0 0 2 0 0 1 0 0 3 0 0 0
A W S 0 0 1 -C 2' 0 0 3 0 0 1 0 0 3 0 0 0

S TA T IO N
2 A W S 0 0 2 -A 1 3 3 0 2 0 3 3 0 3 3 0 3

A W S 0 0 2 -A 1' 3 3 3 3 0 3 3 0 3 3 0 3
A W S 0 0 2 -A 2 0 3 0 0 0 3 1 0 3 3 0 3
A W S 0 0 2 -A 2' 0 0 2 0 0 3 3 0 3 3 0 2
A W S 0 0 2 -B 1 0 0 0 0 0 2 0 0 2 2 0 0
A W S 0 0 2 -B 1' 0 0 0 0 0 2 0 0 3 1 0 0
A W S 0 0 2 -B 2 3 2 0 0 .5 0 3 3 0 3 3 0 3
A W S 0 0 2 -B 2' 3 3 0 0 0 3 3 0 3 3 0 3
A W S 0 02 -C 1 1 1 1 2 0 3 3 0 3 3 0 2
A W S 0 0 2 -C 1' 3 2 2 0 .5 0 3 3 0 3 3 0 3
A W S 0 02 -C 2 3 2 2 2 0 3 3 0 3 3 0 2
A W S 0 0 2 -C 2' 1 2 2 2 0 3 3 1 3 3 0 2

S TA T IO N
3 A W S 0 0 3 -A 1 2 0 0 0 0 3 0 0 3 3 0 0

A W S 0 0 3 -A 1' 2 0 0 0 0 3 0 0 3 3 0 0
A W S 0 0 3 -A 2 0 3 0 0 3 3 0 0 3 3 0 0
A W S 0 0 3 -A 2' 0 2 0 0 3 3 0 0 3 3 0 0
A W S 0 0 3 -B 1 0 0 0 0 0 0 0 0 2 2 0 0
A W S 0 0 3 -B 1' 0 0 0 0 0 0 0 0 3 1 0 0
A W S 0 0 3 -B 2 0 0 0 0 2 3 0 0 2 3 0 0
A W S 0 0 3 -B 2' 0 0 0 0 3 3 0 0 3 3 0 0
A W S 0 03 -C 1 3 0 2 2 2 3 3 0 3 3 0 0
A W S 0 0 3 -C 1' 0 3 3 0 3 3 3 0 3 3 0 0
A W S 0 03 -C 2 0 2 2 0 2 3 0 0 3 0 0 2
A W S 0 0 3 -C 2' 0 2 2 0 2 3 0 0 3 3 0 0

S TA T IO N
4 A W S 0 0 4 -A 1 0 0 0 .5 0 1 2 0 0 0 0 .5 0 0

A W S 0 0 4 -A 1' 0 0 1 0 0 .5 2 0 0 0 0 0 0
A W S 0 0 4 -A 2 0 0 3 0 0 3 0 0 3 0 0 0
A W S 0 0 4 -A 2' 0 0 3 0 0 3 0 0 3 0 .5 0 0
A W S 0 0 4 -B 1 0 0 3 0 0 3 0 0 3 0 .5 0 3
A W S 0 0 4 -B 1' 0 0 3 0 1 3 0 0 0 0 0 0
A W S 0 0 4 -B 2 0 0 3 0 0 3 0 0 3 0 0 0
A W S 0 0 4 -B 2' 0 0 3 0 0 3 0 0 3 0 0 0
A W S 0 04 -C 1 0 3 3 0 0 3 0 0 3 0 0 0
A W S 0 0 4 -C 1' 3 0 2 0 0 3 0 0 3 0 0 0
A W S 0 04 -C 2 0 0 3 0 0 3 0 0 3 0 0 0
A W S 0 0 4 -C 2' 0 0 3 0 0 3 1 0 2 0 .5 0 0
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Appendix (cont.). 
 

ST A TIO N IS O LA TE
uroc an ic 

acid inosin e u ridin e th ym idin e

p henyl- 

e th ylam ine putrescin e 2 -a m ino ethanol 2, 3-butanediol g lycerol

D, L-α -
glycerol 

p hos phate

glucose-1-

p hos phate

glucose-6-

p hos phate

1 A W S 0 0 1 -A 1 0 3 0 0 0 1 1 0 3 0 0 1
A W S 0 01 -A 1' 0 3 0 0 0 1 0 .5 0 3 0 0 2
A W S 0 0 1 -A 2 0 2 0 0 0 1 0 .5 0 3 0 0 1
A W S 0 01 -A 2' 0 2 0 0 0 1 0 .5 0 0 0 0 1
A W S 0 0 1 -B 1 0 1 0 0 0 0 0 0 0 0 0 0
A W S 0 01 -B 1' 0 2 0 0 0 0 0 0 0 0 0 0
A W S 0 0 1 -B 2 0 3 0 0 0 2 2 0 3 0 0 1
A W S 0 01 -B 2' 0 2 0 0 0 2 0 0 2 0 0 1
A W S 0 0 1-C 1 0 2 2 0 0 1 0 0 3 0 0 0
A W S 0 0 1 -C 1' 0 .5 3 2 0 0 1 0 0 3 0 0 0
A W S 0 0 1-C 2 0 .5 2 1 0 0 1 0 0 3 0 0 0
A W S 0 0 1 -C 2' 0 2 0 0 0 1 0 0 3 0 0 0

ST A TIO N
2 A W S 0 0 2 -A 1 0 3 0 0 0 1 0 0 3 0 0 0

A W S 0 02 -A 1' 0 3 0 0 0 0 0 0 3 0 0 0
A W S 0 0 2 -A 2 0 3 0 0 0 0 0 0 3 0 0 0
A W S 0 02 -A 2' 0 3 0 0 0 0 0 0 3 0 0 0
A W S 0 0 2 -B 1 0 3 0 0 0 0 0 0 3 0 0 0
A W S 0 02 -B 1' 0 3 0 0 0 0 0 0 3 0 0 0
A W S 0 0 2 -B 2 0 3 0 0 0 0 0 0 3 0 0 0
A W S 0 02 -B 2' 0 3 0 0 0 0 0 0 3 0 0 0
A W S 0 0 2-C 1 0 3 0 0 0 0 0 0 3 0 0 0
A W S 0 0 2 -C 1' 0 3 0 0 0 0 0 0 3 0 0 0
A W S 0 0 2-C 2 0 3 0 0 0 2 2 0 3 0 0 2
A W S 0 0 2 -C 2' 0 3 0 0 0 2 0 .5 0 3 0 0 1

ST A TIO N
3 A W S 0 0 3 -A 1 0 3 3 2 0 0 0 0 3 0 0 0

A W S 0 03 -A 1' 0 2 2 2 0 0 0 0 3 0 0 0
A W S 0 0 3 -A 2 0 3 2 2 0 0 .5 0 0 0 0 0 0
A W S 0 03 -A 2' 0 0 3 2 0 2 0 0 0 0 0 0
A W S 0 0 3 -B 1 0 0 2 0 0 0 0 0 0 0 0 0
A W S 0 03 -B 1' 0 0 2 0 0 0 0 0 3 0 0 0
A W S 0 0 3 -B 2 0 0 0 0 0 0 0 0 3 0 0 0
A W S 0 03 -B 2' 0 0 0 0 0 0 2 0 3 0 0 0
A W S 0 0 3-C 1 0 3 3 0 0 2 0 0 0 0 0 0
A W S 0 0 3 -C 1' 0 3 3 2 0 2 0 0 3 0 0 1
A W S 0 0 3-C 2 0 3 0 0 0 2 0 0 3 0 0 1
A W S 0 0 3 -C 2' 0 3 0 0 0 2 0 0 3 0 0 0

ST A TIO N
4 A W S 0 0 4 -A 1 0 0 3 0 0 0 0 0 0 0 .5 0 .5 0

A W S 0 04 -A 1' 0 0 2 0 0 0 0 0 3 0 0 0
A W S 0 0 4 -A 2 0 3 0 0 0 1 0 .5 0 3 0 0 0
A W S 0 04 -A 2' 0 3 0 0 0 1 0 0 3 0 0 0
A W S 0 0 4 -B 1 0 3 0 0 0 1 0 0 3 0 0 0
A W S 0 04 -B 1' 0 3 0 0 0 1 0 0 2 0 0 0
A W S 0 0 4 -B 2 0 1 0 0 0 1 0 0 3 0 0 0
A W S 0 04 -B 2' 0 3 0 0 0 1 0 0 3 0 0 1
A W S 0 0 4-C 1 0 3 0 0 0 1 0 0 3 0 0 0
A W S 0 0 4 -C 1' 0 3 0 0 0 1 0 0 3 0 0 0
A W S 0 0 4-C 2 0 3 0 0 0 0 .5 0 0 3 0 0 0
A W S 0 0 4 -C 2' 0 3 0 0 0 1 2 0 3 0 0 0
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