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Abstract

A systematic modeling and simulation of cellulose hydrolysis with non-ecmwlexed cel-
lulase is presented here. Based on previous work, full chain fragiaion model is further
sophisticated with time-evolving substrate morphology, which is a déct result of continuous
defragmentation and solubilization. This modi cation not only accouts for actual prolonged
hydrolysis timeframe, but also provides an innovative approach ebgining the drop in ini-
tial hydrolysis rate, which is widely observed in industrial manufactng. In addition, we
present a novel site-number formalism, which keeps track of timevaution of accessible

(1;4) glucosidic bonds of di erent site types. Site-number formalism,nlike its predeces-
sors, is presented in a considerably reduced system size, i.e. foratyea dozen ordinary
di erential equations (ODE) regardless of system size. The undging local Poisson (LP)
assumption is found to agree very well with exact full chain fragmeation model, under
realistic experimental parameters. Furthermore, we discoveradio distinctive time-frames
for complete hydrolysis, associated with initial outer layer hydrolys and more profound
complete substrate hydrolysis. Future possible work and the mdtepotential applications

are discussed.

Index words: cellulose hydrolysis; substrate morphology; hydrolysis modeling; esit
number formalism
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Chapter 1

Introduction

Cellulose is the structural compound of many green plants, and tewconsidered as the most
abundant renewable biological resource (Zhang and Lynd, 2006he abundance of cellulose
and its potential in environmental-friendly energy production attact many scientists to
study the biochemistry of cellulase enzyme systems, and many athdéormulate modeling
frameworks to quantitatively incorporate our understandings/peculations for engineering or
manufacture purposes.

Enzymatic hydrolysis breaks down cellulose molecules into short-amaligomers, which
are further metabolized into biofuels. This conversion is achieved arious cellulase sys-
tems, which all contain three major enzyme types: endoglucanasexoglucanases and-
glucosidases. Endoglucanases cut at any interna(l;4) glucosidic bonds in insoluble glu-
cose chains; exoglucanases, however, only act on two ends oflitde chains; -glucosidases
have been found to hydrolyze preferably soluble oligomers into glseo(Henrissat et al.,
1998; Wood, 1975), the nal product of hydrolysis. Thus endo-ral exo-glucanases depoly-
merize long chain cellulose molecules and feed their soluble product taylucosidases for
nal touch-up. The depolymerization is believed to be the rate-limitig step (Lynd et al.,
2002).

There has been extensive work done on numerical simulations of hylgsis. Zhang and
Lynd categorized available models into four groups: nonmechanistsemimechanistic, func-
tionally based and structurally based. Nonmechanistic models mainherwe only as data
correlations to a very limited set of experiment conditions. Semimeghistic models feature

only one substrate state variable or single enzyme activity. Strugtally based models pose



a challenge to develop meaningful kinetic models based on our cutrémited knowledge.
Among all, functionally based models lend insight into an adsorption metl with multiple
substrate variables and multiple enzyme solubilizing activities (Zhangnd Lynd, 2004).

However, current functionally based models have fundamental linaitions inherited from
the assumption of missing spatial interactions between di erent mecules on solid substrate.
This is as if all cellulose chains are treated e ectively as isolated, degied cellulose chains,
readily to be hydrolyzed by enzymes. In real solid substrate, cellg® chains are assembled
into random shapes that only expose a fraction of its content to epme adsorption. Steric
obstructions among surrounding cellulose chains impose further lirattons to cellulose avail-
ability. As hydrolysis progresses, enzymatic erosion exposes cebalghains previously buried
under the suface. Consequently, theubstrate morphologythat is, the spatial organization
of cellulose chains into a solid material, along with enzymatic fragmenian hydrolysis are
mutually dependent and profoundly a ect each other. This interatton has been largely
neglected.

Due to a lack of knowledge concerning cellulose spatial arrangengnsome semi-
mechanistic models employed a pre-determined change in substraterphology (Converse
and Grethlein, 1987; Converse et al., 1988; Luo et al., 1997; Movaggad et al., 2000; Oh
et al., 2001; Philippidis et al., 1992, 1993) The respective functionseahighly empirical and
non-universal.

In our proposed model, we incorporate both enzymatic fragmenian kinetics and its
coupling to concurrent hydrolysis-driven evolution of substrate orphology. For illustration
purposes, we de ne smallest accessible compartments (SACs) asiaimal volume that is
delimited by external surfaces and by internal surfaces exposednzyme-accessible hydrated
interior voids of the solid substrate material. The shrinkage of SACnits are illustrated in
surface ablation formalism which correlates time evolution of morplagy with enzymatic
hydrolysis of cellulose on the surface. This approach presents deereplication of real-world

hydrolysis and thus allows us to simulate to near-completion celluloserwersion.



In this dissertation, the general site representation formalism oénzyme hydrolytic
fragmentation coupled with morphology evolution is introduced. ltsnumerical simulation
results are then compared to its corresponding exact chain numbfermalism (Zhang and
Lynd, 2006). Furthermore, we will investigate into model predictios regarding hydrolyti-
cally evolving substrate morphologies, their e ects on the hydrolys kinetics and enzyme
synergism. Lastly, quasi-steady state analysis is given to provide alternative approach to
large time scale hydrolysis simulation, which is also a determining facttivat sets apart our
morphological model from aforementioned non-morphological meld. The distinctive short
time scale behavior vs. long time behavior lends fresh insight into a duently observed
phenomenon in industry: initial hydrolysis rate drop (Lynd et al., 20Q). Potential future

work will be brie y discussed at the end.



Chapter 2

Fundamentals about Cellulose and Cellulases 1

2.1 Cellulose Molecules and Hydrolytic Enzymes

Cellulose is a linear condensation of D-anhydroglucopyranos€sH100s) monomers that
are interconnected by (1,4)-glucosidic bonds. Such bonds create alternating directionait
between neighboring monomers, leaving even number of hydroxybgps on each side of the
chain. Each chain has two chemically distinctive chain endson-reducingend (L-end) and
reducing end (R-end). Due to hydrogen bonds and van de Waal's forces, coupledlidese
molecules form a sheet of parallel-aligned crystalline structure, (gidane) with multiple
sheets stacked perpendicularly, creating a 3-D lattice structuréMosier, 1999; Zhang and
Lynd, 2004) Therefore there are distinctive faces in cellulose males and are believed to
be directly related to enzymatic hydrolysis rate. This is due to the fa that endoacting
hydrolytic enzymes preferentially attack from a direction perpendular to ab plane.

Solid cellulose substrates are solubilized by hydrolytic enzymes cutiat various (1,4)-
glucosidic bonds exposed both internally and externally. For illustrate purposes, each D-
anhydroglucopyranose monomer is denoted &, and with the polymer of length™ conve-
niently referred asG-. The enzymatic hydrolysis then produces small fragments G, some
dissolves into ambient solution and some remain on the substrate.

We adopt several simplifying assumptions for this hydrolysis kinetiqg®©kazaki and Moo-
Young, 1978; Zhang and Lynd, 2006). For fragments produceg bnzymatic hydrolysis with

length ~ smaller than a certain cut-o value, denoted as s, those are treated as instantly

1Contain contents published in Zhou W, Schattler HB, Hao Z, X u Y. 2009. Cellulose hydrolysis
in evolving substrate morphologies I: A general modeling fanalism. Biotechnol Bioeng 104:261-
274. Permission acquired fromBiotechnol Bioeng journal.
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detached from the surface and solubilized. Otherwise, for fragme longer than g, they
remain on the substrate surface with its own new chain ends. Typicandustrial "5 value
ranges 4 7. Further depolymerization and reattachment of soluble fragmémnare neglected
as insoluble hydrolytic kinetics is the dominating e ect here.

In this study, we consider a system with three glucanase enzyme®guced by the Tri-
chodermaspecies: cellobiohydrolase | (CBH1, Cel7A), cellobiohydrolase 11§82, Cel6B)
and endoglucanase | (EG1 or Cel7B). Cellobiohydrolase I/l are leved to "exo-cut” at 2nd

(1,4)-glucosidic bond from both chain ends, producin, cellobiose that is immediately
dissolved into the solution. Endoglucanase |, on the other hand,ndomly selects a (1,4)-
glucosidic site within G-, resulting in G-, and G-,, with "1 + ", = *. Apparently, if either "
or ", appears to be smaller than, this endoactivity also results in soluble fragments. For
generality, in our modeling formalism, the foregoing three enzymetaaties will be referred
as exo-L, exo-R and endq respectively, without reference to the speci ¢ microbial source

organism.

2.2 Substrate Morphology and Enzyme Accessibility

As-grown substrates are usually subject to pre-hydrolysis trgaents, such as mechan-
ical grinding or thermo-chemical procedures. With the ultimate pysose of increasing
hydrolysis rate, mechanical and thermo-chemical treatments toserve to increase enzyme
accessible surfaces. For mechanical grinding, physical particleesizare being reduced to
increase surface-to-volume ratio; whereas for thermo-chenligaetreatment, it mainly cre-
ates additional enzyme-accessiblaternal surfaces by weakening linkage, and by infusion of
water, between neighboring cellulosic brils units (Himmel et al., 2007Zhang and Lynd,
2004). "Swollen" internal voids are thus available to hydrolytic enayes attacks, essen-
tially increasing the number of accessible(1,4)-glucosidic bonds. Additionally, the removal
and/or spatial-redistribution of non-cellulosic components from termo-chemical treatments

are proved to be bene cial to increase hydrolysis rate as thesengoonents (e.g. lignin,



hemicellulose and pectin) can obstrucendo/excglucanase enzyme adsorption or cause

inhibitory competition. (Converse, 1993)

Figure 2.1: Schematic illustration of SAC partitioning by SAV. Schematic illustration
of the subdivision of a single contiguous cellulosic subsaite particle into SACs by SAVs. The
particle’'s external surface is represented by the dot-dashine. The particle shown comprises four
SACs. SAC surfaces, comprising both external and internal wsrface pieces, are indicated by dashed
lines. The open void spaces between SACs are SAVs. SAVs areda enough to permit invasion by
an enzyme molecule, schematically indicated by the shadedysare. Each SAC is shown to consists
of smaller irregularly shaped grains that are bounded by ful lines and separated by smaller sub-
SAV-sized internal voids. These sub-SAV-sized voids that ee too small to be invaded by enzymes.
Hence, SAC surfaces (dashed lines) comprise the entire emag-accessible surface area. Short bridges
between grains or between SACs (not shown) represent linkim material which provides "solid"
structural stability to the substrate particle. Such linki ng material may consist of non-cellulosic,
surface-access-obstructing contaminants or of small briging cellulosic components. Contaminant-
obstructed cellulosic material or surfaces are representieby " O-sites" in our model.

Previous studies (Chang et al., 1981; Weimer et al., 1990) indicate thenzyme accessible
surface area consists mostly of internal hydrated surface ar&herefore it is safe to infer a
positive relationship between hydrolysis rate and the availability of irnal surface area. Sub-

micron imaging (Himmel et al., 2007) provides a direct visual con rmabn of the existence



of a system of hydrated internal voids. Enzyme adsorption areanly further justi es our
assumption by exhibiting a much larger total adsorbing surface aaethan that of particle's
external geometric shape. (Bothwell et al., 1997; Gilkes et alk., 12B9Marshall and Sixsmith,
1974; Zhang and Lynd, 2004) Therefore, most hydrolytic enzynaetivity must happen on
internal voids that are su ciently hydrated and of su cient size, in order to permit enzyme
to invade and to access (1,4)-glucosidic bonds internally.

There are several important parameters describing the propést of di erent substrates:
(i) the Crystallinity Index (Crl) (ii) Degree of Polymerization (DP) an d (iii) the fraction of
enzyme-accessible (1,4)-glucosidic bonds (F;). Zhang and Lynd's study showed both the
type of substrate and hydrolytic pretreatments have signi canie ects on the aforementioned
structural features. (Zhang and Lynd, 2004). Moreover, it isx@erimentally impossible to

isolate the e ects of each parameter on hydrolysis rate.

2.2.1 Crystallinity

Crystallinity (Crl) provides valuable insight of substrate's structural periodicity, and is often
correlated with substrate reactivity. Previous study revealed aegative correlation between
hydrolysis rate and crystallinity (Lynd et al., 2002), in other wordsamorphous substrate with
low crystallinity undergoes hydrolytic reaction at a faster rate. Cnsequently, it is natural
to draw the conclusion that crystallinity increases as hydrolysis uretakes (Ooshima et al.,
1983). However, contradicting discoveries (Ohmine et al., 1983;IBand Wood, 1991) render

crystallinity as an ine ective indication of hydrolysis rate.

2.2.2 Degree of Polymerization (DP)

Degree of polymerization re ects the average length of cellulose Iecules in substrate,

counting by unit of anhydroglucose. In other words, degree of lymerization also denotes the



relative abundance of terminal (1,4)-glucosidic bonds available for exo-glucanase adsorp-
tion. Therefore, it is reasonable to predict with lower DP value thereshould be a higher

hydrolysis rate, which has been reported in previous studies. (W1,01975)

2.2.3 Accessibility Fraction F, and Accessible Compartments

Fa, on the other hand, describes the fraction of (1,4)-glucosidic bonds exposed to enzymes
across the whole substrate. It is thus a geometrical quantity thalepends on both the cellu-
losic substrate morphologyand enzyme shape. Each cellulosic substrate consists of not only
cellulose molecules but inevitably also hydrated voids that likely to spaseveral orders of
magnitude (Grethlein, 1985; Marshall and Sixsmith, 1974). Smallestcessible void (SAV),
de ned based on enzyme size, along with external surfaces comerof enzyme accessible
surfaces. In addition, these SAVs practically delimit the entire sulbste into several sub-
division, known as aforementioned smallest accessible compartnse(BAC), as illustrated
schematically in Figure(2.1). That is, by de nition, an SAC is a minimal vdume of sub-
strate material that is bounded by, but not further divisible by, erzyme accessible surfaces.
For the purpose of enzyme hydrolysis, only voids larger than SAV beme relevant in our
modeling since smaller voids are inaccessible to enzymes. Therefibiis,equivalent of saying
all enzyme-accessible glucosidic bonds are exposed on the surtdc8AC and SAC sur-
faces comprise only enzyme-accessible bonds. Oveiall,can be viewed as a dimensionless
SAC surface-to-volume ratio, with 'surface ared de ned as accessible glucosic bonds and
"volumé' as total amount of glucosidic bonds contained within each SAC. Simildo DP,
consistent evidence suggests an increasing hydrolysis rate is elated with higher F, value.
This is pretty straightforward as the more glucosidic bonds are emged on SAC surface, the
readier and faster substrate will undergo hydrolytic conversion.

In principle, each type of enzyme de nes its own SAV and in turn SACubdivision,

since each enzyme can adopt di erent sizes. Enzyme-type-degent SAC subdivision can



be readily incorporated into our model. However, due to a current ¢l of a detailed under-
standing of substrate morphologies, and because of the similar sioé the exo-L, exo-R and
endoenzymes of thelrichoderma species (Grethlein, 1985), we will assume a single common

SAV and in turn SAC subdivision for all three enzymes.

2.3 Hydrolytic Evolution of Substrate Morphology

The term "substrate morphology"” speci cally refers to the randan geometry of the substrate
on mesoscopicX 10-100nm) length scales. That is, morphology refers to how celluidoshain
molecules are connected into larger units on di erent length scalegdgr than the molecular
scale g.g. molecules form bers, bers form larger structures, such as th&€ACs de ned
above and SACs form bigger particles, etc.); and how these largaritg are sized, shaped,

evolved as quanti ede.g. by random size and/or random shape distributions.

2.3.1 Elementary Layer

During the process of hydrolysis, the substrate morphology undmes substantial changes,
and such change in turn aects enzymatic hydrolysis rate. Thus,ubstrate morphology
and enzymatic hydrolysis are inter-dependent. In mesoscopic levenzymes attack (1,4)-
glucosidic bonds on SAC surfaces and gradually solubilizing cellulose males, resulting
in exposure of new molecules and intact bonds underneath; in magcopic level, hydrolysis
leads to the shrinkage of SAC units that as a consequence increagse surface-to-volume
ratio.

In order to quantitatively capture the essence of time evolution afubstrate morphology
as well as its e ects on hydrolysis in return, we introduce the varidbe that indicates the
numbering of layered structure of substrate, denoted as (See Figure. 2.2) With the outer-
most layer carries the largest value, a decreasing kinetic corresponds with the hydrolytic
inward evolution of SAC morphology. The de nition of an elementary Iger is therefore that

the fraction of material which will be solubilized and removed from SAGurface if all outer
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glucosidic bonds, and only those, are hydrolyzed and removed frdime substrate, generating,
by de nition, a new surface layer. Notice, this de nition does not rquire any actual physical
structural layer of substrate, and only serves as an "accoungf device to keep track of how
many glucosidic bonds are exposed on the surface from the variable

Moreover, should not be limited to integers. Obviously, during hydrolysis, partibsolu-
bilization of the outermost layer dominate most of the time, until a ne/ layer is completely
exposed to enzyme attack. To model such state,should be treated as a continuous dynam-

ical (time-dependent) real variable.

2.3.2 Power Law Dependence

An essential variable in our model is the average number &, monomers contained within
each SAC unit, enclosed within all layers enclosed by, and including eumost layer , to
be denoted byny( ). Due to a lack of knowledge in mesoscopic morphological informa-
tion during hydrolysis, we assume substrate shape similarity befoesd during hydrolysis
shrinkage, thusny ( ) obeys power law dependence parameterized by the volume prédac
cvy and the ablation dimension variableds. This is illustrated by the prototypical layer

geometries shown in Fig. 2.3. Thusy( ) has the form:

nv( ): Cv da (21)

The simple formulae grants us the ability to keep track of the amoundf G, left within
the substrate with only a single geometry variable . All other information, such as overall
shape of SAC, it's linear size(s) normal to ablation direction(s), aniis averageG; monomer
density, are all compacted into the prefactocy .

As simple as power law gets, the model can be readily equipped with etim,, modeling

once more detailed morphology information become available.
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Figure 2.2: SAC elementary layer partitioning. Schematic illustration of the partitioning of
a SAC into elementary layers. The layers must be labelled by lhe layer number such that the
layer with the highest -value is the rst one to be removed due to solubilization by the attacking

enzymes during hydrolysis.

The number of G; monomers contained in each layer, denoted asny, can then be

readily expressed in terms of the di erence betweem,( ) and ny ( 1):

8
< 1if >0

nw( )=nv() ( Dny( 1) « ) . (2.2)
©0if 0
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2.3.3 Geometry Classes

Admittedly, any real substrate will adopt various types of SAC unis, whose dimensions will
likely span several orders of magnitudes. Impossible to model gvaingle one of them, it
is wise to group them into a nite population of several SAC "geomeyr classes," labeled
by subindex ( = 1;::Myp and Myp is the population size). Each geometry class is
modeled by its own -variable and volume functionny ( ). Both are then labeled by their
class index i.e.,as andny. (). In the simple power-law model Eq. (2.1), the classes
are parameterized by -dependent volume prefactorsy. . The ablation dimension could also
be made class-dependent at. . In our model calculations, we will not consider this case
and use the samel, for all classes.

Adopting power law dependence of Eq. (2.1), we introduce a populat ( ;da. ;Cv: )
of geometry parameter variables. Within each class- where all SAC units share similar
geometry parameter variables, Ie€C denote the concentration of class-SAC units, in units
of moles of SACs per reactor volume. Then we can rewrite the contration of total G;-
monomers,Xy. , and the concentration of expose@;-monomers on SAC surfacexy. , for

each SAC class-:
Xv: =Cnu, (), Xv;. =Cny. () (2.3)

Fa , the "partial” fraction of sterically accessibleG; monomers within a single geometry
class-, and F,, the overall macroscopically observable steric accessibility fraatiof the

entire substrate, are given by

Xv; _ N () Xy _ X
Fa =X =K  Fa= L= Fa 2.4
a, ( ) XV’ nV’ ( ) a XV a, ( ) ( )
P P
wherexy = XM: » Xy = Xy: and = Xy. =Xy.

2.3.4 Obsemnable Simulation Parameters

F, serves as a bridge between modeling and real world experiments gardvides a testable

predictions for the evolution ofF, parameter during hydrolysis. On the other hand, experi-
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mentally determinedF, values as a fraction of accessiblg1; 4) glucosidic bonds can be fed
back into our simulation as a constraint variable. For the purpose dadstimating SAC size
by our de nition, we can substitute ny( ) in Eq. ((2.4) with Eg. (2.1), realizing observed
F, values are typically 0:1 0:001 (Zhang and Lynd, 2004), we can approximate SAC
sizes da=F, 20 2000, assumingl, = 2. According to our previous assumption with
each elementary layer being the fraction of material covered only bthe outermost glucosidic
bonds, and exposed at the SAC surface as a result of removal nfyathe outermost bonds,
it is reasonable to assume the typical thickness of an elementary éayto be the same order
of the chain order, that is, of order of the 1nm glucose molecular size. Therefore, a typical
SAC sizes are 20-2000nm, which is expected to exceed both typical enzymelecular sizes
(Zhang and Lynd, 2004) and typical cellulosic bril sizes (Himmel etla 2007) by at least

an order of magnitude in all but the most highly accessible substrate
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Figure 2.3: Prototypical SAC layer geometries. Prototypical SAC layer geometries illus-
trating the concept of an "ablation dimension" da. Prototypes with ablation dimensionsda =1;2

and 3 are shown in panel (A), (B) and (C), respectively. Arrows indicate possible directions of
enzyme attack during hydrolysis. (A) Dimension dy = 1 is realized if the glucan chains within

the SAC exhibit "orientational” order with all glucan ribbo n faces oriented approximately parallel
to the layer surfaces. This would occur,e.g. in a highly crystalline substrate. Directional order is

not required for dy = 1. (B) Dimension da = 2 is realized if the glucan chains within the SAC

are orientationally disordered, but do exhibit "directional" order, with all glucan chain directi ons
aligned approximately parallel to a common axis, correspoding to the cylinder axis in the drawing.

This would likely occur in a substrate consisting of highly digned bers of random glucan chain

ribbon facial orientations. (C) Dimension dp = 3 is realized if the glucan chains within the SAC are
highly disordered, both orientationally and directionally. This would occur, for example, in highly

amorphous substrates.



Chapter 3

General Site Ablation Model Development 1

3.1 Surface Site Ablation Rate Equations

3.1.1 Site Type Classification

Our predecessors established model in which they kept track ohcentrations of chains with
di erent monomer lengths (Zhang and Lynd 2004). However, theimodel was describing
only the process of enzymatic fragmentation of individual chainseatedin isolation. Their
model, in other words, did not account for the e ects of substra solidity and the resulting
obstruction of enzyme access to all chains hidden below the sulbs¢r surface. It therefore
did also not capture the substrate morphology evolution and the siace chain exposure
kinetics. The latter must necessarily occur simultaneously with theneymatic surface chain
fragmentation kinetics during a near-complete solubilization of theubstrate.

Our hydrolytic surface ablation kinetics formaslim circumvented thg@roblem by keeping
track of the availability of dierent (1;4) glucosidic bonds exposed on substrate surfaces,
categorized according to their respective positioning within each aim. Thus with a number
of pre-de ned site types, we have successfully reduced the ambuwf variables to a xed
amount regardless of system size. Each cellulose chain can be &dads a "train" of di erent
types of "compartments”, and the substrate is therefore an en bigger composite of these
basic "compartment” types. In our formalism, for convenience, @ construct 7 basic site

types, namelyN-, O-, X-, Y-, Z-, L- and R-sites and labelled by a site type subindex, as

1Contain contents published in Zhou W, Schattler HB, Hao Z, X u Y. 2009. Cellulose hydrolysis
in evolving substrate morphologies I: A general modeling fanalism. Biotechnol Bioeng 104:261-
274. Permission acquired fromBiotechnol Bioeng journal.
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illustrated in Figs. 3.1 and 3.2. Following the same notation as above, \tlgen de ne n. (t)
as the time-dependent average number of accessible surfacessité each type , per SAC,
on SACs of geometry class-

The rst ve site types, N-, O-, X-, Y-, Z-, represent intact (1;4) glucosidic bonds.
Type X - (Y-) is the site where eitherexoL- (exoR-) or endoacting enzyme can adsorb
and hydrolyze, and is thus locatedkx (ky) Gi-monomers from thelL-end R-end) of the
chain, wherekx = 2 (ky = 2) for cellohydrobiolase. TypeN -site, on the other hand, only
accepts adsorption from and therefore only be cut byndoacting enzymes. TypeZ -site can
be treated as one wher& -, Y- and N - coincide on the same site, and is therefore only found
exactly in the midpoint of a chain with length ™ = kx + ky 1. Lastly, a type O-site is
one that cannot be absorbed with any type of enzyme due to sterabstruction or cannot
be hydrolyzed because of inactive adsorption. Typle- and R-sites are the already broken
bonds residing on non-reducing and reducing chain ends respedtivand neither can further
absorb any enzyme, let alone undergo hydrolysis.

Straightforwardly, the sum ofn. (t) for all types should, at any timet, obey conversation
law: the weighted summation oin. (t) equals the average total monomer concentration on

each SAC, of geometry class; ny. , i.e.,

X
wn, (t)=ny ( (1) (3.1)

where the weight factorw represents the fraction of (1;4) glucosidic bonds on average
associated with each site type, and is therefore 1 for an intact bar{N-, O-, X-, Y-, Z-)

and 0.5 otherwise I -,R-).

3.1.2 Uniform Segment Exposure

As hydrolysis progresses on real cellulosic substrate, enzymeiatés solubilize the target
segment from the surface, leaving the underlying glucan chains orggrtially exposed with
the remaining part still subducted. Under the absence of experimi@al data elaborating the

degree of partial exposure, it is reasonable to reckon that anynbaular segment with length
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k on G- is as likely to be completely exposed/subducted, or partially exposes any other
segment with the same lengttk on any other glucan chainG., regardless of its relative
position with respect to each chain ends.

Therefore, each fully-exposed, complete chain under "Uniform @aent Exposure”
assumption can be perceived as a reassembly of di erent pieces: §ite counting purposes,
upon averaging over all SAC surfaces of the same classwe can construct a ctitious
yet sterically unobstructed chain of length’, G-, based on pieces taken from several real,
partially exposed chains. This mathematically constructed chairG- acts equivalently as a
real, fully-exposed chain with length® on SAC surface. In other words, we are not really
assuming here that all chains are either fully surface-exposed aly subducted; but for site
counting purposes, we can treat them as if thewere This should be kept in mind for all
following discussions as any "chain whole exposed at surface" is refd to such assembled
"whole chain on averagé.

Applying this assumption here, chain ends should ob&yR-symmetry. The number of left
chain ends must, on average, equal the number of right chain epde. n.. = ng. . Notice,
this symmetry is based on previous "Uniform Segment Exposure” @asnption. Substrates
without L-R-symmetry are in principle possible and can be readily treated in ourrfoalism

by addition of site types markingL- and R-directed chain subduction loci.

3.1.3 Site Fragmentation Coupled Rate Functions

We are now in a position to derive a set of coupled rate equations goveg hydrolytic
ablations on SAC surfaces. Let us rst de neV. to be the net rate of production of type-
sites at the class- SAC surfaces, due to all types of enzymatic chain fragmentatiomqresses,

which can be further categorized into two cases:

1. Asite of type can be gained or lost as a result of hydrolytic enzyme cuts that prade
at least one insoluble substring. For ones residing on the insoluble string, site of

type can be created (or annihilated) due to conversion to (or from) atiwer site of



18

type ° For example, additional site typeX-, Y-, L-, R- and (possibly) Z-sites are
gained, andN -, as well as possiblyO-site(s), are lost due to arendoactivity at a site

at least s monomers from either one of both pre-existing chain ends.

2. A site of type can be lost along with a soluble chain fragment due to enzymatic cut
at site less than’s monomers away from either chain ends. Such cut can be generated

by either endoactivity or excactivity, and all site types can be lost in this manner.

Straightforwardly, V. would then be the rate of loss of type- sites per class- SAC during
the aforementioned processes. Each multiplied with its associate@nomer fractionw , the
sum of V. over all site type- then indicates the total rate of monomer loss from SAC
surface, denoted as V .
X
V = w V. (3.2)
On the other hand, the total rate of monomer loss from SAC classcan also be expressed

as %nv; ( (t)). Thus, setting this expression equal to/ , and from chain rule, we arrive at:

Vv

- = @ () (3.3)

where @::: is shorthand for the -derivative @@.
Now let's derive the native surface exposure term. Consider themeval of a small fraction
of a layer,d < 0, during a short time interval dt, resulting in a total monomer loss of
dngr;a) = @ny; d > 0on SAC surface; and meanwhile, such ablation will cause a mean
shrinkage of SAC surface by dn,(\;r;a) = @ny. d monomers. Taking consideration of both
exposing underlying monomers from outermost layer ablaticaand geometrical shrinkage, the

net number of newly exposed monomers is thus
dne® = dn{® + dn{® = (@ny; @nu; )d (3.4)

Of these newly exposed monomers, only a fractign consists of sites of type, contributing

a positive increment to the type- surface site count due to surface exposuatone The newly
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exposed sites from surface exposure contribution is thus

dn®® = dnl§Pg. = V(1 @ny, =@ny )g; dt (3.5)

where we substitutedd with dtV =@ny. from Eq.(3.3)
Therefore, the net increment of type- surface sites, combining e ects from both surface
exposure term and fragmentation term, becomain. = dn + dn®®  Noticing dn™ =

V. dt, Eq.(3.5) andn. dn. =dt, we nally arrive at

n. =V, VvV ()g () (3.6)
()=1 Gr+y (37)

So far, we have derived a system of coupled rate equations (Eq.3(3and Eq. (3.6)),
describing the state of SAC surfaces during hydrolytic ablation, emacterized only by two
dynamical variables (t) and n. (t).

The secondtermin Eqg. (3.6)V ( )g ( ), denoted as surface exposure term, governs
the amount of site of type being exposed at the surface due to removal of covering outeisho
layer(s). V denotes net rate of monomer loss from the SAC due to ablation. Geetric
parameter () accounts for the shape curvature e ect. As hydrolysis progsses inward
on SAC unit, not only volume but also surface area decreases whthn > 1, and as a result,
with each unit surface area being removed from the outermost laydessthan unit surface
area will be exposed underneathg ( ), the native site fraction function, describes the
fraction of type- sites enclosed in SAC unit surface prior to hydrolysis as long as (1).
Apparently, the weighted sum of site fraction across all type must be 1:P wg. ( )=1

The rate of production of dissolved monomers, contained in solublegomers Gy of any
length k <" 5, per class- SAC, is given by

‘X 1
ns = kVs. (k) (3.8)
k=1
where Vs. (k) is the production rate of soluble oligomerssy, per class- SAC. The con-

struction of Vs. and V. requires the enzymatic bond cutting reaction rate coe cients, tle
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cellulose chain fragmentation probabilities, and the concomitant sdlons of the enzyme-

substrate adsorption equilibria.

3.2 Ablation and Oligomer Rate Functions

For each hydrolytic cut, endo or exaacting enzymes must rst bond with a target site and
successfully form an Enzyme-Substrate (ES) complex. Previousidies (Lynd et al., 2002;
Zhang and Lynd, 2004) assumes that the complex is formed at a rhutaster rate than
the actual bond cutting kinetics, and therefore an enzyme adgaiion quasi-steady state is

maintained at the SAC surfaces during hydrolysis, governed by tHaw of mass action:
z.. =L,vy, (3.9)

wherez.. is the molar ES complex concentrationsy. the molar concentration of free
type- sites exposed on class-SAC surfaces, and/ the free type- enzyme concentrations,
L. the adsorption coe cient which is the inverse of the conventionatlesorption equilibrium
coe cient (Zhang and Lynd, 2004). The number of ES complexes pSAC, m.. ,is related

to z.. by afactor of C , the SAC molar concentrations:
z.. Cm.. (3.10)

The free enzyme and surface site concentrationg, andy. are related to the corresponding
total concentrations,u andx. C n. ,respectively, by way of the total enzyme and total

site balance relations:

X
u=v + z.. (3.11)
X X
X, =y + z.. + f. Z o (3.12)
0
wheref . n. =nNy. = X. =Xu. and Xy: C ny. . The last term in Eq. (3.12) arises

due to the face that the dimension of enzyme is greater than thaf a single (1,4) glucosidic

bond site (Zhang and Lynd, 2006). Hence, a type-enzyme molecule, bound to a type?
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surface site, will prevent further adsorption from other enzynseto sites that are located in
spatial proximity to the target type- °© binding site and e ectively creating obstruction to
some number, , of other "collateral" surface sites. Eqgs. (3.9), (3.11) and (3.12)an then
be solved simply by iteration, forv ,y. andz..
However, in the low-free-enzyme limit, de ned by the condition
X

L. v 1 forall ; (3.13)
we can approximatey. = x. and evaluatev without iteration directly from the following
equation, which can be easily derived from mass action and balancéatens presented

above.

v=_P _ (3.14)

Following earlier nomenclature, setv. as the net rate of production of type- sites
resulting from cuts of all bond site types subject to all enzyme types , per SAC of class-

. The complex formation and hydrolytic cut process can be mathermeally formulated

as
X
V. = ; My, N, (3.15)
X X
N.,, = P (kkY; +1) N, (k;k9 (3.16)
k=1 k0=1
In Eq. (3.15), . is the cutting rate coe cient for an ES complex formed by enzyme tye

and substrate site type , in units of cuts per second per ES complex. In our formalism,

=1;2 or 3, representing theendo, exoL- and exaR-acting glucanase, respectively. The
product, . m.. , then illustrates the cutting rate for intact bonds of site type , having
absorbed an enzyme of type on the surface of an SAC of class: N.. contains the
information of an average change in site type-concentration at surfaces of SAC class;
as a result of cutting a bond at site type . As mentioned before, such cut may a ect

concentrations of several, if not all, site types.
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In Eq. (3.16),P (k;KY ; +1) denotes the probability of nding an intact bond of site type
on the surface of SAC class; to be locatedk monomers away from theL-nonreducing
end and k® monomers away from the othemR-reducing end. Equivalently, it is the same
probability for a cut of a randomly selected type- bond to generate two segments lengtk
and k% from the L-end andR-end, respectively, for the surface-exposed chai of length
"= k+ k% N. (k;k% denotes the increment of type- sites that is produced by a bond
cut generating a Gy; Gko) chain fragment pair. We will elaborate further its dependence and
propose two corresponding chain site distribution models.
The production rate of soluble oligomerssy, Vs. (k), is likewise be expressed as:
X b3
Vs (K) = . m.. [P (k;K§; +1)+ P (kK®kj; +1)] (3.17)
; kO&="g5 k
The resulting oligomer production ratesns. from Eq. (3.8) can then be shown to obey

general monomer conservation laws.

3.3 Chain Site Distribution Models

The change in type- site number, N. (k;k9, originated from enzymatic cut at site that
generates two fragment$s, and Gyo can be expressed in terms ™ . (k), which denotes for
average number of type- sites per insoluble cellulose chaiy. Naturally, for any soluble

chain,k <" s, N. (k) should by de nition set to O.
N, (kik)= N, (K+ N, (K) N, (k+k): (3.18)

This is easy to understand, as the increment in site type-is simply the di erence between
the number of site type- on two segments Gy, Gyo) after the cut and the number of same
site type- on the original chain Gy .

The speci ¢ information containedN . (k) must be provided as model input, and depends
on the site distribution along the chain. Here we propose two simpli echodels and future

calculation results will be presented based on these two models. Agamore realistic or
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complicated models can be readily built into our model upon the availabijitof experimental
knowledge over cellulosic chain structures.

Fig. 3.1 illustrates a simple site distribution called "Homogeneously Dirthain" (HDC
model). The model is constructed on the assumption thaD-sites are randomly distributed
over (1) intact bonds on chainG- at a xed probability o. . The site distribution for
the rest of site types can be done through straightforward siteoanting, and N . (k) is thus

calculated as:

: (1 o) 3+ ckeekye) s = N;
% (1 o)A kxrky) =X orY;
NFPOC)= 0 (1 o) worky = Z; s 3 (319)
% 1; =L orR;
o (C1); =0:

Another more sophisticated model, known as "Clean Chain Ends" (&) model is illus-
trated in Fig. 3.2. As opposed to HDC model wher®-sites are randomly distributed among
all sites over the chain, leaving possibility of obstructingl -,Y -, or Z-sites, hence blocking
exaaccess from enzymes, CCE restrains possil@lesites only within an interior segment,
leaving two short terminal chain segments unobstructed. Thesa® terminal chain segments
are designed to be of monomer lengths and kg away from L-end andR-end respectively.
With k.  kx+1and kg ky +1, we assured that no obstruction will preventexcaccess
to X -,Y -sites to occur due to near-en@®-sites. As far as interior segment goes, it only exists
for chain lengths™  k, + kg, and contains® k_ kg +1 bonds. And in CCE model, o.
is the fraction of interior chain segment sites that aré-sites, with the complement being

N-sites. Based on these model assumptions, we @ét (*) in the CCE model for insoluble
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chains G- with ~ > 3, k. >kyx and kg > Kky:

S
8
kxtrky oo Max( kr;0); = N;
1 ckerky s = XorY;
NCB () = Kty =Z; (3.20)
% 1 =LorR
o. max("  kg;0); = 0O;

whereks = k. + kg 1.
The chain site number functionadN . (7) are actually closely related with the conditional

site type probabilities P ( jk; k% ), which will be introduced in the next section.

3.4 Super Chain and Chain Fragmentation Probability

3.4.1 Super Chain

We are rst going to construct purely ctitious Super Chain for the purpose of a mathemat-
ically accounting device and later aid in the process &f (k; kY ; +1) derivation from chain
length distribution P (7).

Now assume we have a su ciently large collection of chains, with randwo chain lengths
* drawn according toP (*) and sample sizeN|, ! 1 . Have theseN_ ! 1  chains to be
concatenated, in random order, into a "superchain" in a way thathe L-end of one chain
is bonded with R-end of another to form an imaginary bond, referred to as a "1-bond",
while all intact, real internal bonds between monomers inside eachain are referred to as
"+1-bonds". According to this de nition, we therefore assign eds bond a "bond integrity"
variable with = +1 for bonds inside chains {.e. for N; X;Y;Z, or O-sites) and = 1

for the bonds between adjacent chain ends.€. for a pair of adjacentL; R -sites).

3.4.2 Derivation of Chain Fragmentation Probability P (k;kY; +1)

Both average increment in site type-, N.. , and site number rate functionsV. , among

many others are expressed in terms of chain fragmentation prdilities P (k; kY ; +1).
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Figure 3.1: Homomgeneously Dirty Chain. Distribution of the seven site types
N;X;Y;Z;L;R;O along glucan chains of monomer lengths = 9 (A) and ~ = 5 = kx + ky
(B) in the "homogeneously dirty chain” (HDC) model. Both exa mples (A) and (B) are for a hypo-
thetical system of endo, exoL- and exo-R-acting enzymes withexoL - and exoR-cuts to produce
soluble oligomers of lengthkx = 2 and ky = 3 from the L- and R-end, respectively. Square boxes
represent (1,4) glucosidic bonds betweenG; monomers; vertical lines separating boxes represent
the G; monomers themselves. Bonds labelled with letterdN; X;Y or Z in shaded boxes, are either
of the site type indicated by the letter, with probability 1 o: ; or they are of site type O, with
probability . . Only chains of lengths™  kx + ky + 2 have an "interior segment", indicated
in (A) by the horizontal bar labelled "I". Vertical arrows ar e fragmentation examples: the k; k9
labels indicate the monomer lengthsk and k° of the resulting L- and R-end fragments if the bonds
pointed to were cut.
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Figure 3.2: Clean Chain Ends. Distribution of the seven site types N; X;Y;Z;L;R; O along
glucan chains of monomer lengths =12 (A), " =8= ki + kg 1(B),and " =5= kx + ky (C), in
the "clean chain ends" (CCE) model. Notation and graphical representation of bonds, monomers,
interior chain segment, and possible fragmentation examms are the same as in Figure 4, with the
same hypothetical values ofkx = 2 and ky = 3, respectively, in all three examples (A), (B) and
(C). The assumed clean chain end segments (kept free @-sites) have monomer lengthsk, = 4
and kr =5, counted from the L- and R-end respectively. Bonds labelled with lettersN in shaded
(grey) boxes, are either of the site typeN, with probability 1 o: ; or they are of site type O,
with probability o. . Bonds labelled with letters N; X;Y or Z in unshaded (white) boxes, are of
the site type indicated by the letter with probability 1. Onl y chains of lengths™ k. + kg have
an "interior segment", indicated in (A) by the horizontal ba r labelled "I". Only a bond within an
interior chain segment can of site typeO (with probability o ).
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In this section, we will construct chain fragmentation probabilities hrough surface chain
length probabilities P (") and conditional site type probabilitiesP ( jk; k% +1), using Bayes'
theorem.

P () is a time-dependent variable that describes the probability of raraimly selected
insoluble glucan chain, exposed on surface of clasSAC, to be comprised of G; monomers.
P ( jk;k%+1), on the other hand, is the probability for a selectedintact bond ( =
N,X,Y,Z,0), at a position k monomers away from thel-end andk® monomers away from
the R-end, to be of type . Thus, P ( jk;k%+1) contains information about the site type
distribution along the glucan chain, and similar toN . (), must be provided as model input.

Consider rst the site type fractions, f . , de ned as the ratio between number of site
type- on all SAC surfaces of class-over number of all site types on these same SAC

surfaces.

n.
f. = —— 21
= @321)

Next, de ne P (k; k% ) to be the probability that a randomly selected bond on a superchain

tobea bond ( = 1), located atk monomers away from its nearest-end (.e. nearest
= 1 bond to its left) and k® monomers away from its nearesR-end (.e. nearest = 1

bond to its right). Therefore, we are in a position to write outP (k;k% ) in terms of site

type fractions and surface chain length probabilities:
P (kK% )= uafy P (k+K)+  4f; P (k)P (K9 (3.22)

This equation can be conceived in two scenarios. First, if= +1, P (k;k% ) is equivalent
of a probability nding intact bond (bond type = N;X;Y;Z;0) on a chain whose total
length isk + k% This probability is then simply the product of probability nding the chain
L-end,f_. , and probability of that chain to have total length k + k% P (k + k9. Similarly, if
= 1 (bondtype = L;R), P (k;k% ) is the probability to nd specically L-or R-end

anked in between two chains with length equal tdk and k° respectively. Notice, we used the
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L-R-symmetry adopted earlier where it gives u§.. = fg. . Also, it can be easily veri ed
that, i kKO 1P - P (kK% )=1

Next we are in a position to introduce "conditional site type probabiliy, given fragments,”
denoted byP ( jk;k% ). This is a probability for a randomly selected site type to be, given
that its bond integrity is ; locatedk monomers away from nearedt -end to its left and k°
monomers away from nearesR-end to its right. Apparently P ( jk; k% ) also depends on
chain site distribution probabilities, and we are now going to give its fonat according to
models we discussed earlier (HDC and CCE models). As we de ned earlie= +1 bonds on
superchain corresponds to intact glucan bond type&I(X,Y,Z or O) while = 1 bonds on
superchain maps intoL -,R-ends with probability 1/2 ( = L or R). The latter is consistent
with the assignment of monomer weightsy =1=2 for = L or R introduced in Eq. (3.1).

Following the same HDC and CCE model descriptions illustrated in Fig. 3.and 3.2,

P ( jk:k® )is given as:

O

PHPO (jk; kS ) = (3.23)

N
X
411 o ) kkk) KoKy =Y;
(@ 07 ) Kk Koky =Z

O

+1 O; =

8
1@ o)A k)@ koky)
(1 ) k;kx (1 k°;ky) ;

1=2; = LiR;
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with o. de ned as in section ?é.B, Eq. (3.19); and

(1 k)@ koky)
[1 o (k k.+1)

( KO kr+1)]; = N;
41 kikx (L KoKy ) =X,
PEE K )= L a( ko) ko =Y; (3.24)
(+1 kkx KCky =Z;
+1 0, (k ke+1)
(K ke+1) = 0;
L =2 = LR;

with (k) O0( 1)for k O (> 0), and with . dened as in section section 3.3,
Eq. (3.20). Note that in the case of a "clean" cellulosic substrata,e., in the absence of
O-sites ( o: 0), the HDC and CCE models become identical. Therefore, for the gnoses
of fragmentation kinetics, P ( jk; k% ) comprises the complete mathematical description
of the chain site distribution model in the superchain language. Frortheir shared depen-
dence on site distribution along the chainP ( jk;k% ) and N. (k) are related mathe-
matical language from di erent perspective and are thudOT totally independent of each
other. Straightforwardly, P ( jk;k% ) and N. (k) must adhere to the following site number

counting relations:

X 1
N. ()=( " ‘s+1) P (jk;° k;+1) for =N;X;Y;Z,0 (3.25)

k=1
with ( °) 0( 1)for ° 0 (> 0). Thus, P ( jk;k% ) completely determinesN . (k)

for intact bond types . In addition, of course,P ( jk;k®% ) must be normalized according
toP P ( jk;k% )=1.

Finally, we are equipped with everything we need to construct "comibnal fragmentation
probability, given the site type", P (k;k9 ; ). It describes that given the bond is a -bond
and of site type- , what is the probability a hydrolytic enzyme cut on that bond will geneate

k and k® monomers from its nearest 1-bond to the left and to the right, respectively.
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According to Bayes' Theorem, we have the following:

P (kS5 ) _ P (ikkS ) P (kK% )

P k’k : = 3.26
(k3 0= =570 P () 320
where the unconditional site type probabilityP (; ) is given by:
8
X < af, for =N;X;Y;Z;0
P(; )= P (kK% )=, (3.27)
kikO 1 .4 f. =2 for =L;R

: P 1 P 1
Of course,P (k;k9; ) hasto be normalizedto ., ,o; P (k;k§; )=1.
Inserting Eqgs. (3.26) and (3.27) with = +1 into Egs. (3.16) and (3.17), immediately

yields the following two equations:\ia Eq. (3.15)]

X
V., = . m,. (ng =n; )
N. (k;k% P ( jk;k%+1) P (k+ k9 (3.28)
k:k0=1
X
Vs, (k) = . m,. (n; =n; )
[P (jk;k®+1)+ P ( jk%k;+1D)] P (k+ K9 : (3.29)
k0="g5 k

Eq. (3.28) and Eq. (3.29) provide a gateway for us to assegs and Vs. (k) from a complete

pro le of surface chain length distribution as well as their time evolubn trajectory.

3.5 Chain End Decomposition

Given the realistic variables of cellulosic substrate, the longest chdength "o« could easily
go up to hundreds, if not thousands, rendering the task of evaltiag a complete pro le of
chain length probabilities too time-consuming. In this section, howey, we will introduce
an approximation where the chain number probability variablesP (') doesNOT need to
be fully determined for the purpose of calculating rate function¥. and Vs, (k). In order
to do so, we rst need to dissect the chain into ctitious functionalsegments to isolate the

e ects of near-chain-end sites, where botaxoand endcactivity may occur, from the chain
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interior sites, where onlyendcactivity occurs. The underlying assumption justifying such
decomposition is "chain homogeneity" and "chain end locality,” that tke chain is su ciently
long with respect to the length of chain ends, so that its interior is @ctically homogeneous
and una ected by chain end e ects.

Formally the decomposition can be expressed as:
P (jkkS+1) = p? + L(pP () + rKIPP(K)+ LK) =(KIP® (k:K) (3.30)

where p? |, p® (k), p® (k9 and p® (k; k9 stand for contributions from chain interior (1),
chain end (, R) and short-chain S) " " "L+ r 1)respectively; (k) (L k)
and (k9 ( 'k kY are the cut-o factors. | (‘r) signi es the maximum range of
chain-end e ects fromL-(R-) ends: it is thus to say, for sites positioned > " | (> "Rr)
monomers away fromL-end (R-end), terminal e ects would no longer be relevant to their
physical properties. For chains of length "R, this decomposition essentially dissects
each one into three segments, illustrated in Figures 3.1A and 3.2A: anerior (1 -) segment
with = " g intact bonds, anked by two terminal segments. [-segment with" | monomers
and R-segment with ' monomers). These four chain segments can be straightforwardly
evaluated from the underlying chain site distribution model (HDC, CE)discussed earlier,
with | = kx+1 and 'r = ky +1 for HDC model ; and | = k. and g = kg for CCE model.

One critical point following such formality: for chain length® = k+ k°>" s (k ", and
KO “R), P ( jk:k®+1) collapses into one single ternp”’ and is thus independent ok or
kO Similarly, for L-terminal sites with k <> andk® ‘g, P ( jk;k®+1) = p?¥ + p (k)
is independent ofk® and for R-terminal sites with k< “gr andk |, P ( jk;k%+1) =
p® + p® (k9 is independent ofk.

Substitute k® with (* k) in Eqg. (3.30), and through Eq. (3.25) we de ned earlier,

formally the chain site counting functionsN . for intact bond sites ( =N ,X,Y,Z,0) can be
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decomposed into:

N, () = b “+a + ()d; () (3.31)

b, = pf (3.32)
X

a, = p+ [ LRPPE+ (KPR (K] (3.33)
k 1

withd. () N. () b." a ;and ()=( 1t )where'r max(s; L+ r 1).
Eq. (3.31) also applies to partial site type = L andR, with a. =1 and b. =0, since
Ni. ()= Ngr () 1lforall™ “s.Inthe HDC and CCE chain site distribution models
discussed above, onl\N - and O-sites can have a non-zero-linear contribution, namely,
bv. =1 o. andbp. = o., respectively, whileb. = 0 for all site types which are
restricted to near-chain-end locationsi.e., for = X;Y;Z;L;R.

Then from Egs. (3.30) and (3.31yia Eq. (3.18), the average increment functions N ..

are decomposed into

N.. =@=n; )A;, ny;( )+(B,;, +D; )n.] (3.34)
with A.. ,B.. andD.. explicitly expressed as:

A = a; p(;l)

_ () P )
B.. = a;, p;y +2 L,°d; (k)p

P . P.
+ ey +d @IPY (k) + i+ d; (k91PT (K9
P

D;. = i PP K(a;, +d; (k)

+ rKPP(K)(a; +d; (k)
0 Py .
+2 1 (kp? d; (K] P ()
P
+ o 1l 1K) R(K9d: ()PP (K9
+ 1(KY) L(Kd, KPP (k)
+ (k) r(KY(a; +d. (K)+d; (k9p® (kK9
r(k+ K9d. (k+ K9P ( jk; k% )P (k + K9

(3.35)

It is critical to notice that A.. andB.. are contributions from cutting chains of any

length, and are thus constantsj.e. independent of any chain length probabilitied® (*) or
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other dynamical variables.D .. , on the other hand, is constructed based on chain length
probabilities, but only thoseP (7)) with = "¢, where’'c "t +max( . ; r) 2.
By way of Eq. (3.15), we are in a position to write out chain-end decqmosition for the

rate function V. with the same variables we constructed above:

X
V. = . (m.. =n. )A.; nu, ( )+(B;; +D. )n_] (3.36)

Analogously but without detailed derivations, rate equations for dable oligomers fork <~

are given as:
Ve (=" ., m, (n=n )Bs; (0+Ds. (K] (3:37)
The Bs.. (k) again denote constant coe cients which do not depend on anl (*) or other
dynamical variables, whereas th®s . (k)-contributions depend explicitly only on short-
chain number variablesP () with ©~ max('.; r) 1 ¢, as follows:
Bs: (K =2pY + (PP W+ =(KPP K
Ds. () = 4o o ol LIV 09+ (PR ()
+ (k) (KR (kK9
+ R (KPP (KGK)IP (K + K9

Overall, it is clearly shown in aforementioned derivations that underhain-end decom-

(3.38)

position, N.. and thus rate equationsV. , Vs. become dependenbnly on short chain
length probabilities P () with ©~ "¢ via the D-contributions while contributions from all
other longer-chain probabilities have been completely absorbed intite number variables

n. andny. ().

3.6 Rate Equation Closure in the Long-Chain Limit

3.6.1 Rate Equations for Chain Number Variables H () with Chain End

Decomposition

Before we set out to solve rate equations fd? (*) for short chains, we rst develop a set

of rate equations similar to rate equations we developed for site nber formalism before.
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Chain number variable isde neda#d (") P (')n.. , andis thus time-dependentid ()
H (";t)). H (°) describes the average number of insoluble glucan cha@sexposed on SAC
surface of length™ g, per class- SAC. Following the same de nition, for all* < " g,
H () O.

All surface site number variables we developed earlier can now be gsed in terms of
H (7) as well:

P DS
o ()= HCOr o= NS OH () (3.39)

_- NN
Thus, with these three equalities, we have equipped ourselves withots to bridge between
site number formalism and chain number formalism.

Analogous to site ablation rate equations (3.3) and (3.6), we can weitout rate equations

for chain number formalism as:

b3
HO)=W () vV ()QC(; )=_ \ iQ G ) (3.40)
s s ;4_ )
Vi, ()= V(I kk)+ V3Gl K)+V (Gl Sk (341)
k;k 0= k=1 j="+1

V(! kkY= - m.. P (KKY; +1) cpego (3.42)

Similar to corresponding terms in Eq. (3.6), ther.h.s. of Eq. (3.40) is comprised of both
fragmentation term and surface exposure termVy. (*) gives the rate of production and
consumption of chains of length due to enzymatic bond cutting events (fragmentation);
and the second term contributes the rate of exposure of new oha due to the removal of
overlaying material (surface exposure)Q (°; ) is the native (pre-hydrolysis) chain length
distribution of substrate material in layer , that is time-independent and pre-determined,
and should be fed into our model as a morphological model inp). (" ! k; k9 is the rate,

per SAC, at which surface-exposed chais on class- SACs are being cut into fragment$y

and Gyo, from the original chainL- and R-end, respectively. As in the site number formalism,

the volume ablation rateV and ( ) are again given by Eq. (3.2), but withV. now being
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expressed in terms o¥y. (7) by

b3
Vi = N OV () (3.43)

g
So far we have assembled a closed ODE system, consisted of Eqd0j3Jor all chains
‘sand rate equation given by Eq. (3.3).

Actually if we substitute Eq. (3.39) with the native site-type fractionsg. ( ) given by
P . .
g ()=1 L..°Q (5 )
P . .
g ()=a; () N, ()Q(:):

The chain number rate equation system Eq. (3.40) is mathematicallyxactly equivalent to

(3.44)

the site number rate equations Eq. (3.6). Via relationships betweesite number formalism
and chain number formalism given at the beginning of this subsectiothe full chain length
distribution P (°) can thus be completely determined.

Then we apply chain end decomposition, applying Eq. (3.30) to decowmge V. (1) we

arrive at:
Vi 0= my TSN OP O Bug O+ Dy (O (3.49)

where

Bu: () = V0) LO+pP0) r)*+200 10 4P ()
Dy () = 0% PG ) WO+ PRGN R ) (3.46)
PG ) /ROFPPGC N WG ) PG)

Here,’ e =max( ;' r) 1 “c,andDy.. (°) contains information regarding production of
G:-chains limited to hydrolysis of "nearby" longer chain lengthg, with "+ ¢ | "~ +1.
On the other hand, it is equivalent to say if we want to solve for chainumber rate equations
for Vu. (7), (and henceH (")), up to some short chain cut-o "p, only the lower partition of
completeP (j)(j ~+ "g), along with site number variablesn. are needed for calculation.

All other longer chain length contributions are, again, completely awrbed inton. and

nv; ()
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3.6.2 Local Poisson Approximation in the Long Chain Limit

With a set of equations governing chain number variabldd (*), we now need to construct
a closed system of coupled rate equations involviranly short-chain number variable con-
tributions for ~ up to short chain cut-o "p mentioned above, along with site number rate
equations derived as in Eqgs. (3.6) and (3.3). Here we propose LoPRalsson (LP) approxi-

mation scheme under Long Chain Limit (LCL), de ned as follows:

1. Atthe beginning of hydrolysis, timet®, the vast majority of cellulose chains are found to
have length much greater than our preassigned short chain cut-0c. (The superscript
labeling © signi es initial values at the start of hydrolysis, here and in the followng,
for all quantities so labeled.) In other words, the probabilities of nihg short chain

lengths on SAC surfaces are negligible.

2. The short chains are mainly being produced due tendc-cuts from chains with much
longer lengths,G; with j “c. In addition, chain length (" > * ¢) within the same
magnitude as ¢ are being generated in the same fashion, i.e. froemdocuts on much

longer chains.

Consequently for that pool of short chains, one should expectdtchain number variables
H (7) to be a slow varying function of . That is to say, given two neighboring chain number
variables,e.g.H (‘p) andH ('p 1), according to a preset extrapolation scheme, one can
estimate chain number variable at its near neighborhood, say in thisseH ("p + 1). This
provides an estimation method that can extrapolate chain numberaviables for longer chain
lengths ( > " p) from those for short chains s <™  p.

Our proposed Local Poisson (LP) approximation utilizes a linear exapolation of chain

number logarithm, logP (j), given as:

" P o) i . N
P () P(D)m for j = p+1;:5 0+ & (3.47)
with P (°) H ()=n_. for "~ "p. Again, any reasonably proposed approximation can be

readily incorporated into our model.
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With LP approximation, we have successfully completed a closed ODEstem, for the
site number formalism, consisting of Eqgs. (3.6), (3.3), (3.2), (3.15(3.34) (3.35) (3.46) and
(3.47); of Egs. (3.40), and (3.45), for = “g;::;; p. The independent dynamical variables of
this ODE system are then. ,  and short-chain numbersH (°), "= "s;:; b.

The foregoing ODE system is subject to the initial conditions, at stéing time t°:

n, (t°) = g, ( °)nm; (°) (3.48)
t = ° (3.49)
H (;t° = one (t° for "= "g 5 b (3.50)

Following the assumption under Long Chain Limit, we thus restrict owselves to native chain
length distributions without short chains,i.e., Q ('; )= o for °  'p, with near-zero g

(e.g. 10 ?°, but cannot be exact zero for computational purposes).



Chapter 4

Five-Site Ablation Model Applications and Parameterization 1

4.1 Five-Site Ablation Model in Site Number Formalism

We have so far developed a general cellulose hydrolysis model witle iblation in terms of
site number variablesn. . For the purpose of direct comparison to experimentally measurkb
variables, we are going to develop such general framework into avi¢éh consideration of only

ve site types ( = N; X;Y;L and R), as well as work under molar site concentrations,
X Cn. : 4.1)

Similarly, we introduce G (°), the molar concentrations of chains with length  that are
exposed on the surface of SAC class-Relating to earlier variables,G (") satises G ()

CH ()= x.. P (). Due to the absence o - and O-sites, we have

XL, = Xry = Xx; = Xy; (4.2)

Xm: ()= XN, +3XL (4.3)

Xv: () Cny; ()= By, da; (4.4)

Xv; () Cnw, ()=xv; () xv; (1) ( 1) (4.5)

where By. C oy. are the molar volume prefactors and ( 1) 1( 0)if 1

( < 1).Asdiscussed laterBy. is determined via the initial total molar fraction of substrate

contained in class- SACs, average layer number for class-SACs and ablation dimension

1Contain contents published in Zhou W, Hao Z, Xu Y, Schattler HB. 2009. Cellulose hydrolysis
in evolving substrate morphologies 1. Numerical results ad analysis. Biotechnol Bioeng 104:275-
289. Permission acquired fromBiotechnol Bioeng journal.
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for the same class. Note that the = (t) are time-dependentvariables denoting the
outermost (surface) layer number of hydrolytically evolving SACs iglass- , whereas is an
independentvariable denoting any layer number in the interior or surface of a SAC

Aside from representing the molar concentrations @; monomers exposed on the surface
and total amount in substrate of SAC class-, xy. and xy. can also be conceived as the
amount of enzyme-accessible solid substrate surface area and #mount of the total solid
substrate volume, measured in units of some appropriate averageea or volume perG;
monomer, respectively, for class- SACs. We will hereafter also refer toxy. and xy. as
the class- "SAC surface" and "SAC volume", respectively. The total insolublesubstrate
monomer contentxy and the total surface monomer concentratiorxy, counting across all

SAC classes, are given as follows

Mvp Mvp
Xy = Xv: () Xm = Xm; () (4.6)

=1 =1
Under the foregoing simpli cations, we are now able to assemble a sérate equations for
site number formalism that governs site molar concentrations. , SAC outer layer number

and for a handful of short-chain concentration& (°):

xvy = Ry R (Do () 4.7)
xu = R, R () () (4.8)
- = R=@xv; ( )=R=By; dny * 9 (4.9)
G() = wnox 2 2:(\P(k) C HP()

+ X; Xi; P (\ + kX) P (\)

+ v. X, P(C+ky) P() for = "g;:ip (4.10)
where'p ¢ with "¢ = s+ max(kyx;ky) 1 and

() 1 @xw; ()=@xv; ()= ( HE 1= )W b (4.11)
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The enzyme chain cutting rate factors are

N: = N Linwva i (4.12)
x; = 2x Lax szx—; + 1N Lan Vl(yx—; i (4.13)
v: = 3v Lay V3yL + 1N Lo Vl(yL i (4.14)
where . is the cutting rate coe cient de ned earlier; L. is the adsorption coe cient

for ( , ) ES complex;v is the free type- enzyme concentration; andy. , X. being
concentrations of free type- sites and all exposed type- sites on class- SAC surfaces
respectively. In addition, we are following the same convention seetore that =1, 2, or 3
representing theendo- exo-L- and exo-R-acting glucanase, respectively.
Since endo- acting enzyme can attack any sites other tham.- or R-ends, we thus set
1x = 1y = 1n and likewiseLyx = Ly = Liny. We set allL. - and . -values
according to a table listed further below (Table 1), and any variableat listed there will be
set to 0. The concentrations of free substrate sites and freezgmes,y. andv , respectively,
are in general obtained as functions of the corresponding totabrcentrationsx. and u ,

by iterative solution of the coupled non-linear enzyme adsorption eijbrium equations.

However, in the low-enzyme limit, we can approximaty. = x. and
X
Ny = anbLanUr=[l+Len (Xm0 Xp; o)
>(0
X; =  2X I—2;X U = (1+ I-2;X XL, 0) (4-15)
0
X

3y Lay Uz =(1+ Lay XL; o)
0

=<
[
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Then, the fragmentation rate functionsR. and R are given in terms of :

RN; C VN; = N 3XN; +( \§+7\5 12) XL
x; Kx X v; Ky Xg;
Tshkx 1
tox; Xy B+kx )P()
Tshky 1
+ v, X B+ky )P() (4.16)
RL; C V|_; = N; XN (2\5 4) Xy,
Tshkx 1
X; XL P ()
Tshky 1
Y; XL P () (4.17)
=g
R CV =Ry +3R. (4.18)

Here, the requiredP () can be calculated fromG (*) = x.. P (), via Egs. (4.10) for all
short G (°) chains,” = “s:::'p. For longer chains, we can estimate through LP extrapolation

approximation:
P() =P (o)[P(p)=P(p 1 °forj="p+1;up+ e (4.19)

with "¢ = max(Kky; ky). For cellohydrobiolases, we must usex = ky = 2 for the exo-cutting
sites.

Hence'y = R=kx+1=3, ¢c= stkx 1= 'g+1,and g =2.Bychoosing p = ¢,
we then have only two short-chain molar concentration variables tsolve for in Eq. (4.10):

G (s)=x. P(s)andG ((s+1)= x.. P (‘s+1), for each SAC class-.
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The dynamical variables in the LP site number formalism for our ve-$e model are

subject to the following initial conditions

x (t9) = g () xm, (@) (4.20)
xn: (@) = xu. (@) 3x. (1) (4.21)

(t©) © . (4.22)
G (;t©@)=10 Px. (t©9) for's ° p (4.23)

Under Long Chain Limit (LCL), we assumed vast majority of chains a initially of length
much greater than ¢, and thus native substrate should not contain any short chains, itt
length ©  “¢. Therefore, the short-chain rate equations (4.10) do not corntaany surface
exposure term, but only fragmentation contributions. We also aase -independent native

site type- fractiong. ,ie.,g. () g. ( (0))and
o ( @)=1=DP© (4.24)

where DP © is the initial degree of polymerization and can be obtained from experents.

From above equations, it can be seen that

Xy; = Xs =R
xv; =R [ ()] (4.25)
P. .1 . . .
Here, Xs o1 Xs; (K) is the total number of dissolvedG;-monomers in solubleGy

oligomers, generated from class-SACs. R > 0 is the molar rate of total insoluble
monomer loss from the substrate, and R (1 ) is net the molar rate of monomer deple-
tion at the substrate's surfaces, for class-SACs, considering surface curvature e ect. The
dierence xy. Xy. = R isthe rate at which new monomers are being exposed at the
SAC surface due to hydrolytic ablation of chains from the outermdSAC layer.

We also calculate the concentrations of soluble glucan oligomers, bege are the desired

products of the cellulose enzymatic hydrolysis. The molar producticate of soluble oligomers
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Gk, having chain lengthsk <~ 5, can be written, according to I, as:

p h
xs(k) =k 2Nt okkx Xt okky v; Xy _
[
+ x; X P (k+kg)+ v, x; P (k+ky) (4.26)
with P (°) O forall " <  s. Here,xs(k)=k is the concentration of dissolved oligomersy.
Hence, xs(k) itself denotes the corresponding concentration dé; monomers contained in

suchGy oligomers. The initial values ofkg(k) for the integration of Eq. (4.26) are set to zero.

4.2 Five-Site Ablation Model in Chain Number Formalism

The chain number formalism, by its de nition, consists of a huge seff coupled rate equations
that governs chain length from s to "ax. max denotes a pre-determined cut-o for maximum
chain length exist in substrate, and conveniently consides (*) = 0 for all chains with ~ >

“max- Following earlier discussions regarding chain hydrolytic dynamics, @arate equation
for an arbitrary G )(°) should be constructed from enzymatic fragmentation term andusface
exposure term. This can be expressed in the most general forndenthe ve-site model as:

R
G=6C) R ()G )= QG ) (4.27)

i=s
where the chain fragmentation termG"® (") here is exactly the same ash.s. of Eq. (4.10),
but applied for all chain lengths™ s, and Q (°; ) is the native chain length probability
distribution in layer , which should be fed into our calculation as a model input. the chain
length probabilities P (*) are given byP (") = G ()=x.. for all ". For the purpose of direct
comparisons between two formalisms, the site number concenimats expressed in terms of

chain number formalism are:

XL = G () (4.28)

xv = (3G () (4.29)
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So far, Eqgs. (4.27) and (4.9) then automatically constitute a closezfjuation system without
further approximation.

Like its counterpart, chain number formalism also takes several il conditions. Apart
from directly sharing Eq. (4.21) with site number formalism, the comlpte set of G (') is

initialized by native chain length distribution Q (*; ) by
G (5t = x, (t)Q (; ©9): (4.30)

We consider three di erent -independent distribution shapes, for the native chain length
probability distribution Q : a Delta shape, a (truncated) Gaussian shape and a Global
Poisson (GP) shape where
Q9 )= Ng, 4 "wa |~ “agd) P  C ag)=2 % (4.31)

with (' :::) denoting the step function;Nq. being determined by the normalization of) (°);
and 4wig < ag osSothatQ (') Oforall™ “p, as assumed in the short-chain rate
equations. The substrate's native (=initial) degree of polymerizatio within SACs of class

then is DP © = “avg- The Delta shape can be viewed as the limiting case of zero width
Gaussian,i.e. wig ! 0" with integer ayg, thus QP (°y =

Q\Avg '

For testing purposes, we will consider also the case of a "global Bar" (GP) distribution
QM ()= Ng (° ‘s+1=2)exp sO(C g (4.32)

whereNg. =1 exp( s©)ands® is determined by the initial average chain lengtfbP ©,
via
© = 1
DP© =g 1+ - (4.33)
1 exp( s)
We are able to show that the Global Poisson shape is exactly presedvin the full chain

number formalism without surface exposure term. In this case, ¢hlocal Poisson closure
extrapolation in our site number formalism becomesxactly equivalento the solution of the
corresponding full chain number formalism with a GP-shaped initial @in length distribu-
tion, provided that the initial condition Eq. (4.23) for the short chan lengths ™ = g, ... "¢
is replaced by Eq. (4.30) withQ from Eq. (4.32).
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4.3 Comparisons Between Two Formalisms

Up until now, we have studied Five-Site models under two individual fmalisms: site number
formalism and chain number formalism.

Before we dive into our two formalisms, it is worthwhile to mention whaZhang and Lynd
have achieved in their model, which was essentially build upon chain nuetbvariables. They
assumed thatall chains are readily exposed at the enzyme-accessible surfacesydrolysis.
In order to correct this "over-exposure" of substrate, they ittoduced F{ factor, which
denotes the fraction of total substrate that are e ectively expsed to enzyme attacks. Lim-
itations behind this correction are due toF being a time independent variable, and only
provides a rough averaged estimation of the accessibility fractiowey complete hydrolysis.
However under their time scale of study, which constrains themsel strictly to early stage
fragmentation, this accessibility fraction can indeed be constant.

For chain number formalism, it is conceptually similar to the model Zhagn and Lynd
proposed in their paper (Zhang and Lynd, 2006), augmented byréace exposure term which
captures the cellulose morphology evolution as well as hydrolysis kimatics. Unlike site
number formalism, chain number formalism does not require either @t chain cut-o or
Local Poisson approximation, which renders this formalism an exasblution to hydrolytic
process. This approach also highlights a full evolution prole of congte chain number
G (), up to some cut-0 ", at the price of solving for ax coupled rate equations for
G () andone for via Eqg. (4.9). In total, there are " ,ox + 1 ODE equations for every SAC
type- , which in realistic could be to the order of hundreds, if not thousarsd

By contrast, site number formalism provides an alternative that ctumvents such
problem. Instead of solving for all chain number, site number forniam demands only a
handful of short chain equations, and any other longer chain nurabis readily approximated
under Long-Chain-Limit and Local Poisson approximation. Therefe, the set of independent
variables is independent of system sizége. ax, per SAC class-, and promises a great

potential in its application over large size systems. However, in exatge for this advantage,
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one loses detailed information regarding the evolution of chains oth#han exactly solved
short chains, as longer chain contributions have been e ectively stwbed into site number
variablesx. and can only beestimated

From the foregoing it is easy to see that, in the case of a pureyndcacting (EG1) enzyme
system, the LP closure approach of the site number formalism is &tly equivalent to the
chain number formalism without any approximation. Speci cally, ifu, = 0 and uz = 0, we
get x. = y. =0:the site number rate functionsRy. , R.. andR can then be evaluated
as functions of only thex.. and Xxy. , i.e., Ry. , R, and R become independent of the
short-chain concentrationss (). Hence, no short-chain approximation is required in the site
number model. Note that this is true even beyond the "Single-layerii®)le-geometry” (SS)

model, that is, in the full surface ablation model with () 6 0.

4.4 Model Parameterization

We are going to list all simulation parameters used in numerical calculans for our model.
We test our model over a pure cellulose substrate (post pre-hydysis state where all non-
cellulosic substances are disposed ak. Avicel) interacting with a system of non-complex
cellulase. Their kinetics and concentration parameters are listed irable 1 from Zhang and
Lynd (2006) unless otherwise indicated. We choose the non-compémzyme system derived
from Trichoderma reesej and kept their natural composition ratio among each other. Notie
in Table 1, we only listed three enzymes, EGlefdo), CBH2 (exoX/non-reducing end),
CBH1 (exoY/reducing end) with a total concentration of 27.6 mg/L. Their cancentration
ratio is 12% EG1, 60% CBH1 and 20% CBH2. The remaining 8% is consistefl other
glycoside hydrolases, which are trivial with regards to the purposef our simulation and
hence neglected. Furthermore, we assidi = ky = 2, for the chain-end cutting sites of the
cellohydrobiolases CBH2 and CBH1, respectively. We also assume thamimum insoluble
chain length s =7 > kx + ky =4, thus eliminating Z-sites. With an additional assumption

of o. =0, we arrive at a pure ve-site cellulose substrate model without site type& and



Table 4.1. Simulation parameters

Parameter Unit = Value Remarks
M, 55,000 (gmol) Molar mass of EG1
M3 65,000 (gmol) Molar mass of CBH1
M, 58,000 (g=mol) Molar mass of CBH2
Mg, 162 (g=mol) Molar mass of anhydroglucos&; (CgH100s)
1N =My 0:40( molbondssmg min) Specic enzyme activity (by mass) of EG1 on N, X and Y sites
3y =M3 0:08( molbondssmg min) Specic enzyme activity (by mass) of CBH1 on Y sites
2x =M, 0:16( molbondssmg min) Specic enzyme activity (by mass) of CBH2 on X sites
Lin 3:0(Liter=mmol) Adsorption equilibrium coe cient of EG1 to N, X and Y sites
Lsy 4:0(Liter=mmol) Adsorption equilibrium coe cient of CBH1 to Y sites
Lox 4:0(Liter=mmol) Adsorption equilibrium coe cient of CBH2 to X sites
Miu; 0:0036(g-Liter) Concentration (by mass) of EG1
Msu3 0:0180(g-Liter) Concentration (by mass) of CBH1
MU, 0:0060(g-Liter) Concentration (by mass) of CBH2
Mg, x\?  100(g=Liter) Concentration (by mass) anhydroglucos6&; in solid
s 7 Minimum length * of insoluble chainsG:
Ky Ky 2 L-end andR-end exo-cutting lengths (producing cellobiose)

LY
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O. As a result of this simpli cation, we have successfully uni ed two cha site distribution
models, HDC and CCE, and both reduced to the same ve-site mod#lat we have already
discussed above.

In addition, we use the experimentally observed initial (pre-hydrokis) values for the
degree of polymerizatonDP © = 300, and for the enzymatic surface accessibility fraction,
2 = 0:006, from a typical pure cellulosic substrate such as Avicel, and alsorealistic
value for the initial substrate monomer concentrationx@ Xy ( (°)) =61:73mM as given

in Table 1. DP © then in turn determinesg.. ( ©) via Eq. (4.24).

) can be used to constrain the initial SAC sizes® or their corresponding molar
fractions © by:

Faz Fe=. 1 ( p1 L% (4.34)

As introduced in previous sections, the molar fraction of substratmonomers residing in
SACs of geometry class-can be expressed as  Xy. =Xy and likewise the corresponding
partial surface accessibility fractions ak,.  Xu. =Xy: , using Egs. (4.4), (4.5) and (4.6). Of
course, as opposed to Zhang and Lynd model, and F, are time-dependent in our surface
layer ablation models and Eq. (4.34) applies both for the initialt(®)) values and at all later
timest >t © . It will therefore also be used to calculate the time evolution df,.

Lastly, given ©  © and the ablation dimensionsda: , the initial substrate concen-

tration x© determines the time-independent volume refactoB®,. entering into Eq. (4.4
Vv p p ; g q

via

By, = xy = (4.35)
This is the basic approach we have taken to parameterize the "Mullig-Layer, Single-
Geometry" (MS) and "Multiple-Layer, Multiple-Geometry" (MM) mod els.

For the MS model with Myp = 1, all substrate masses are concentrated within one

geometry, rendering =1:0, so that the prescribed:§°) = 0:006 determines the initial
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-valueto © =333 via Eq. (4.34). The total initial substrate monomer concentition XS’)

from Table 1 then determines the prefactoBy. by Eq. (4.35).

The two MM models, MM82-1 and MM82-2, approximate continuous digbutions of
substrate morphologies by way of a population d¥l,,p, = 82 geometry classes, representing
SAC geometries with 82 equidistantly spaced initial -values,i.e. ( (°=)1 = 20; (°=)2 =
40; (0:)82 = 1640). Model MM82-1 assumes a uniform distribution of the molar omnomer
concentration per geometry clasg,e., ©) = 1=82 for all ; while MM82-2 assumes a Gaus-

sian distribution:

45 X o 458
O =exp( (—gpe V2)=  exp( (— g )=2) (4.36)

These values are chosen so that agdﬁ;{m = 0:006 is obtained in both models MM82-1 and
MM82-2. The total initial substrate monomer concentrationxﬁf) from Table 1 then again
determines the prefactor8y. via Eq. (4.35).

For the discussion of the simulation results obtained with these molde it is impor-
tant to note that the MS model described above also representee "zero-width" limit of
the Gaussian MM model. Likewise, the uniform distribution model MM82 represents the
"in nite-width" limit of the Gaussian MM model.

Model SS, as already described above, becomes equivalent to theary-Lynd chain
fragmentation model in the low-enzyme limit. Since this model has no arphology and
treats all chains in the substrate as being immediately fully accessipléhang and Lynd
(2006) corrected for partial accessibility by reducing the totall@in bonds available for EG1
adsorption by a time-independentd hocfactor, set equal toF  E ectively, their approach
amounts to replacingL 1.y by FO L1.n in EQ. (4.15). For purposes of comparing the SS model
to our morphology-based MS and MM models, we adopt the same appch. Our simulation
results of the SS model are therefore, as expected, in excellentmerical agreement with
those of Zhang and Lynd (2006). We should emphasize here, and wi#monstrate below,
that the SS model can really not be used to model the entire hydraiy conversion process,

but only the very early stages of it. Zhang and Lynd (2006) indeed lined its application
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to study the short-time behavior, for a duration of only 60min. We ee presenting SS results
for full hydrolytic conversion here solely for the purpose of compgaon and contrast with
the morphology-based surface ablation models.

For all four models, we have used the kinetics parameters given inbla 1, but with
two di erent sets of mixed enzyme concentrations: enzyme set 1E consists of the enzyme
concentrations as given in Table 1; the other, "E200", has condeations 200 times the
values of E1, for all three enzyme types. For the assumé&d® and total initial substrate
monomer concentrationxfj’), the E200 enzyme concentrations are close to the high-enzyme
limit, whereas E1, as noted before is well within the low-enzyme limit. Fall simulations
with enzyme set E200, we have therefore used and solved the follipled non-linear enzyme
adsorption equilibrium equation system, to obtain the free enzymend free substrate site
concentrationsv andy. from the corresponding total concentrationsi and x. .

The enzyme footprint  entering into these adsorption equilibrium equations has been
guanti ed experimentally in terms of a parameter , denoting the total number of dimer
(G») units covered up by the adsorbed enzyme molecule (Zhang and dyr2004). Our -
parameter is related to the -parameter by =2 1, since denotes the number of
collateral surface bond sites covered up by enzymean addition to the adsorbing site. With
an estimated 15 40 dimer units for a typical endoglucanases (Zhang and Lynd,
2004), we get 30 80 collateral surface bonds. Lacking more detailed experimental
information, we will assume the same -value for the two exo-glucanases in our model and
use = 20, and hence = 39 for all three enzymes, = 1;2;3, in solving the enzyme

adsorption equilibrium equations. We also assume to be the same for all geometry classes

Also, in the three surface ablation models we have assumed subtrmorphologies with
ablation dimensiond,. dyn =2 for all . The ablation dimensiond, = 2 is representative
of a substrate where the glucan chains within the SAC, or the micrbril (Himmel et al. 2007)

remnants comprising the chains, are orientationally disordered, bulo exhibit directional
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order, as illustrated and explained in Fig. 2.3. This means that most ems or micro bril
remnants are aligned with their chain direction approximately paralleto a common axis,
while being rotated at random angles around that axis. This is likely apigable for substrates,
like Avicel, where a brous alignment structure is maintained up to typcal SAC-size length
scales, but without any orientational ordering on those length stzs.

It is worth pointing out that the parameterization requirements fa the surface ablation
models MS and MM introduced above do not signi cantly exceed thosa the pure chain
fragmentation single-layer model introduced in (Zhang and Lynd,d®6). More realistic mor-
phology modeling e orts will of course require further parameteraion, if supported by
more detailed microscopic experimental data for the meso-scaleusture of real cellulosic
substrates.

For su ciently dense morphology grids, multi-geometry surface alation models such as
MM82-1 and MM82-2 approximate continuous morphology distributins. It is then informa-
tive to also study the hydrolytic evolution of certain continuous, wighted SAC size ( -)
density distributions. For SACs having sizes within some in nitesimal iterval [ d=2; +
d=2], let Dxy(;t)d and Pxy(;t)d denote the molar concentration of all substrate
monomers contained in these SACSs' volumes, and the molar fractiohall surface monomers
residing on these SACs' surfaces, respectively. From the timesbxng, discrete SAC geom-
etry populations in the MM models, we can construct these continus density distributions

Dxy(;t) and Pxy(;t) as follows: for -values fallingon the discrete (t)-grid at time t,

we set
ey Xy (), ey Xms (M)
Dxy(it) = it Pxu(it)= S i = () (4.37)
where
8
2 o) 1) for =1;
(t) = E( a1 (b) 1(1)=2 for =2;::81; (4.38)

g2(t)  su(t) for =82:
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For -valueso the discrete (t)-grid, but within the "cut-o interval” [  1(t) 1(1)=2;
go(t) + g2(t)=2], Dxy(;t) and Pxy(;t) are then de ned by linear interpolation or

extrapolation from the nearest grid points. Outside of the cut-ointerval, we setDxy (;t) =

0 andPxy(;t) =0. The density distribution functions then obey the normalizationcondi-

tions
Zl Zl

d Dx v(;t)= xv(b); d Pxu(;t)=1": (4.39)
0 0



Chapter 5

Numerical Results and Analysis !

5.1 Testing the LP Approximation

First, we are going to test the accuracy of LP approximation in siteumber formalism against
the simulation results from the corresponding full chain number famalism. We primarily
want to focus on the case where no-morphology (  0) is considered, and thus all glucose
chains are fully exposed on the surface, or equivalently, all SACsntain only one single
layer ( =1 Mypyp). This is, as previously mentioned, referred to as "Single-layer, Sjie-
geometry" (SS) model and maybe formally regarded, for the puoge of unifying all into
one model, as the in nite-dimensional limit,dy ! 1 , of the morphological model ( 6 0)
models. Consequentlyxy,; = Xy, and thus the overall accessibility fractiorF, = xy=xy 1,
the x,. - and xy. -rate equations in the SS model become decoupled from, and we can
ignore the -rate equation altogether. In the site number formalism, we therosve the cou-
pled rate equations Egs. (4.7) and (4.8) ; and in the correspondingasn number formalism,
we solve the rate equation system Eq. (4.27) fatl chain lengths’, with 0 in both. Two
enzyme systems, a mixeéndoexo EG1-CBH1,2 enzyme system with naturally occurring
enzyme composition and a purelgxcacting CBH1,2 enzyme system, are used in the simu-
lations. As explained in section 4.3, LP approximation in pur@ndcacting enzyme system
becomes exact and does not need further numerical testing. Imetchain number formalism,

the initial chain length distribution has to be provided as a model inputWe consider three

1Sec 5.1 - Sec 5.5 contain contents published in Zhou W, Hao Z,XY, Schattler HB. 2009. Cel-
lulose hydrolysis in evolving substrate morphologies Il. Nimerical results and analysis.Biotechnol
Bioeng 104:275-289. Permission acquired fronBiotechnol Bioeng journal.
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aforementioned initial distributions in section(4.2): a Delta shape, @&runcated) Gaussian

shape and a Global Poisson (GP) shape.

5.1.1 Mixed EG1-CBH1,2 Enzyme System

Fig. 5.1 shows the results from model calculations for the full chairmalism from Zhang-
Lynd model and our corresponding site number formalism with LP appximation, for a
mixture of EG1, CBH1 and CBH2, under di erent initial DP values. Notice calculations are
carried out in SS model, assuming all materials are exposed at thefage of SACs for enzyme
attack. It is evident that the results from site number formalism wit LP approximation and
exact full chain solution are in excellent agreement with each otheorf native degree of
polymerization (DP°) exceeds 20 monomers. We are also showing results Bd? © = 10.
Here the LCL condition, e.g, DP © "¢, IS not satis ed, since ¢ = 8. As expected, the
deviations between site number LP and chain number formalism becenguite noticeable
here as hydrolysis progresses. Such deviations drastically shriokléss than 1% and become
unnoticeable for largerDP values. Although divergence do exist for low DP values, this
result is in consistent with long-chain-limit (LCL) we discussed earlierral note that typical
cellulosic substrates possessB$ -values well above 20 monomers (Zhang and Lynd, 2004).

In addition, same level of accuracy is achieved by the LP approximan across all observ-
able quantities that are relevant to hydrolysis, including the total emaining solid substrate
monomer concentrationxy (= Xy) in Fig. 5.1A; the soluble oligomeric monomer concentra-
tions xs(k;t), shown in Fig. 5.1B for oligomer lengthk = 1 (=glucose) and in Fig. 5.1C
for k = 2 (=cellobiose); and the total chain (end) concentrationx, (t) shown in Fig. 5.1D.
Note that x_ and x determine the hydrolytically evolving DP of surface exposed chainy b
DP = xy=x_..

We also tested full chain results with three di erent chain length digtibution shapes
mentioned in Sec.4.2. Notice that foDP © 60, all three models almost give identical

results. This is again fully consistent with the general discussion dfi¢ LCL : as long as the
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Comparison of the SS model results

from chain number formalism (Zhang-Lynd Model) and site nunber formalism, with di erent initial
chain length distributions, (as previously discussed, foithe case of a GP-shaped initial chain length
distribution, the results of site formalism "Site GP" and th e chain formalism "Chain GP" are
identical.) for the mixed EG1-CBH1,2 enzyme system. In pan& A-D, full lines, dot-dashed lines
and circles are for the chain number formalism with delta-, Gaussian- and global-Poisson-(GP-)
shaped initial chain length distributions; diamonds are fa the corresponding local Poisson (LP)
approximation in the site number formalism. A: total monomer concentration Xy (t) in solid versus
time t; (B) concentration of G in solution, xs(1;t), versus time t; (C) concentrations of G, in
solution, xg(2;t) =2, versus time t; (D) concentration of non-reducing chain emnls, x_ (t), versus time
t; (E) typical log chain length distribution, log G(';t), versus chain length * at several times ft,
from SS model chain number formalism with delta-shaped inital distribution from Eq. (4.31) with
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initial chain length distribution satis es the LCL conditions, the hydrolysis kinetics is very
insensitive to the actual initial chain length distribution shape. The aly parameter that
matters under LCL conditions is the initial average chain lengthi.e., the DP © -value; other
details of the distribution shape become essentially irrelevant. Thefiore, delta initial chain
distribution is highly favored for its simplicity in setting up and smaller” ,»x value compared

to other equivalent initial distribution models.

5.1.2 Pure CBH1,2 Enzyme System
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Figure 5.2: Model comparison with pure exo-enzymes. Comparison of the SS model results
from chain number formalism (Zhang-Lynd Model) and site nunber formalism, with di erent initial
chain length distributions, for the pure CBH1,2 enzyme sysem. In all panels A-D, abbreviations,
full lines, dot-dashed lines, circles and diamonds are de ed as in Fig.5.1. A and D: see descriptions
in Figure.5.1; B: concentration of G, in solution, xg(2;t)=2, vs. time t; C: concentrations of Gg in
solution, xg(6;t)=6, vs. time t.
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Fig. 5.2 shows the comparison of SS model results between the sienber formalism
with LP approximation and the chain number results for pure CBH1,2 mzymes. All model
parameters are from Table 1, except that the total EG1 conceration is set to u; = 0.
As seen in Figs. 5.2A-C, respectively, for initial DP-valueBP @ 60 the site number LP
approximation is again remarkably accurate in reproducing chain numer results for total
insoluble substrate monomerxy (= Xy ), and for dissolved monomer concentrationss(k) in
soluble oligomers.

In the limit of a pure CBH1,2 enzyme systemy; = 0 and hence . =0, which in turn
sets the rst x,. -termin r.h.s. of EqQ. (4.10) to be 0. This quenches the major source of short-
chain production ( "p), since in long-chain-limit, the majority of short chain concentratio
comes fromendo-cuts, and their initial concentration is set to be at a "negligible™ amant.
Thus, except for cellobiosek = 2), LP approximation gives zero short-chain concentrations
G () for the entire duration of hydrolysis process. For cellobiose, it isasily understandable
that as CBH1,2 can only cut o oligomers lengthsky = ky =2 from the non-reducing and
reducing ends, respectively, cellobiose should comprise the majnf soluble monomers left
in the solution. This result is veri ed in Fig. 5.2B and that (very small) fraction ofk = 5 and
k = 6 oligomers is simply approximated by zero (Fig. 5.2C). However, nige also, a small
amount of k = 5 (cellopentose) andk = 6 (cellohexose) oligomers can be produced in the
exact full chain calculations, as seen in Fig. 5.2C. However, in termktbe overall oligomer
distribution, LP is actually a very good approximation to the exact fll chain results for
delta- or Gaussian-shaped initial distribution for realistic chain lendts DP © 60, since it
reproduces the dominank = 2 oligomer very accurately for realisticDP ©).

In addition, as a result of the LP approach in SS model, it will then give aero rate
R.. for the production of chains or chain ends from chain fragmentatioprocesses. In the
single-layer limit ( () = 0), the chain concentrationx,. thus becomeg-independent in the
LP approximation. As shown in Fig. 5.2D, this result agrees poorly witlthe chain number

results in the case of short chains witlDP © < 60. However, under LCL conditionsij.e. for
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larger DP © -values, the full chain model with delta- or Gaussian initial distributim shape
also predicts approximatelyt-independentx, for most of the hydrolysis time: in comparing
Figs. 5.2A and 5.2D forDP © 60, we note that the full chainx, remains approximately
constant until about 80 95% of the substrate has been converted, which is then followed by
a very quick downturn ofx, . Hence, the rather simple approximate LP result fokx_ agrees,
for most of the hydrolysis time with the full chain number result.

Both the site LP approximation and the exact full chain results for dlta- or Gaussian-
shaped initial distribution deviate noticeably in Fig. 5.2 from the exacfull chain results for
the GP chain length distribution. Compared to the other distributiors, the GP distribution
shows a slower loss of substrate monomers, as seen in Fig. 5.2A, ahthe same time, a faster
loss in the total number of chains in Fig. 5.2D. This can be understoday noting that the GP
distribution contains a larger fraction of its monomers in longer chagwith * > DP © | but
larger fraction of its chains (and chain ends) in shorter chains with  DP ©. Recall here
that both the site LP approximation and the full chain delta- and Gawsian-shaped initial
distributions assume that there are initially no short chains at all, wheeas GP assumes
that the shortest chains have the largest concentrations rightdm the start. In the mixed
endo-exeacting enzyme system shown in Fig. 5.1, this di erence in the initial @in length
distribution does not a ect the hydrolysis rate signi cantly, sinceendo-cutting processes are
very e cient (see Fig. 5.1E) in quickly producing a large population of Bort chains, even
if short chains are initially absent. However, in the purelyexoacting enzyme system, the
di erence in the initial chain length distribution has a much more pronanced e ect on the
hydrolysis and chain loss rate, since it takes comparatively a much lper time for exocuts
alone to produce short chains from long ones.

The primary pathology of the LP approximation which manifests itselfin Fig. 5.2D
is that, for purely exoacting enzyme systems (and only for those!), the LP site number
formalism fails to eventually remove the chain endsx() from the substrate (.e. x, is

constant), even after all substrate monomersx{,) have been completely dissolved. The
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persistence of these "phantom chains" in the LP approximation wadi be of no consequence
if single-layer substrates are considered, as shown in Fig. 5.2D. loer, in the case of a full
multi-layer surface ablation model with hydrolytically evolving substate morphology and
a purely excacting enzyme system, this pathology currently still limits the appliability of
the site number formalism. Thus in LP-based site number simulation®if surface ablation
models purelyexcacting enzyme systems, we must restrict ourselves to a shonte limit
where only a few SAC surface layers are solubilized so that the acaudation of surface

phantom chain ends remains a negligible artifact.

5.1.3 Chain Length Distributions

Fig. 5.1E shows the common logarithm of chain length concentrationstribution pro le from
full chain model result, with mixed EG1-CBH1,2 enzymes, adopting Dta shape initial chain
distribution with DP © = 100, well within the LCL regime we introduced earlier. Time check
points are selected across hydrolysis process from 10min all theywi@ to 5640min, which is
equivalent to about 90% conversion. LP approximation predicts, wer LCL condition, one
should be able to extrapolate, near short chain neighborhood, Iargchain length concen-
tration with a linear logarithm relationship. As expected from the LP g@proximation, we
observe almost perfect linear function of, at least for short chain lengthsupto 80 90,
not only at early times, but this relationship remains throughout thewhole hydrolysis pro-
cess. We have also tested such short-chain Poisson behavior uvdeely varying parameter
conditions, including di erent rate and adsorption coe cients, di erent initial chain length
distributions Q(*) and initial DP (within LCL: DP © 's), and di erent enzyme con-
centrations and mixing ratios, and results all justi ed the legitimacyof LP extrapolation.
However, for the case of purexoacting CBH1,2 enzyme system, what is required in LCL
condition, i.e. most short chains are quickly generated bgndocuts are no longer satis ed.

For a pure exosystem that started o with a non-Poissonian initial distribution shape Q(")
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will generally not evolve towards a Poisson shape, while a global Poissonian initial shape
leads to exactly preserved Poisson shape thereafter, for angyme composition.

For these reasons, the LP approximation breaks down in purely exaating enzyme sys-
tems. Another indication of this breakdown is that the LP approxim#on incorrectly predicts
the chain (end) concentrationx, to be constant in time for a pure exo-system even though
the solid substrate monomer concentratiox, is decreasing. So, LP fails to account for the
fact that the exo-cutting activity at the chain ends must eventudly also lead to the disap-
pearance of each chain if each chain contains only a nite number obmomers. This artifact
also prevents us from using the LP approximation, and hence theaih formalism, to model
surface ablation by pure exo-systems in substrate morphology dwis. If the chains are not
properly removed from the surface then the phantom chain enddtleehind would eventually
cover up the entire surface and block further access to the remiag solid substrate material
underneath.

In the presence of non-negligible amounts ahdcactivity, a population of insoluble
chains ofall fragment chain lengths’ <~ ya, down to short chains with™ s, gets pro-
duced immediately by theendocuts and this population very quickly evolves a Poisson
distribution shape, regardless of the initial distribution shap&(’). Hence, in LCL the frag-
mentation kinetics becomes "universal”, that is, independent of inil distribution shape,
since a Poisson distribution shape is established, especially at shdrain lengths, long before
even a small fraction of the substrate has been hydrolyzed. Thisa explains why the mixed
enzyme system is much less sensitive to both initial DP in the LCL regimend to initial

chain length distribution shape than the pureexcenzyme system.

5.2 Hydrolysis Controlled by Morphology

Now we are going to present hydrolysis results with substrate mdrplogy included (6 0).
We consider four morphology models, SS, MS, MM82-1, MM82-2 assdebed in Sec. 4.4.

All four models are parameterized into the same degree of polymatibn DP ° = 300, and
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the enzymatic surface accessibility fractiofr® = 0:006. In the case of SS model, parameter
QTS incorporated as an ad hoc correction factor to counteract avexposed surface area,

a method Zhang & Lynd (Zhang and Lynd, 2006) adopted to reducEG1l enzyme-chain

accessibility for the actual substrate. All other parameters artaken directly from Table 1.

Fig. 5.3 shows results of three surface ablation modelse( MS, MM82-1 and MM82-
2) and the SS model withF® = 0:006 applied, for the complete hydrolytic conversion
process, using the low-concentration enzyme system E1. As illgtd in Figs. 3A by the
total monomer concentrationxy in solid substrate, the overall hydrolytic conversion in the
three surface ablation models is signi cantly slower than in the purehain fragmentation
single-layer model SS. Furthermore, there are signi cant di erezes in hydrolytic conversion
times between the three surface ablation models: MS, represegtia zero-width Gaussian,
hydrolyzes faster than MM82-2 with a nite-width Gaussian initial-si2 distribution; and
MM82-2 in turn, is faster than MM82-1 representing the much wideuniform initial-size
distribution: the hydrolytic conversion time increases with the widthof the initial SAC size
( (O)) distribution. Fig. 5.4 plots essentially the same quantities, but in E20 system.

In Fig. 5.3, the crucial point to emphasize here is that, imll four models, we have
assumed thesamechain fragmentation mechanism, with thesamekinetic rate coe cient
and enzyme parameters, and theamemacroscopic substrate parameters, that is, the same
initial molar amount of substrate xy (t(), the initial degree of polymerizationDP ) and the
same initial enzyme surface accessibility fractiors{?, respectively. Clearly, the hydrolysis
kinetics is very substantially dependent upon "other" factors, bgnd the rate coe cient,
enzyme adsorption or macroscopic substratp © and Féo)) parameters used in single-
layer chain fragmentation models (Okazaki and Moo-Young, 1978hang and Lynd, 2006).
The substrate morphology is one such critically important factor dermining the overall
hydrolytic conversion time.

It is evident from Fig. 5.3 that the simulation results within the morphdogic surface

ablation models (MS and MM) are similar to each other, but quite di erat from the non-
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morphologic SS model. From the inset of Fig. 5.3B and C, we can seevery short hydrolysis
times (up to  180min) the behavior of the three morphologic surface ablation meld is
almost identical As explained later, this characteristic time scale of 180min corresponds to
the hydrolytic fragmentation of the initially accessible fraction of shstrate material, residing
in the outermost SAC layers. While the three morphologic models divge from each other
thereafter, this divergence is much less pronounced than theirgfound di erences from the
non-morphologic SS model at longer time scales. In particular, the@m-morphologic model
predicts a much higher solubilization rate, which can be understood @ consequence of the
fundamental neglect of the obstruction of enzyme access to thleain ends.

The corresponding results for the E200 enzyme system shown in. gl are qualitatively
very similar to results from the E1 system: the three morphologic gace ablation models
have much longer hydrolytic conversion time than the SS model. Theealso signi cant di er-
ences in hydrolytic conversion times between the three surfacelaimn models. Due to the
200-fold increase in enzyme concentration, the reaction ratesascaled up, and the overall
times scales are scaled down, by a factor of order 100. From theeingure of Fig. 5.4B and
C, it can be seen that, even on very short hydrolysis time scales,etmon-morphologic SS
model is not a good approximation to the morphologic surface ablationodels for the E200
enzyme system.

Hence, the hydrolytic conversion of cellulose substrate is crucially practed by the sub-
strate morphology. The above results also demonstrate very cgathat non-morphologic
models can only be relied upon for the low-enzyme limit regime and only feery short time
scales, up to the hydrolysis of the initial accessible fraction of sukete material. On time
scales required to achieve substantial or near-complete hydratytconversion, or at higher

enzyme loading, non-morphologic models are likely to fail.
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Figure 5.3: Hydrolysis Controlled by Morphology - E1 system. Simulation results of the
MM82-1, MM82-2, MS and SS models, withDP © = 300 and F§°) = 0:006, for the E1 enzyme
system. Plotted as functions of timet are A: total monomer concentration in solid, Xy ; B: hydrolysis
rate jdxy =dtj; C: relative hydrolysis rate ¢; D: overall accessibility fraction F;

5.3 Two-Time Scale Behavior

Fig. 5.3B shows the conversion ratgdx, =df as a function of hydrolysis time for the E1
enzyme system. All four models show a very rapid rise in their initial owersion rate at very
early times. However, in the SS model, this rise continues unabatedtiiabout t  6600min

where a maximum rate is reached, followed by a decline on a similar timeak through
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Figure 5.4: Hydrolysis Controlled by Morphology - E200 system. Simulation results of

the MM82-1, MM82-2, MS and SS models, withDP @ = 300 and F{ = 0:006, for the E200

enzyme system. Plotted as functions of timg are A-D: see descriptions of Fig. 3; E: concentrations
of total éurface exposed N sitesxy(t) Xn: (t), total surface exposed non-reducing ends,
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completion of hydrolysis until about 11000min. By contrast, in the ltiree surface ablation
models, the early rapid rise is abruptly arrested and a much lower miaxum rate is reached
already at a much earlier time,t 180min, followed by a very slow drop-o for about
25000 60000 minutes, consistent with the overall much longer conversidimes in the
surface layer ablation models. These results strongly suggest tilae hydrolysis kinetics in
the surface layer ablation models exhibits two quite distinct charaetistic time scales: the
very short, early-arrest time scale, and the much longer hydrolggscompletion time scale,
indicated, e.g, by the 90%-conversion times.

This two-time-scale behavior is also clearly seen in Fig. 5.4B, for the 2enzyme system,
in all three morphologic surface ablation models, indicating that this is common feature
of the morphologic models, regardless of enzyme concentratioifie result in Fig. 5.4B
is qualitatively very similar to that of Fig. 5.3B, with approximately 100fold reduction in
time, as mentioned before. The early arrest of the reaction rate the surface ablation models
occurs at  1:7min.

In the surface layer ablation models, the steric obstruction of eyme accessibility is
not "mimicked" by the ad hoccorrection factor as was done in previous modeling studies
(Okzaki and Moo-Young, 1978; Zhang and Lynd, 2006). Ratheleduced accessibility results
naturally from the actual substrate morphologyi,.e., from the fact that only surface-exposed
sites are available for enzyme adsorption. Inspection of the earlgrest and downturn of the
ablation rate, near 180min for the E1 enzyme system and 1:7min for the E200 enzyme
system, in simulation results Fig. 5.3B and 5.4B of the three surfacélation models reveals
that this time corresponds to a 0.6% conversion of total substrat for both enzyme systems;
and this 0:6%-fraction is exactly equal to the initial fractionF, = 0:006 of substrate material
exposed in the outermost SACs layers at the start of hydrolysis.dfce, the early-arrest time
scale, for both enzyme systems is clearly associated with the hylgtim chain fragmentation

and ablation of the outermost SAC layer.
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Up to this "outermost layer ablation time", enzymatic cuts ofendceacting EG1 generates
a large number of new chain ends, compared to initially existing nativenain ends, which
stimulates the activities of exaacting CBH1 and CBH2. This cooperative work between
endoexo enzymes causes the rapid increase in the production rate of sdéulnligomers
seen at early times in the insets of Fig. 5.3B and Fig. 5.4B. This is also dlgashown in
Fig. 5.4E, wherexy,, and xy decrease monotonically, ana;, shows a rapid rise during the
early hydrolytic stage, with a time scale equal to that of the early+aest time scale seen
in jdxy=dt. After that early-arrest time, the steric obstruction by only patially ablated
overlaying material a ects and persists for all subsequent layettseing ablated and hence
controls the ablation rate for the entire remaining hydrolytic convesion time. Consequently,
the rate of new surface exposure, thatistheR  ( )on. ( )-term in Eq. (4.7), not the
enzymatic chain fragmentation, is the rate limiting factor for most 6the remaining hydrolytic
conversion time. This result clearly has technological implications: tsubstantially improve
the performance of hydrolytic conversion, one may have to consithot only a re-engineering
of the available enzyme systems, but also a re-engineering of théstuzate morphology.

For ablation of the outermost SAC layer, only the total surface aa, or surface site
concentration, and the total ablation rate from all SACs of all gemetry classes combined
are relevant. Consequently, the MM and MS models of identical initidF,-, Xy- and DP-
values should exhibit the same early-arrest short-time behavioriaing from the outermost
layer ablation. However, on the much longer overall hydrolysis timecales the three surface
ablation models are evidently very di erent from each other, sincehe replenishment rate of
digested substrate material at the SAC surfaces in these modelgyiste di erent because of
the e ects of the di erent morphology distributions and their evoluion under hydrolysis. As
shown in Figs. 5.3A and B, the overall hydrolysis time scales show selefold di erences
between the three morphologic surface ablation models. This can éasily understood since
the overall conversion time is controlled by hydrolysis of the largeze SACs. Hence, even

though the initial accessible surfacey and F,, is the same in all three models, the uniform
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MM82-1 model contains a larger fraction of its substrate in large $¥s than the Gaussian

MM82-2 and the (Delta-function!) MS model.

5.4 Hydrolysis Slow-Down and Morphology Evolution

Rapid decline in cellulose hydrolysis rate, and in the corresponding jplaction rate of soluble
glucose equivalent, as shown in Figs. 5.3B and 5.4B, is a feature thatshbeen frequently
observed in real hydrolysis experiments, and is referred to as hgltysis slowdown in gen-
eral.(Desai and Converse, 1997; Horeg al., 2007; Lyndet al., 2002; Yanget al., 2006; Zhang
and Lynd, 2004). Some part of this e ect found in real substrate has been attributed to
a loss of enzyme activity, either due to enzyme degradation/inactition or due to enzyme
inhibition by the hydrolysis-generated soluble monomer and oligomerguucts. However,
the experiments, in which neither enzyme degradation/inactivatiomor product inhibition
appears operative, suggest that a signi cant part of the e ect isn fact due to hydrolysis-
induced changes in the substrate itself that can not be explained hyss of enzymatic activity
or product inhibition (Valjamae et al., 1998; Zhang et al., 1999). Zhapet al. (1999) explained
that by declining substrate reactivity caused by substrate hetegeneity, where more easily
degradable substrate was depleted. Valjamae et al. (1998) tried ¢xplain the rate decline in
terms of steric hindrance due to nonproductive cellulase adsorptioas well as surface ero-
sion after extended hydrolysis. Some studies (Desai and Coneer$997; Yanget al., 2006),
however, showed that the substrate is as reactive as its initial $& implying that substrate
reactivity is not the cause of the slowdown in hydrolysis. Thereforéhe cause of hydrolysis
slowdown is still uncertain, and whether or not there is a change in Isstrate reactivity is
also in debate.

Zhang and Lynd (2004) stated that "It is widely observed that theheterogeneous struc-
ture of cellulose gives rise to a rapid decrease in rate as hydrolysipgeeds, ...", and "... it
would seem logical to expect that the declining reactivity of residualellulose during enzy-

matic hydrolysis is a result of factors such as less surface area dader accessible chain
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ends ...". Indeed, our present simulation results of morphology-dving surface ablation
models con rms these expectations. As shown in Fig. 5.4E, botty, (which is a measure
of exposed accessible surface area) and(after the short outermost surface ablation time)
decrease as hydrolysis proceeds. Please note that in our simulatioeither enzyme degrada-
tion/inactivation nor product inhibition are present. Thus the heterogeneous solid structure
of cellulose,i.e., the steric obstruction of access to the inner, below-surfaceaths, does
contribute to the phenomenon of hydrolysis rate decline in our molespeci cally, from the
Egs. (4.5) and (4.4), the rate of solubilizatiorjdxy. ( )=dtj for SACs of size is roughly
proportional to their surface areaxy. (). Since the exposed surface of every individual
SAC will shrink as the hydrolysis proceeds, the total exposed sade area, thus the total
solubilization rate jdxy=dt will decrease.

However, solid substrate structure heterogeneity alone can natplain the whole picture.
As we can see from Figs. 5.3B and 5.4B, the extent of the loss of dudit® reactivity is quite
di erent among the three morphology models. Among them, the MMB-1 model exhibits the
deepest depression from loss of substrate reactivity, while the M&del exhibits the least
amount of reactivity loss. As discussed before, the MS and MM82riodels represent two
limiting cases of the Gaussian MM model, namely the "zero-width" limit ad the "in nite-
width" limit" respectively. A real morphology size distribution would likely fall in between
these two extremes. In the MS model, all SAC units of the substmathave the same initial
size and the same size at any time along the hydrolysis, as enzymatidface ablation shrinks
every SAC size and so does its accessible surface area. As a rethdte must exist some
other mechanism that also contributes to the relatively steeper dine in cellulose hydrolysis
rate in the MM82-1 model.

To further analyze the di erences between the three multi-layerwsface ablation models,
we have plotted in Figs. 5.3C and 5.4C the relative substrate hydrolgsrate ¢, for E1 and
E200 enzyme system respectively,

1dXV .
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In Figs. 5.3C and 5.4C, the early rapid rise is again arrested in all thresibstrate ablation
models at the outermost layer ablation time. Beyond that point, . in the MM82-1 model
drops noticeably below its early arrest value; ¢ in the MS models continues to rise, albeit
with a markedly slower growth rate; and ., in the MM82-2 model falls between MS and
MM82-1.

The decline of . seems to indicate a decrease in the e ective substrate reactivitgrf
the uniform initial-  distribution model MM82-1: the hydrolysis ratejxy =dfj declines faster
than the remaining substrate concentrationxy itself. This is the model with the widest,

© " extending with uniform weight from © = 20 to

distribution of initial SAC sizes

(8°2> = 1640. By contrast, in the MS and MM82-2 model, where all SAC unitef the substrate
have either the same initial size or a narrower, Gaussian size distrtlmn, there is no, or only
a very weak ¢ depression.

In Figs. 5.3D and 5.4D, we show the hydrolytic evolution of the overadiccessibility frac-
tion F,, for E1 and E200 enzyme system respectively. For the zero-widdlstribution MS
model, F, increases monotonically; for the nite-width Gaussian distribution MM82-2 model,
F, at rst declines very slightly for a short time and then increases; ahfor the widest uni-
form distribution MM82-1 model, F, declines most strongly and it has the longest duration
of decline. Hence, the depression &%, increases with increasing width of the morphology
distribution. The proportionality of solubilization rate and surface aea also implies, by Eq.
(5.1), that the relative hydrolysis rate ¢ is proportional to the accessibility fractionF,.
Hence, a decline oF, during early hydrolysis implies a corresponding decline in.

To understand why MM82-1 and MM82-2 models exhibit a decline in thecaessibility
fraction F, and thus a depression in the relative hydrolysis rate,, Wen (2009) attributed
the di erences to "morphological heterogeneity". He suggestethat the heterogeneity in

substrate sizes leads to a preference of hydrolyzing smaller SAGtsinthus leads to the loss

of overall accessibility fraction. Model MM82-1 has essentially langamount of smaller SAC
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units than its counterpart MM82-2, therefore more surface-teolume ratio are lost, which
induces a steeper decline iR,:

It has been proposed in previous studies that cellulose material ¢aims two types of
cellulose fractions that di er distinctly in their susceptibility to cellulase enzymatic attack.
The basic idea here is that some types of,g., amorphous, cellulose are easier to hydrolyze
and other types, of, say, highly crystalline cellulose, are harder toydrolyze (Gonzalez et
al., 1989; Nidetzky and Steiner, 1993; Scheiding et al., 1984). Thug,a (hypothetical)
material contains both a substantial "fast-hydrolyzing"and a substantial "slow-hydrolyzing"
substrate fraction, the fast early hydrolysis of the "fast" subsate results in the decline
in hydrolysis rate at later times when only the "slow" substrate fraton remains. This
"two-substrate" hypothesis attributes the di erence of substate reactivity speci cally to
the di erences in the crystallinity of the two hypothesized fractiors (Gonzalez et al., 1989;
Nidetzky and Steiner, 1993; Scheiding et al., 1984). However, thigfure has not yet been
experimentally supported (Lynd et al., 2002). Although the existete of two (or multiple)
substrate fractions of di erent reactivity within real pre-hydrolysis materials is presently
uncertain, our simulation results imply that there do exist di erent hydrolysis rates among
di erent substrate fractions, which are di erentiated simply by vdume, surface size and
surface-to-volume ratios of their respective accessible subs¢raompartments. The fact that
most of the substrate surface in real cellulosic materials is indeedngarised by internal
surfaces (Zhang and Lynd, 2004), strongly suggests that thiggposed "fractionation of

substrate reactivity by geometry” may in fact be a ubiquitous feaire of these materials.

5.5 Enzyme Concentration Scale-Up

The E1 enzyme set used above corresponds to a low-enzyme limitisispeculated that the
amount of cellulase required to achieve reasonable hydrolysis rate feal applications can
be substantial (Lynd et al., 2002). Speci cally, Mandels (1985) estimated that fol. Reesei

cellulase system, 3% by mass of the initial amount of cellulose is reqdirédlere, we have
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examined the cellulose enzymatic hydrolysis process in a mimic industrenvironment by
using the E200 enzyme set, with a 200-fold increase in concentragan relative to the E1
set.

The corresponding results for the E200 enzyme system shown in .Figd4 are qualita-
tively very similar to those shown in Fig. 5.4, except for the overall, ggoximately 100-fold
reduction in time scales already discussed. Note that the reactiopeeds should scale exactly
linearly with enzyme concentrations as long as the enzyme-subsé&asystem remains in the
low-enzyme limit. However, the E200 system is already in the intermiadie-to-high enzyme
regime where the enzymes compete for available substrate siteher than substrate sites
competing for enzymes. Consequently, the scale up in the reactispeed in going from E1
to E200 is neither exactly linear nor is it the same in all the four modelnoall time scales.

An analysis of the initial enzyme adsorption equilibrium shows that théree N and L site
concentrations decrease from 99% in E1 to around 50% in E2@6,, almost 2 fold, relative
to the total N and L site concentrations. On the other hand, the dsorbed enzyme fractions
do not change much for theexoacting enzymes, CBH1 and CBH2, and decrease from 53%
in E1 to 37% in E200 for theendoacting EG1. As a result, the initial concentration of ES
complex, and hence the initial enzymatic cutting rates, show a 2G6kd scale-up for CBH1,2
and a 139-fold scale-up for EG1 in E200 in relative to in E1, provided d@hthe reaction rate
coe cients remain unchanged.

The depression of ¢ in the MM82-1 model is somewhat more pronounced in the E200
system. A weak and brief ¢-depression is now also seen in the Gaussian-distributed MM82-
2 model in Fig. 5.4C. Both of these results suggests that higher gnze concentrations
tend to favor hydrolysis slow-down behavior. This is probably due tgreater cooperativity
betweenendc enzyme andexo enzymes under high enzyme concentrations, in consistent
with experimental studies (Nidetzkyet al., 1994; Woodwardet al., 1988). As we can see,
both the hydrolysis rate and the relative hydrolysis rate are muchigher in the E200 system

after the initial rapid rise, compared to those in the E1 system, asewn in Figs. 5.4B and
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C and 5.3B and C. Thus, more and faster surface ablation on relatlyesmaller size SACs
can be expected in the E200 system. This leads to more di culty of fistrate sites supply
after the initial highest rate, and consequently the deeper declina the hydrolysis rate, in
relative to the lower E1 enzyme system.

For industrial applications, there is of course always a trade-o Weeen the cost of
enzyme concentrations added and the bene t from better pemmance of the operation using
more enzymes. To explore possible performance optimization apptioas of our modeling
approach, we have also simulated, in addition to the E1 and E200 sgsis, an enzyme
system, labelled E200/50, where only EG1 is increased 200-fold, iLBH1,2 are increased
only 50-fold. The 90% conversion time in this E200/50 system di ers by Ieghan 1% from
that in the E200 system. Thus from an economic point of view, one @hld never use the
E200 enzyme system in an industrial application, since lower enzymgage in E200/50 gives
the same performance.

While the E200/50 system's enzyme composition deviates from thetnaally occurring
composition found in living microbial cells, this does not necessarily me#hat the natural
composition is not at optimum underin vivo conditions. It is possible that the enzymatic
activities exhibited in vivo are di erent from technologically relevantin vitro environments,
and that they may be subject to regulation by the cells. Thus, it is qite possible that sub-
stantial improvements of hydrolysis cost/performance under thnologically relevantvitro
conditions can be achieved by our modeling approach, even for emeysystems that have
already been optimized, by nature, folin vivo performance. If process operation and eco-
nomic parameters are available our modeling framework can provideuseful tool for a more
detailed process optimization and design, by allowing us to performstgmatic computa-
tional searches of parameter space for optimal processes andyene utilization. This will

be the focus of future work.
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5.6 Quasi-steady state Analysis

In previous section, we have demonstrated two-time scale behavexhibited in the conver-
sion rate jdxy=dtj as a function of hydrolysis time: after a steep rise of hydrolysis mtit is
abruptly arrested at some maximum rate and then gradually drop taero that spans over the
rest of hydrolysis process. This two-time-scale behavior can alse imterpreted as the very
rapid establishment of a quasi-steady state (between surfaceagh fragmentation and new
surface chain exposure rates) , followed by a very slow graduatdg of the substrate particle
size  through a series of such quasi-equilibrated surface states. Thuge propose here an
approximate quasi-steady state treatment to model this quasigeilibrated decay over long
time scales. In this approach, the quasi-steady state is assumexlie already established
from the very beginning and the very short, rapid initial build-up pha&e of the quasi-steady
state is neglected.

Before we present quasi-steady state for-
malisms and related algorithm, we rst make
an analogous example to help illustrate the
purpose behind this approach. Suppose we
have a tank with a stream of water pouring
in from the top at a constant rate or very
slowly varying rate of Vi,(t); and at the
same time, the water is leaking from the
bottom at a rate that is proportional to
the height of liquid contained in the tank
h, and can be expressed a8, = ouh.
(lllustrated in Fig. 5.5) Both rates are mea-
sured in units of volume / time. Assume we

i . Figure 5.5. Quasi-steady state in water
start with an empty tank, the tank will be

) ) ~ tank example. Quasi-steady state state in water
slowly lled with water, until to some equi-
tank where the rate of water pouring in equals the

rate of water leaking out at the bottom.
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librium state where the rate of water pouring
in approximately equals the rate of water
leaking out. Let us consider a very short time intervadt, during which the change ofth

is given as:
S dh = (Vin(t) Vou)dt=(Vin(t) outh)dt (5.2)

where S is denoted as the cross section area of the tank. Straightforwidy, for the purpose
of solving forh at equilibrium, we set ch=dt to be zero. Via Eq.(5.2), after rearrangement,
we have

@ _ Vin(t) outh —

dt S
h \Y in (t)

out

0 (5.3)

(5.4)

The quasi-steady state approximation is valid here if the relative rat of change of the

in- ow is very slow compared to the equilibration rate constantj.e., if (1=\,)dV,, (t)=dt

out=S. The quasi-steady state approximation reduces di erential ratequations to algebraic
equations. In this simple example, we are able to obtaim(t) without even having to solve
any di erential rate equation. Following the same reasoning, we wdi like to see if we can
simulate the hydrolysis as a whole without its initial setup phase.

We rst discuss the setup in chain number formalism, which is consisteof a close set of
equations from Egs. (4.27) and (4.9). Following aforementioned aduasion that hydrolytic
evolution is inert to pre-hydrolysis substrate chain number distribtion, we conveniently
adopt here the delta function initialization where all substrate chaimumber are of the same
length, “© . In light of quasi-equilibrated water tank analogue given above, weetsG (7) in
Eq. (4.27) to be O:

b3
GOH=&C) R ()QG )= QG )=0 (5.5)

i="s
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It is important to notice that with normalization condition inherited fr om P (*) con-

struction, it is obvious that the following equality holds true:
Yia Noax
P()=1 P () s mid  max (5.6)
v NI
Rewriting Eqgs. (4.10) using Eq. (5.6), via Eq. (4.27), we can thus seor G () recursively
from "ax t0 "5 given the value of . With a complete pro le of G (*) in hand, through Egs.
(4.16)-(4.18), one can calculat®, which in turn enters into Eq. (4.9) for  rate equations.
All G (°) are thus eliminated as dynamical variables from the rate equatiorystem. They
are now algebraically dependent on the -variables. The resulting closed set of rate
equations generates the full time evolution of all chain number vatigesG ().
In site number formalism, the number of independent variablese. ,x.. ,G ('s) and
G (‘s + 1), is much smaller than in the chain number formalism with LP approxination.

Their aforementioned coupled rate equations are now set to equain our quasi-steady state

analysis:

|,2<
1

R, R ()a ()=0 (5.7)

X
Ny Xy 202 P(kk) O C 1P()
k="s

+ X; Xi; P (‘ + kX) P (‘)

G ()

+ v, x;, P(C+ky) P()

=0 for "= g 'g+1 (5.8)

Again, under LP approximation, there is no surface exposure terantering rate equations for
G (s)and G (‘s+1). Egs. (5.7)-(5.8) then form a closed set of quasi-steady statequations
under site number formalism.

Fig. 5.6 shows four complete hydrolysis pro les for MS model with DP$00, 300, 1000
and 2000, respectively. Enzyme concentrations, substrate initimorphology data ( °, xv),

among other variables are directly calculated from Table 1. (We areapping the subscript ,
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Figure 5.6: Quasi-steady state analysis. Comparison of the MS model results from exact
chain number formalism against quasi-steady state models ith chain-number and site-number
formalisms, respectively, under di erent initial delta chain length distributions, for the mixed EG1-
CBH1,2 enzyme systems. All enzyme concentrations are adogd from Table 1 directly (E1 system).
In panels A-E, although almost indistinguishable, full lines, dashed lines, dot-dash-dot lines and
dash-dot-dash lines are for exact chain number results wittbP = 100, 300, 1000 and 2000; square
represents the simulated data from quasi-steady state siteumber formalism and cross represents
that from quasi-steady state full chain formalism. A: total monomer concentration xy (t) in solid
versus time t; (B) hydrolysis rate jdxy =dtj; (C) relative hydrolysis rate ; (D) overall accessibility
fraction F5; (E) concentration of soluble monomersxg(t) in solid versus time t.
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since we are dealing with MS model with single geometry here) Fig. 5.6/01s the relation-
ship between total monomer concentrationx, ) versus time. As foregoing analysis shows, for
hydrolytic processes among di erent DP but otherwise identical nrphologic surface abla-
tion models (identical F5, Xy ), complete hydrolysis pro le should look very similar to each
other; in other words, these four situations only di er from each ther by how chains are
segmented within their respective substrates, and only di er on #hinitial concentrations of
X_. Therefore, the general rates at whiclendoacting enzymes cut chains are roughly the
same, as well as the replenishment rate of digested substrate er#l at the SAC surfaces.
Consequently, the hydrolysis pro le almost overlap with each othemwith minor di erences
for complete hydrolysis time, which can be easily explained by small desjties in exoacting
enzyme activities.

Overall, it is very clear that both quasi-steady state in site numberdrmalism and full
chain formalism reproduce the exact full chain solution quite well. Thénlet in Fig. 5.6A
magni es within a certain time frame, further indicating the good ageements between exact
solution and our approximated quasi-steady state solutions, withhe di erences being at
most 1% across all di erent DP values tested. However, according the inlet in Fig. 5.6A,
the approximations unanimously tend to underestimate the exacbtution at corresponding
time t. Such agreements are also observed on other quantities includirng thydrolysis rate
in Fig. 5.6B; relative hydrolysis rate in Fig. 5.6C; overall accessibility tdor in Fig. 5.6D and
soluble monomer concentrations in Fig. 5.6E.

It is critical to notice, in Fig. 5.6B we show the quasi-steady state gwoximation for
conversion ratgdxy =cd] for the same four situations described above. Similar to what we rav
observed before, the exact solutions exhibited a rapid rise followkg a sudden arrest, which
leads to a very slow decaying plateau phase. The abrupt arrest indrplysis rate signi es
the turning point where all surface exposed monomers have beeagimented, and then the
surface exposure term begin to dominate the hydrolysis procestowever, the equilibrium

establishment is completely circumvented under quasi-steady steepproximation. For quasi-
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steady state data points, we observe an almost linear extensiomrn prehydrolysist® onto

where would be the turning point for exact solutions. This is as if eveor the outer most layer
on each SAC surface, starting from the beginning of hydrolysis, ¢hrate of monomer/site
concentration loss from fragmentation is almost the same as theteaof newly exposed
monomer/site from surface ablation, hence a series of quasi-stgastates, throughout the

whole hydrolysis process.

5.7 Degree of Synergy

We previously studied a system with a mixture of EG1 and CBH1,2 enz\arsystem, as well as
systems under the e ect of pure CBH1,2 enzyme to test the LP apgximation. Theoretically
speaking, any substrate is susceptible to hydrolytic e ect from dalase systems, with almost
any combination possible. Simply a matter of time, either purendo or pure exo or a
mix of both will attack their respective adsorption sites on celluloseand eventually break
down all substrate into glucose or cellobiose. However, as evolutjgmogresses, mother nature
created a pot of di erent enzymes, with their functions closely retad or even overlapping
sometimes, that generates an optimal result. This additive e ectamong many enzymes are
called synergism.

We are interested in nding out how prominent synergism acts betvesm three enzymes
from Trichoderma reesei EG1, an endoacting enzyme adsorbs toX -, Y- and O-sites in
our ve site model while CBH1,2, asexoacting enzyme, only adsorbs tX -(for CBH2) and
Y -(for CBH1) sites respectively. While the majority of chains are of tegth on a higher order
of magnitude than s, most sites on cellulose substrate ard -sites and thus only accept
adsorption from EGL1. This creates less of a competition betweenrée enzymes than a
situation where most chains are now on the same order as where the ratio betweenN -
sites andX -/ Y -sites are considerably smaller and it is more likely f@ndo acting enzyme
EG1 to attack X -,Y -sites. These two di erent scenarios are likely to happen at the ver

beginning of hydrolysis and towards the completion of hydrolysis, spectively.
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Our approach focuses on di erent concentration ratio betweerhe above three enzymes.
In order to be consistent with Table 1, we de neu; to be concentration of EG1, in units of
mmol/L; u, to be concentration of CBH2, andus to be that of CBH1. Then we construct

three constantSui, , 1 and » from:

Uota = U7+ U+ U3 (5.9)
e (5.10)

us + ug
, = U (5.11)

us + ug

where the superscript® denotes the values calculated from Table 1. For the purpose of
identifying enzyme synergism betweeendc and exo-acting enzymes, we are keeping the
ratio ; and , de ned above constant while twitching the enzyme ratios between@Ll and
the sum of CBH1,2. First, let us introduce variable 2 [0; 1], with O stands for pureexo

enzymes system and 1 entirely consisted of pueadoenzyme.

Up = U total
u, = 1(1 )Utotal (5.12)
Us = 2(1 )utotal

with  =0:0 to 1:0, with an increment of Q1.

Degree Synergy (DS) is a quantity de ned to indicate the degree oboperativity between
enzymes and can be formulated as the ratio between hydrolysis edtom enzyme mixture
and the sum of hydrolysis rates from each individual enzymes. In iooalculations, we dif-
ferentiate enzymes only to the extent oéndc vs. exoactivities. Depending on the common
factor between all hydrolysis rates, we can calculate DS based oydiolyzed monomer con-

centration or hydrolysis time respectively, formally shown as:

t 1
DS[ mixture (5 13)
tenldo +1 exlo
DSxV XV;mixture (5.14)

XV;endo + Xv ;exo
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wheretmixwre » texo and tengo denote the amount of time it takes to reach the same substrate
conversion rate within each enzyme con guration; while Xy .mixture s Xv:endo @Nd  Xv:exo
stand for total hydrolyzed monomer concentrations for the saentime checkpoint in each
respective enzyme con guration.

Fig. 5.7 shows results of degree synergy calculated in full chain gusteady state model,
using the low-concentration enzyme system E1. Fig. 5.7A illustrateBS; evaluated at
10% and 90% hydrolysis conversion time checkpoints; Fig. 5.7B shodS,,, according to
hydrolyzed monomer concentrations at 10% and 90% hydrolysis @ersion time checkpoints
for mixture enzyme system. Both gures show a degree synergyrder than 1 across all
enzyme concentration pro les, ranging from pure endo to pure ex This suggests that at
least to some degree, there is synergism observed between emibexo activities, regardless
of their respective concentration ratio. It is quite noticeable thatalso in both graphs, there
is a peak situated immediately after pure-endo ( = 0) enzyme con guration, and DS
value then sharply depressed into a neighborhood near value of fLid equivalent to say
that, under low enzyme concentration, maximum synergy is achiavevhen the majority
of enzyme concentrations X 90%) are contributed by excacting enzymes. This result
agrees quite well with what Converse (Converse, 2004) have fduim a sense that under
low enzyme concentrations where the majority of sites are unabbed with enzymes,exc
activity from CBH1,2 does not depend on chain ends produced froendo enzymes. Thus
hydrolytic productivity should be proportional to excacting enzymes that chops o chain
ends into soluble oligomers. Furthermore, we have also studied varsoother proportionally
increased/decreased enzyme systems (relative to E1). The iés@are exactly replications of
what we have found in E1, as reaction speed scale accordingly wittegme concentrations
as long as we restrain ourselves strictly in the low-enzyme limit.

For degree synergy comparison between di erent time checkpasntwe have noticed, in
both gures, earlier time checkpoint exhibits a higher degree of sgngy than later time

checkpoint. Such phenomena is only noticeable in Fig. 5.7A for high D&lwes {.e., 0
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0:2), but much more pronounced in Fig. 5.7B. This can be straightforavdly explained,
again, as a loss of substrate sites to enzyme ratio during the hytrsis. In an extreme
case, where very high enzyme concentrations almost occupy adlefrsites on substrate SAC
surfaces, we expect to see competitions betweendo and exaenzymes to an extent where
DS value calculated would start to dampen. It is then our future wdk to involve solving the
full enzyme-substrate equilibrium equations, and study the degeeof synergy under medium

to high enzyme concentrations.
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Figure 5.7: Degree of Synergy.  Simulation results of Degree of Synergy, de ned in Eq. (5.1B

(5.14), in MS model with full chain quasi-steady state, for the E1 enzyme system. (A)D$ vs.
(B) DSy, vs.



Chapter 6

Conclusion

We rst developed a general theoretical framework modeling enmatic hydrolysis on solid
substrates. Unlike our predecessors, for the rst time we coupleenzymatic fragmentation
with time-dependent substrate morphology. This formalism explicitlyincluded how enzy-
matic degradation can a ect the size of substrates, and how the arphology evolution in
turn impact on hydrolysis rate. Other than that, an essential feare of this formalism is
its ability to capture the e ects of random spatial substrate heteogeneity, present in all
pre-hydrolysis/pretreated substrates. Among these, we hawecknowledged in our model:
random distribution of enzyme-accessible internal surface areasaciated with randomly
sized SACs in the substrate morphology; random spatial distributioof non-cellulosic con-
taminants within SACs; and/or random spatial distributions of the ducan chain degree of
polymerization; random spatial distributions of the degree of chaiordering; and random
distributions of hydrolysis time scales result from all the foregoingandom spatial inhomo-
geneities of the substrate. To account for all above mentionedn@omly distributed substrate
geometries, we introduced SAC geometry and then represent macroscopic substrate as a
population of discreet SAC geometry classes. We adopted georgetpeci c layer variable
to describe SAC sizes and its rate equation governs time-depend8AC geometry evolution.
Based on previous work (Zhang Lynd, 2006), we enhanced full an@aumber formalisms
with our surface ablation model, in which the ad hoc factor has beeeplaced with surface
exposure term, that is essentially governed by time evolution. To further illustrate chain
fragmentation kinetics, we invented the site number formalism wherwe keep track of site

concentrations, which is on the order ofc, whereas in full chain formalism, variables relating
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to chain length concentrations could easily go beyond hundreds, ibinthousands. This site
number mechanism thus bene ts us with a signi cantly reduced-siz& DE system, compared
to earlier conventional chain number representation, at a small jwe of losing detailed chain
length distribution pro les during the hydrolysis. Both formalisms open up a new gateway
to simulate hydrolysis beyond initial conversion stage, extended @ simulation of full near-

complete substrate conversion process.

We rst tested our site number formalism against exact full chain fonalism, and estab-
lished fundamental equivalency between two formalisms. Also, lodabisson approximation
was well validated under various combinations of model parameters

Then we simulated on surface layer ablation models and observed in M@V82-1 and
MM82-2 models two distinctive hydrolysis time scale: the charactetis short single outer-
most layer ablation time and the much longer overall hydrolysis time. Ae short single-
layer ablation time scale corresponds to an early rapid rise in hydrolgsrate jdx, =dj,
which is suddenly arrested at a maximum hydrolysis rate and followed/la much prolonged
complete hydrolysis process. This phenomena is inevitably an consewgce of hydrolyzing
solid substrates where inner substrates are not accessible toyenatic attack until outer
layer are ablated. We refer to this asubstrate solid structural heterogeneity

Moreover, we have proved hydrolysis process largely depend ondam substrate mor-
phology. We, again, adopted three surface ablation models, wheve kept the same speci c
accessible internal surface area, the same degree of polymeratthe same hydrolytic
enzyme system with the same rate coe cients, but only varying thesubstrate morphology
distribution, with MS being an extreme delta distribution, MS82-1 beig another extreme
with truncated uniform width distribution and MS82-2 the Gaussian kaped morphology
distribution. Among three models, we witnessed vast di erences irverall hydrolysis time,
maximum hydrolytic rate, overall accessible surface evolution, ettt is only natural to sug-
gest that, in addition to substrate solid structural heterogeneyt it is equally important to

recognize the e ect ofsubstrate morphology heterogeneitin reality, these two e ects could
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be operational along with product-inhibition, substrate-induced mzyme inhibition factors,
in bringing about the observed hydrolysis slow-down phenomena.

In regards to short-time scale phenomena, we proposed a qudsady state analysis that
approximated the hydrolysis as a whole with a series of quasi-steastates. This approach
circumvents modeling the rapid equilibration processes on very eashort time scales, but
gives accurate results on long time scales to near-complete suétrsolubilization. The quasi-
steady state results are in excellent agreement with the exact stan.Lastly, we investigated
the synergism between EG1 and CBH1,2, and observed clear evidefar cooperativity under
the low enzyme concentration regime.

Overall, our modeling approach opens up a new perspective into celkitohydrolysis pro-
cess that not only we extended reliable hydrolysis simulation to a neaompletion state, but
also accredited "substrate solid structural heterogeneity" antsubstrate morphology hetero-
geneity" for hydrolysis slow down, which is universally experienced indastrial production.
However, our work could be substantially validated/enhanced if futre experimental research
shall lend insight into hydrolytic evolution of critical substrate and tydrolysis parameters.
(e.g.overall accessibility fraction, surfaces-exposed degree of podyimation. Given the avail-
ability of these data, we will then be able to directly compare our modlesimulations to
real experimental data. Furthermore, as we stated earlier, thenportance of substrate mor-
phology distribution renders further investigations into substra¢'s macroscopic/microscopic
structure of essential importance. Combined with above all would evhave a more clear

picture and detailed understanding of the hydrolytic conversion picess.



Nomenclature

a. ,A.. decomposition parameters used in Egs. (3.31) & (3.34)
b. ,B decomposition parameters used in Egs. (3.31) & (3.34)
By. molar volume prefactor, C oy.
C class- SAC concentration, mM

(moles of SACs in class- per reactor volume)

Cv: volume prefactor to calculateny .

da- ablation dimension for class- SACs

d ,D.. decomposition parameters used in Egs. (3.31) & (3.34)

Dxv -density distribution function of xy.

Fa fraction of accessibles; for class- SACs, ny. =ny.

Fa overall accessibility fraction of accessibl&,, ny=ny

f. type- site fraction on class- SAC surfaces, n. =ny

g. native type- site fraction in class- SACs

G, anhydro-glucose CgH 1005) monomers

G glucan chain consisting of G; units

G () concentration of G- exposed on class-SAC surfaces, mM, C H (')
H () number of surface-expose®- per class- SAC

k, kO number of G;-monomers in a glucan chain or chain fragment

Gy or Gyo, respectively

ki, (kr) length of terminal chain segments at thed_-end (R-end),
which are devoid ofO-sites, in the CCE model

kx, (Ky) site position from L-end (R-end) where exo-L (exo-R) act at

number of G;-monomers in an insoluble glucan chai-
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\L’ (\R)

LR

MMD

N, (k)
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minimum insoluble chain length

average chain length for chains exposed on clasSAC surfaces
length of terminal segment thatL-end (R-end) can a ect
wmoL+tr 1

Tomax(s; Lt R 1)

¢ max(s; L+ R l)+max( 'L r) 2

e max(;r) 1

b c but’p ¢

adsorption coe cient for ( ; )ES complex, 1/mM

number of (; ) ES complexes per class-SAC

population size of SAC geometries

number of G; exposed at the surface per classSAC

number of type- sites at the surface per class-SAC

number of dissolvedG; produced per class- SAC

total number of G; contained per class- SAC

average number of type- sites per glucan chairGy,

in class- SACs

mean increment of type- sites on class- SAC

surfaces per -bond being cut

increment of type- sites produced by a bond cut
generating a Gg; Gko) chain fragment pair

contributions to probability for nding type- , on class- SAC
surfaces from the interior,L -terminal and R-terminal segments
from short chains with™ " g, respectively

probability of a randomly selected insoluble glucan chain,
exposed on a class-SAC surface, to contain’

G; monomers; H (7)=n_.



P (k;kS )

P (k;ky; +1)

P (jkik% )

Q ()

Vs; (k)
V(! kK

probability that a bond randomly selected from the superchain
is a -bond, andthat this bond be locatedk 1
monomersand k® 1 monomers

from its nearestL-end andR-end, respectively

probability for a randomly selected intact bond of given site
type to be locatedk monomers from thel - and k°® monomers
from the R-end of a surface exposed chain on a clasSAC
probability for a randomly selected superchain bond to be of
site type , given thatthe bondis a -bond;

and given that it is located k and k® monomers from

its nearestL-end andR-end, respectively

native chain length distribution in class- SACs

production rate of type- site, mM/min, C V.

negative rate of monomer lossR < 0) into solution, mM/min
total type- enzyme concentration, mM

free type- enzyme concentration, mM

production rate of G- at the surface per class- SAC,

(number of G- per min per SAC unit)

production rate of type- site at the surface per class-SAC,
(number of type- site per min per SAC unit)

production rate of soluble oligomelGy per class- SAC

rate at which chainsG-, exposed on class-SAC

surfaces, are being cut into fragment&, and Gyo,

from the original chainL- and R-end, respectively

negative rate of monomer loss into solution per classSAC
number of monomers represented by one typesite

concentration of type- site exposed on class-SAC surfaces,
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mM, C n.

XM total concentration of G; exposed surfaces, mM

XM: concentration of G; exposed on class-SAC surfaces, mM

Xv total concentration of G, in solid substrate, mM

Xy concentration of G; contained in class- SACs, mM

y. concentration of free type- sites on class- SAC surfaces, mM

z.. concentration of (; )ES complex on class- SAC surfaces,
mM, C m..

Greek Symbols
type- enzyme footprint
geometrical factor accounting for surface curvature e ect
index of enzyme types, =1;2 or 3 represent
the endo, exolL- and exaR-acting glucanase, respectively
cutting rate coe cient (cuts per time per ( ; )ES complex)
enzyme cutting rate factors de ned by Eqgs. (4.12)-(4.14)
rel relative hydrolysis rate, dxy =dt=xy
layer number variable of class- SACs
: index of site types,N;L;R;X;Y;Z or O.
o: fraction of O-sites in class- SAC chains
index of SAC classes
( ) Heavyside step function, =1 if ~> 0,
= 0 otherwise; for any real or integer °
molar fraction of G; contained in class- SACs, Xy. =Xy
bond integrity variable with  =+1 (1) indicating intact (broken) bond,

in the superchain construction of fragmentation probability.



Abbreviations
CCE

DP
endoenzyme
ES

exo-L enzyme
exo-Renzyme
GP

HDC

LCL

L-end

LP

MM

MM82-1

MM82-2

MS
ODE
R-end
SAC
SAV
SS
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“clean chain ends", a chain site distribution model
degree of polymerization
endoglucanase
"enzyme substrate" complex
exoglucanase acting at non-reducing end of a cellulose chain
exoglucanase acting at reducing end of a cellulose chain
global Poisson
"homogeneously dirty chain”, a chain site distribution model
long chain limit
non-reducing end of a cellulose chain, also called "left" end
"local Poisson" an approximation scheme
" M ultiple-layer, M ultiple-geometry” model
the MM model with uniform distribution of monomer
concentration per geometry class,é. ©-1-828 )
the MM model with Gaussian distribution of monomer
concentration per geometry class through Eq. (4.36)
"M ultiple-layer, Single-geometry" model
ordinary di erential equation
reducing end of a cellulose chain, also called "right" end
smallest accessible compartment
smallest accessible void

"Single-layer, Single-geometry" model
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