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Abstract

As the prevalence of data grows throughout the Big Data era, so does a need to provide and improve tools for the education and application of data-driven analytics and scientific investigation. The main contributions of this research can be summarized as follows: i) We provide an overview of the open source ScalaTion project, a big data framework that supports big data analytics, simulation modeling, and functional data analysis. ii) We outline some of the Functional Data support in ScalaTion, including a performance comparison for the evaluation of B-spline basis functions that shows that our method is faster than some other popular libraries. iii) To demonstrate how to provide lightweight big data framework integration in open notebooks, we present the open source ScalaTion Kernel project, a custom Jupyter kernel that enables ScalaTion support in Jupyter notebooks. iv) To demonstrate research using ScalaTion, we outline and evaluate a
tight clustering algorithm, written using ScalaTion, for the functional data analysis of time course omics data. v) To promote reproducibility in open science, we present the Applied Open Data Science (AODS) project, a collection of customized web applications for the hosting and sharing of open notebooks with ScalaTion support. This project also includes shareable, executable, and modifiable example notebooks that utilize ScalaTion to demonstrate various data science topics as well as detailed documentation on how to easily reproduce the environment in which the notebooks are hosted. Specifically, we propose and demonstrate, via readily accessible examples, methods to facilitate openness and reproducibility (both of results and infrastructure) in data science investigations using a big data framework.
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Chapter 1

Introduction

The recent proliferation of Big Data and open science initiatives brings with it a need for the provision and improvement of tools for the education and application of data-driven analytics and scientific investigation. This is evidenced by the recent growth in Data Science positions in major corporations as well as recent initiatives by the Computer Science Education (SIGCSE) community (e.g., “CS for All”, etc.) and multiple programs supported by the National Science Foundation (NSF) under their “Big Data” initiative portfolio\(^1\) (e.g., NRT, ITEST, S-STEM, STEM+C, etc.).

Some important open research questions in data science education include: How do you provide tools to support open science, big data, and reproducibility? What computing infrastructure is available and how do you use it? How do you make it easier for students and domain experts to do data science and big data analytics? For each of these questions, we discuss current roadblocks and potential

\(^1\)https://www.nsf.gov/cise/bigdata/
solutions. Specifically, we describe and exemplify how big data frameworks and open science can be combined to help mitigate some of the problems related to these questions. The main contributions of this research can be summarized as follows:

- We provide an overview of the open source ScalaTion project, a big data framework that supports big data analytics and simulation modeling.

- To demonstrate how to provide lightweight big data framework integration in open notebooks, we present the open source ScalaTion Kernel project, a custom Jupyter kernel that enables ScalaTion support in Jupyter notebooks.

- To demonstrate applied research using ScalaTion, we outline and evaluate a tight clustering algorithm, written using ScalaTion, for the functional data analysis of time course omics data.

- To promote reproducibility in open science, we present the Applied Open Data Science (AODS) project, a collection of customized web applications for the hosting and sharing of open notebooks with ScalaTion support. This project also includes shareable, executable, and modifiable example notebooks that utilize ScalaTion to demonstrate various data science topics as well as detailed documentation on how to easily reproduce the environment in which the notebooks are hosted.
Document Features

Throughout this dissertation, various links to external online sources are included. These links are clickable in the Portable Document Format (PDF) version of this document. If the link URL is not displayed inline with the surrounding text, then it is provided in a footnote on the same page. Some of the links refer to example Jupyter notebooks that require the ScalaTion Kernel described in this dissertation. A general description of Jupyter notebooks is provided in Chapter 2, and an overview of the ScalaTion Kernel is provided in Chapter 4. If the reader wishes to try out some of the notebooks without installing anything on their local machine, then they should refer to Chapter 6 for information on how to use the applications and examples provided on the author’s Applied Open Data Science (AODS) JupyterHub\(^2\) website. Interested readers are also encouraged to see Chapter 4 for information on how to setup their own Jupyter installation with ScalaTion Kernel support, either locally or as a containerized application.

Roadmap

The rest of this dissertation is organized as follows: some background material is provided in Chapter 2 in order to motivate the research being presented and better lead into the individual manuscripts; overviews of the ScalaTion and ScalaTion Kernel projects are provided in Chapters 3 and 4, respectively; a tight clustering algorithm, implemented using ScalaTion, is presented and evaluated in Chapter 5; the Applied Open Data Science (AODS) project and example notebooks are pre-

\(^2\text{http://hub.aods.io/}\)
sented in Chapter 6; and Chapter 7 provides a brief summary of the entire work.
Chapter 2

Background & Challenges

In this section we present some background material related to the research. Emphasis will be placed, as needed, on details pertaining closely to the manuscripts presented in this dissertation.

2.1 Big Data

The Oxford English Dictionary [2017] defines “big data” as “data of a very large size, typically to the extent that its manipulation and management present significant logistical challenges; (also) the branch of computing involving such data.” Although originally coined by John Mashey in the 1990s [Steve Lohr, 2013], the term now generally refers to any kind of large-sized data used with different analytics techniques such as prediction, classification, clustering, etc. [Boyd and Crawford, 2011]. Recent surveys on the topic of big data are provided in Chen et al. [2014], Sri and Anusha [2016], Khan et al. [2014], and Ward and Barker [2013].
2.2 Data Science

Hayashi [1998] defines “data science” as, “not only a synthetic concept to unify statistics, data analysis, and their related methods but also comprises their results.” The term generally refers to data-driven scientific investigation and its related activities, an endeavor that has become more and more popular in recent years due to the proliferation of Big Data [Provost and Fawcett, 2013; Dhar, 2013] and Analytics [Waller and Fawcett, 2013]. A good introduction to data science can be found in Hey et al. [2009]. Recent surveys in data science are provided in Cao [2017] and Blum et al. [2016].

2.3 Open Science

The term “open science” refers to efforts being made by the greater scientific community to make the activities involved in scientific investigations more accessible. This includes publicly accessible hosting of datasets, investigation procedures, and results in a manner that enables, encourages, and promotes reproducibility. Efforts include: i) making research articles publicly available for free via open access [Nicholas et al., 2005; Laakso et al., 2011]; ii) the use of open source software such as R [Ihaka and Gentleman, 1996], Spark [Zaharia et al., 2010], ScalaTion [Miller et al., 2010], and Python [Van Rossum and Drake, 2011]. iii) the use of services that help facilitate open development such as GitHub [Dabbish et al., 2012]; and iv) promoting reproducibility by making analyses available in open notebook formats such as Jupyter [Ragan-Kelley et al., 2014]. With respect
to (i), adoption of the open access model by journals has increased recently due to the National Science Foundation’s Public Access Plan, which requires that journal articles produced in relation to NSF-funded research be made freely available for download, reading, and analysis within a year of publication [National Science Foundation, 2015]. In an effort to promote the same kind of openness in all academic research, regardless of funding, the Open Science Framework organization recently published, openly, their guidelines for transparency and openness promotion (TOP) [Alter et al., 2016; Nosek et al., 2016] in journals, which requires authors to properly cite and or make available the research data used in their articles. Elsevier, one of the journal publishers that has adopted these guidelines, defines research data as, “the results of observations or experimentation that validate research findings,”[Elsevier, 2017], including, “raw data, processed data, software and algorithms.” Recently, there has also been an annual Open Science in Big Data (OSBD) workshop\(^1\) at the IEEE Big Data Conference.

### 2.4 Domain-Specific Language

Deursen et al. [2000] defines “domain-specific languages” (DSLs) as, “programming languages or executable specification languages that offer, through appropriate notations and abstractions, expressive power focused on, and usually restricted to, a particular problem domain.” The general idea behind DSLs is that they enable programmers to write code that more closely resembles domain literature instead of forcing them to fit a domain-specific problem or specification into a traditional

\(^1\)https://osbd.github.io/
programming paradigm [Hofer and Ostermann, 2010; Hofer et al., 2008]. For example, consider the dot product operation on vectors from the domain of linear algebra. The domain literature might use $x \cdot y$ to express the dot product of the vectors $x$ and $y$. Using the DSL provided by ScalaTion, a big data framework for Scala described in Chapter 3, the code for the same dot product is written as $x \text{ dot } y$ or, more concisely, as $x \cdot y$ by making use of a Unicode character for the $\text{dot}$ function. Unicode support in DSLs is a natural way to help express domain-specific notations in programming [Cotterell et al., 2011b].

2.5 Big Data Frameworks

Consistent with the definition by Tekiner and Keane [2013], “big data frameworks” are software libraries that enable applications to: i) aggregate and filter big data; ii) generate and fit analytics and simulation models; and iii) organize and interpret results. They usually have support for parallel and distributed operations, stream processing, and a battery of different modeling techniques for predictive analytics, machine learning, data mining, and/or simulation. As some of these terms are related and may be ambiguous to the reader, we provide a short definition for each as follows: i) predictive analytics generally refers to predictive model development (e.g., regression, time series, classification, clustering, etc.) and estimation, usually for business purposes [Finlay, 2014]; ii) machine learning is data-driven predictive analytics that can be either supervised (i.e., makes use of labeled data) or unsupervised (i.e., uses unlabeled data) [Kohavi and Provost, 1998]; iii) data
mining usually refers to unsupervised machine learning techniques where the intent to produce inferences (e.g., patterns and relationships) about the data [Chakrabarti et al., 2006]; and simulation refers to continuous and/or discrete-event representations of processes that incorporate knowledge about data inputs and how they interact [Miller et al., 2013b]. Additionally, support for linear algebra operations, relational queries, and graph-based queries is usually provided by big data frameworks as well. A feature matrix for some popular open source big data frameworks is presented in Table 2.1.

Among the popular big data frameworks presented in Table 2.1, many are maintained by the American non-profit Apache Software Foundation\(^2\), notably including Hadoop\(^3\) and Spark\(^4\). Hadoop is a collection of projects founded by Doug Cutting and Mike Cafarella around 2006 that provide a MapReduce and distributed file system implementation [Wang et al., 2014] as well as a platform for cluster resource allocation and scheduling [Vavilapalli et al., 2013]. Spark, originally developed at UC Berkley, is a framework for providing implicit support for parallel and distributed operations regardless of paradigm [Zaharia et al., 2010]. Another interesting characteristic among the popular big data frameworks is programming language support. After Java, the second most prevalent language supported in Table 2.1 is Python. This is no surprise considering Python’s recent growing popularity among data scientists [Puget, 2016]. The R programming language, while also popular among data scientists, does not appear much

\(^2\)https://www.apache.org/
\(^3\)http://hadoop.apache.org/
\(^4\)http://spark.apache.org/
Table 2.1: Some Open Source Big Data Frameworks

For each open source big data framework, various support and features are included. Abbreviations: PAR = Parallel Operations; DOP = Distributed Operations; DDA = Distributed Data; STR = Stream Processing; RED = Dimensionality Reduction; REG = Regressions; CLA = Classification; CLU = Clustering; SQL = SQL and/or Relational Algebra; GRA = Graph Queries; TSF = Time Series; and SIM = Simulation. Languages: S = Scala; J = Java; P = Python; R = R; C = C and/or C++; G = Go; and O = Other language support. A framework must provide direct support and not merely facilitate implementation. Only currently maintained (as of November 2017) frameworks with open source distribution licenses approved by the Open Source Initiative (OSI) are included in this table.

<table>
<thead>
<tr>
<th>Name</th>
<th>Lang.</th>
<th>PAR</th>
<th>DOP</th>
<th>DDA</th>
<th>STR</th>
<th>RED</th>
<th>REG</th>
<th>CLA</th>
<th>CLU</th>
<th>SQL</th>
<th>GRA</th>
<th>TSF</th>
<th>SIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accord.NET 3.8.0</td>
<td>O</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Apache Drill 1.11</td>
<td>JC0</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Apache Flink 1.3.2</td>
<td>SJ</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Apache Giraph 1.2.0</td>
<td>J</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Apache Hadoop 2.8.2</td>
<td>J</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Apache Hive 2.3.0</td>
<td>J</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Apache Impala 2.10</td>
<td>C</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Apache Mahout 0.13.0</td>
<td>SJ0</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Apache Pig 0.17.0</td>
<td>O</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Apache Samza 0.13</td>
<td>SJ</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Apache SINGA 1.1.0</td>
<td>JPC</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Apache Spark 2.1.2</td>
<td>SJPR</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Apache Storm 1.0.5</td>
<td>J</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Caffe 1.0</td>
<td>PC</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>DistributedR 1.2.0</td>
<td>R</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Google TensorFlow 1.4</td>
<td>JPCG</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Microsoft CNTK 2.2</td>
<td>JPCO</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Neo4j 3.4.0</td>
<td>J</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>ScalaTion 1.4</td>
<td>S</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Theano 0.9</td>
<td>P</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Torch</td>
<td>CO</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>PyTorch</td>
<td>P</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>
in Table 2.1. This suggests that there is either little developer interest in making a big data framework for R, with DistributedR being a notable exception, or that data scientists using R simply tend to make use of existing R packages.

2.6 Challenges in Data Science Education

In this section we present some challenges encountered in Data Science Education. Emphasis will be placed, as needed, on details pertaining closely to the manuscripts presented in this dissertation.

2.6.1 Storage and Access

The generation of big data, either by scientific investigation or by corporate data collection, brings with it two related challenges with regard to its use in data science curricula: i) How do you store the data?; and ii) How do you make the data accessible for analytics?

Storage is one of the most cited challenges when dealing with big data, as evidenced in [Chen and Zhang, 2014], [Katal et al., 2013], [Kaisler et al., 2013], [Siddiqa et al., 2017], and [Marx, 2013]. Where can data science students and instructors store their data? While recent advancements in nurturing the Nation’s advanced cyberinfrastructure (discussed in Section 2.6.2) may eventually help mitigate the issue, this question still poses real-world logistical problems in the implementation of data science curricula. One potential solution to this problem is
via the adoption of container clusters using platforms like Docker\(^5\) and Kubernetes\(^6\) [Bernstein, 2014]. Containers are similar to lightweight virtual machines, except they usually virtualize at the operating system kernel’s user-space level instead of at the hardware level [Merkel, 2014; Fink, 2014]. Container clusters are clusters that are setup to deploy containers across the cluster’s infrastructure [Pahl and Lee, 2015]. With container clusters, it should be possible for instructors and researchers to deploy different configurations of containerized architectures at different scales. Consider a use case where a student or researcher wants to evaluate the performance of a distributed algorithm. They can setup a container for the evaluation experiment, test it locally, then deploy it to the container cluster in order to actually see the speedup associated with distributed algorithms. Furthermore, they can adjust their containerized architecture to see the speedup (or lack thereof) at different, reproducible, and readily available scales.

If instructors and students need to store their own big data, then one potential solution is the use of open tools that provide distributed file systems. For example, both the Dat Project\(^7\) and Apache HDFS/YARN [Vavilapalli et al., 2013] are openly available, free for non-commercial use, and support a flexible array of configurations. However, the use of distributed file systems does require access to

\(^5\)
https://www.docker.com/

\(^6\)
https://kubernetes.io/

\(^7\)
https://catalog.data.gov/dataset

\(^8\)
https://www.kaggle.com/datasets

\(^9\)

\(^10\)
http://www.internationalgenome.org/data

\(^11\)
http://proteomics.ucsd.edu/ProteoSAFe/datasets.jsp

\(^12\)
https://cloud.google.com/bigquery/public-data/

\(^13\)
https://datproject.org
Table 2.2: Some Examples of Open and/or Accessible Big Data

For each source, a short description, number of datasets, and general access URL is provided. The number of datasets indicated is based on statistics gathered in early November, 2017.

<table>
<thead>
<tr>
<th>Source</th>
<th>Description</th>
<th>Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data.gov(^7)</td>
<td>Federated U.S. government data.</td>
<td>197,993</td>
</tr>
<tr>
<td>Kaggle(^8)</td>
<td>Open Data for Machine Learning.</td>
<td>1,261</td>
</tr>
<tr>
<td>UCI-ML Repository(^9)</td>
<td>Machine Learning datasets.</td>
<td>394</td>
</tr>
<tr>
<td>1000 Genomes Proj.(^10)</td>
<td>Human variation and genotype data.</td>
<td>2,504</td>
</tr>
<tr>
<td>Proteome eCommons(^11)</td>
<td>Proteomics data.</td>
<td>8,037</td>
</tr>
<tr>
<td>Google BigQuery(^12)</td>
<td>Varies.</td>
<td>Terabytes</td>
</tr>
</tbody>
</table>

multiple computers and storage devices. Such a setup may not be feasible in some situations. A better solution is to provide data science students and instructors easier access to existing datasets. Some examples of open and/or accessible big data are provided in Table 2.2. While all of the examples in this table constitute open data, some differ with respect to their big data characterization. Some are big in the quantity of datasets provided while others are big in actual file size. Data from the 1000 Genomes Project actually falls into both of these characterizations, coming in at more than 200 terabytes in size for 2,600 human genome datasets [Clarke et al., 2012].
2.6.2 Cyberinfrastructure

Over the past decade, the United States has transitioned from a funding model that encourages the creation and curation of individual computing resources for facilitating the pursuit of scientific investigations to a model that, instead, encourages the use of a sustainable, national advanced cyberinfrastructure (CI), broadly defined as the resources, tools, and services for advanced computation, data handling, networking and security. This includes technologies that support data science within a highly interoperable and collaborative ecosystem. The advancement of national, advanced CI is progressing, as evidenced by existing NSF CI and research projects such as XSEDE [Towns et al., 2014], NanoHub [Klimeck et al., 2008], CyVerse (formerly iPlant Collaborative [Goff et al., 2011]), LIGO [Althouse et al., 1992], and NHERI DesignSafe [Rathje et al., 2017]. An important challenges to address with regard to advanced CI how to incorporate it in data science curricula.

There is clear evidence that training and development programs are needed, as highlighted by the National Strategic Computing Initiative [Obama, 2015], the National Academies’ report on Future Directions for NSF Advanced Computing Infrastructure to Support U.S. Science and Engineering in 2017-2020 [National Academies of Sciences, Engineering, and Medicine, 2016], and the Federal Big Data Research and Development Strategic Plan [Beninson et al., 2016]. Although infrastructure-specific training opportunities currently exist, they still suffer from two key problems that unintentionally limit collective impact: (i) considerable overlap exists in the training material for the different opportunities; and (ii)
while clearly defined and assessable, these training opportunities are often tailored specifically to their specific infrastructure environments. These problems are real, non-disjoint, and solvable in a way that complements these existing programs.

One potential solution to this challenge is the development of undergraduate CI courses and integrative community outreach programs. While course development would be primarily targeted at the undergraduate level, there would be some natural overlap to the graduate level (e.g., Dual BS/MS and aspects of MS programs) as well as to professionals seeking additional training. Each of these proposed programs are outlined below:

- **Course Development:** We propose the development and adoption of two courses, one undergraduate course and one graduate course, that focus on the application of advanced CI to applied data science. The first course emphasizes training aspect so that students understand how to apply data science investigations using advanced CI. The second course emphasizes algorithms, paradigms, and performance metrics for advanced CI. Both courses are to be developed with the idea of easily providing a partially or fully online component as well as make use of modern pedagogical approaches when taught in the classroom. A brief overview of each course, including details regarding pedagogy, is provided in Appendix A.

- **Integrative Community Outreach:** One aspect of this proposal includes two community outreach programs designed to raise awareness of data science and CI in STEM+C at the undergraduate, graduate, secondary school, and community levels. These programs will complement the other aspects of
this proposal by providing more avenues for experiential and service learning [Krusche et al., 2017; Derbinsky and Suresh, 2017]. The first program complements new and existing high school after school programs by providing organizers with the ability to demonstrate concepts more easily through the use of data science and CI. The second program emphasizes engagement by undergraduate students by providing the tools necessary to facilitate the integration of community service with applied data science projects. A brief overview of each community outreach program is provided in Appendix B.

The programs outlined above would increase net collective impact by complementing the existing arsenal of training and development opportunities. Additionally, they will equip trainees with the preliminary knowledge needed to be successful in the program complement as well as in the general application of advanced CI for applied data science.

### 2.6.3 Reproducibility

Perhaps the most fundamental concept in science is falsifiability, that is, the idea that results should always have a potential to be proven false. In order to facilitate this, the results and methods of a scientific investigation should be reproducible. One key challenge with regard to reproducibility in data science education is how to disseminate results in a way that is readable, reproducible, and easily shareable. While reproducibility has always been a critical aspect of scientific investigation, a shocking lack of reproducible results in the literature for various disciplines has surfaced in recent years [Aarts et al., 2015; Baker, 2016; Ioannidis, 2016; Aichner...
et al., 2016; Camerer et al., 2016].

How do you make data science results and methods easy to share? One solution is via open notebook science and open notebook formats such as Jupyter [Ragan-Kelley et al., 2014]. Open notebook science has grown in popularity since the Nature interview by Sanderson [2008] and the recent open science movement. With open notebooks, students can easily modify and extend starter code, execute that code, and incorporate notes to produce “computational narratives” that, if shared, can be reproduced by others with the same notebook software. In the case of Jupyter notebooks, this is all done via a web interface with an option for users to download their notebooks locally if needed. Additionally, a local Jupyter installation can be used when the user does not have access to the instructional server.

These ideas can be easily extended to data science investigations using big data frameworks. With the current open access trend, research articles, while traditionally published online in PDF format, are readily available in other formats such as HTML. These articles could also be made available in open notebook formats. At the the very least, research data and source code to replicate the investigation should be included with research published scientific articles. As discussed in Section 2.3, a growing number of scientific journal publishers now support the open data initiatives by the National Science Foundation and the Open Science Framework organization. These initiatives require authors to provide their research data and source code in an effort to promote openness and reproducibility. The details on how to support the ScalaTion big data framework in Jupyter notebooks
is provided in Chapter 4. Example notebooks are provided in Chapter 6.
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3.1 Abstract

ScalaTion is a big data framework, written in Scala, that provides analytics techniques for prediction, classification, clustering, dimensionality reduction, functional data analysis, and simulation facilities for discrete-event simulation modeling. Major packages include support for serial and parallel execution of algorithms for linear algebra, analytics, simulation, and optimization. The software is free and open source under an MIT License.

3.2 Motivation and Significance

ScalaTion is motivated by the need to make big data analytics and simulation modeling more approachable to a cross-section of users, including data scientists and business analysts. Originally developed with expertise learned from the JSIM project [Miller et al., 1997], ScalaTion is constantly evolving via applied research in computer science and its use as an instructional tool for data science. To the developers of ScalaTion, approachability means making it easier for users to do the following: i) express and execute models via concise, readable, and well-documented source code; ii) relate models to domain knowledge via domain-specific language [Miller et al., 2010; Cotterell et al., 2011a]; and iii) combine modeling techniques along a continuum from analytics to simulation modeling [Miller et al., 2013a].
3.3 Software Description

3.3.1 Software Architecture

The module and top-level package structure for ScalaTion is presented in Figure 3.1. Section 3.3.2 describes the functionality provided by each module.

Figure 3.1: ScalaTion Module and Package Overview
3.3.2 Software Functionalities

As seen in Figure 3.1, ScalaTion consists of four modules (soon five), each containing a collection of related packages and sub-packages written in Scala. Overall functionality includes many techniques for prediction, classification, clustering, dimensionality reduction, functional data analysis, and simulation modeling. Major packages include support for serial and parallel execution of implemented algorithms. A description of each module, including major functionalities, follows: i) The `scalation_mathstat` module provides comprehensive mathematical and statistical capabilities, including support linear algebra operations, random number generation, and plotting. ii) The `scalation_database` module provides graph analytics and two NoSQL main memory databases: a graph database system and a columnar database system. iii) The `scalation_modeling` module provides support for the creation and analysis of analytics, optimization, and simulation models. iv) The soon to be added `scalation_automod` module will provide basic support for various automated modeling techniques. v) The `scalation_models` module provides a collection of sample models and applications facilitated by the other modules. A complete description of the packages in each module is presented in the developer documentation.
3.4 Illustrative Examples

3.4.1 Example 1: Multiple Linear Regression

In this example, the AutoMPG_Regression object performs multiple linear regression on the AutoMPG dataset\(^1\) from the UCI Machine Learning Repository [Lichman, 2013]. The source code for this example is available in the apps.analytics package in AutoMPG_Regression.scala\(^2\). Example output is provided in Figure 3.2.

3.4.2 Example 2: Simple Biochemical Reaction Model in ScalaTion

In this example, the Reaction object models a simple biochemical reaction according some ordinary differential equations (ODEs). A glycan will pick up a new glycan residue to form another glycan. The reaction will be catalyzed by a protein enzyme. The source code for this example is available in the apps.activity package in Reaction.scala\(^3\). Example output is given in Figure 3.3.

---

\(^1\)http://archive.ics.uci.edu/ml/datasets/Auto+MPG
\(^2\)http://cobweb.cs.uga.edu/~jam/scalation_1.3/scalation_models/src/main/scala/apps/analytics/AutoMPG_Regession.scala
\(^3\)http://www.cs.uga.edu/~jam/scalation_1.4/scalation_models/src/main/scala/apps/activity/Reaction.scala
In addition to individual parameter estimates, other model diagnostics are provided, including sum of squared error/residuals (\(\text{SSE}\)), standard error, coefficient of determination (\(\text{R-Squared}\)), etc.

```scala
> run-main apps.analytics.AutoMPG_Regression
[info] Running apps.analytics.AutoMPG_Regression
[info] model: \(y = b_0 + b_1 \times x_1 + b_2 \times x_2 + b_3 \times x_3 + b_4 \times x_4 + b_5 \times x_5 + b_6 \times x_6 + b_7 \times x_7\)
[info] b = VectorD( -17.2184, -0.493376, 0.0198956, -0.0169511, -0.00647404, 0.0805758, 0.750773, 1.42614)  
[info] Coefficients:
| Estimate | StdErr | t value | Pr(>|t|) |
|---|---|---|---|
| x0 | -17.218435 | 4.644294 | -3.7074 | 0.00021 |
| x1 | -0.493376 | 0.323282 | -1.5261 | 0.12697 |
| x2 | 0.019896 | 0.007515 | 2.6474 | 0.00811 |
| x3 | -0.016951 | 0.013787 | -1.2295 | 0.21888 |
| x4 | -0.006474 | 0.000652 | -9.9288 | 0.00000 |
| x5 | 0.080576 | 0.098845 | 0.8152 | 0.41497 |
| x6 | 0.750773 | 0.050973 | 14.7288 | NaN |
| x7 | 1.426140 | 0.278136 | 5.1275 | 0.00000 |

SSE: 4252.2125
Residual stdErr: 3.3277 on 7 degrees of freedom
R-Squared: 0.8215, Adjusted rSquared: 0.8182
F-Statistic: 252.4280 on 7 and 384 DF
AIC: 950.5017
BIC: 982.2718
```

### 3.4.3 More Examples

More source code and executable examples are available in the `apps`\(^4\) package in the `scalation_models` module.
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3.5 Functional Data Analysis in ScalaTion

3.5.1 Introduction

Functional Data Analysis (FDA) is a rapidly growing area of analytics that aims to treat data as continuous functions instead of discrete, sampled observations in order to facilitate more elegant modeling. The appeal of this approach is captured in four main ideas [Ramsay and Dalzell, 1991; Ramsay and Silverman, 2005]:

- **Frequency of Data:** With the advent of Big Data [Nature, 2008], data is being collected at a faster rate and in larger quantities than ever before. Instead of treating data as discrete observations, the rate of data acquisition enables analysts to collect enough data to realistically reproduce the
underlying process as a function even with only a finite number of actual observations available.

- **Modeling Simplicity:** Modeling can become simpler when the data is treated as functions. For example, suppose the data being sampled is known to correspond to some understood process. FDA allows the analyst to more elegantly aggregate and compose the data by taking advantage of its functional form.

- **Functional Analysis:** By treating data as functions, analysts can take advantage of existing methods from the field of Functional Analysis [Willem, 2013; Muscat, 2014], a branch of mathematics concerned with infinite-dimensional vector spaces and mappings between them. In particular, it facilitates operations on Hilbert spaces.

- **Structural Inference:** Analysts can use the structure of the functions in order to make inferences about the underlying process that produced the functions [Ramsay and Dalzell, 1991], e.g., via a clustering analysis [Tarpey and Kinateder, 2003]. This is incredibly applicable when the functions correspond to differential equations describing part of a process. Such equations can be combined with other equations to make understanding the process potentially easier.

In all, it enables analysts to obtain a more wholistic model that embodies the various relationships among the data. The seminal work in FDA is [Ramsay and Silverman, 1997], which has been updated to a second edition in [Ramsay and
Silverman, 2005].

Related Work

Below is a list of other available software tools and packages that are explicitly advertised as supporting FDA.

- **R ‘fda’ Package** [Ramsay et al., 2015]: This package and its included examples are provided by the authors of [Ramsay and Silverman, 2005]. In addition to the package manual, and introduction to the package is provided in [Ramsay et al., 2009]. MATLAB and S-PLUS versions of this package are available from http://www.psych.mcgill.ca/misc/fda/software.html.

- **R ‘refund’ Package** [Goldsmith et al., 2016]: This package includes methods for regression for functional data, including function-on-scalar, scalar-on-function, and function-on-function regression models. Some of the functions are applicable to image data.

- **R ‘fdasrvf’ Package** [Tucker, 2017]: This package performs alignment, PCA, and modeling of multidimensional and unidimensional functions using the square-root velocity framework [Srivastava et al., 2011] and [Tucker et al., 2013]. This framework allows for elastic analysis of functional data through phase and amplitude separation.

- **R ‘fda.usc’ Package** [Bande et al., 2016]: This package contains routines for exploratory and descriptive analysis of functional data such as depth
measurements, atypical curves detection, regression models, supervised classification, unsupervised classification and functional analysis of variance.

- **R ‘funData’ Package** [Happ, 2016]: This package provides classes for univariate and multivariate functional and image data and utility functions.

- **R ‘fds’ Package** [Shang and Hyndman, 2013]: This package contains a list of functional time series, sliced functional time series, and functional data sets.

- **R ‘rainbow’ Package** [Shang and Hyndman, 2016]: This package functions and data sets for functional data display and outlier detection.

- **R ‘roahd’ Package** [Tarabelloni et al., 2017]: This package a collection of methods for the robust analysis of univariate and multivariate functional data, possibly in high-dimensional cases, and hence with attention to computational efficiency and simplicity of use.

- **R ‘FDboost’ Package** [Brockhaus et al., 2016]: This package contains support for functional regression models (e.g., scalar-on-function, function-on-scalar and function-on-function regression models) that can be fitted by a component-wise gradient boosting algorithm.

- **R ‘fdapace’ Package** [Dai et al., 2017]: This package provides implementations of various methods for performing FDA, FPCA, and Empirical Dynamics. Its core contribution is an implementation of the Principal Analysis by
Conditional Estimation (PACE) algorithm for performing FPCA on sparsely or densely sampled random trajectories and time courses.

- **Python ‘fdasrsf’ Package** [Tucker, 2013]: This package is designed to implement the square root slope framework, a framework for separating the phase and the amplitude variability in functional data [Tucker et al., 2013], as well as functional principal component analysis (fPCA) [Srivastava et al., 2011]. The latest version of this package is available from https://pypi.python.org/pypi/fdasrsf/1.0.1.

**ScalaTion**

ScalaTion is a Scala-based library that serves as a testbed for exploring a modeling continuum that includes Analytics, Simulation, and Optimization. Recently, support has been added for facilitating smoothing, functional regression, and functional clustering. The modeling techniques supported include the following:

- **Smoothing Spline Modeling**

- **Scalar-on-Function Regression Modeling**

With respect to the estimation of Smoothing Spline models, ScalaTion supports various factorization techniques, including Cholesky and LU factorization, in addition to the standard inverse when using the least squares solution. Currently, the package supports the following basis functions for smoothing:

- **B-Spline**
• Polynomial
• Fourier
• Radial

Since the use of B-Spline basis functions is popular in FDA, we have provided a running time analysis and comparison with other packages in Section 3.5.2. Using some of the facilities described above, ScalaTion will soon support the following additional FDA techniques:

• Functional Clustering
• Functional Time Series

3.5.2 B-Spline Running Time Analysis and Evaluation

In this section, we describe two different ways to create the design matrix $\Phi$ and second derivative matrix $D^2\Phi$ for the estimation of a smoothing spline model. Specifically, given an order $k$ (degree $k - 1$) and non-decreasing input vector $t = [t_0, t_1, \ldots, t_{n-1}]$ of length $n$, we construct the matrix $\Phi = \Phi(t)$. Each element of the matrix is computed using $\Phi_{i,j} = \phi_j(t_i)$ where $\phi_j(t)$ is an order-$k$ B-Spline basis function parameterized with knot vector $(t_0^{(k-1)}, t, t_{n-1}^{(k-1)})$ (i.e., a “clamped” version of $t$). In a similar fashion, we construct the matrix $D^2\Phi = D^2\Phi(t)$ where $D^2\Phi(t)$ denotes taking the second derivative of each $\phi(t)$ with respect to $t$ and evaluating it at each point provided in $t$.

We constructed $\Phi$ and $D^2\Phi$ using four different methods: i) the `bsplineS` function provided by R’s `fda` package; ii) the `Bspline.collmat` function provided
by Python’s `bspline` module; ii) a recursive implementation written in Scala using ScalaTion; and iv) a dynamic programming implementation also written in Scala using ScalaTion.

A quick glance at R’s `bsplineS` function in the `fda` package [Ramsay et al., 2015] shows that it is calling an S-PLUS function called `spline.des`, which calls some C programming language code. The source code is licensed under the GNU General Public License and contains little inline documentation describing the method being used. A cursory glance suggests that they may be using an implementation that is similar to ScalaTion’s dynamic programming approach (explained later in this section), however, this is not clear from observations of their implementation’s running time.

According to John T. Foster and Juha Jeronen, the author’s of Python’s `Bspline.collmat` function, their implementation is a memoized version of the recursive definition for B-Spline basis functions. The source code is licensed under an MIT license and available on GitHub\(^5\).

The recursive implementation provided by ScalaTion simply follows the recursive definition for the \( j \)-th order \( k \) B-spline basis function \( \phi_j(t) \) as described by [Patrikalakis and Maekawa, 2010]:

\[
\phi_{j,k}(t) = \frac{t - \tau_j}{\tau_{j+k-1} - \tau_j} \phi_{j,k-1}(t) + \frac{\tau_{j+k} - t}{\tau_{j+k} - \tau_{j+1}} \phi_{j+1,k-1}(t) \tag{3.1}
\]

where \(^5\)https://github.com/johntfoster/bspline \(5\)
\[ \phi_{j,1}(t) = \begin{cases} 
1 & \tau_j \leq t < \tau_{j+1} \\
0 & \text{otherwise.} 
\end{cases} \quad (3.2) \]

Similarly, the first derivative \( D\phi_{j,m}(t) \) can be defined as [Patrakalakis and Maekawa, 2010; Piegl and Tiller, 1997]:

\[ D\phi_{j,k}(t) = \frac{k - 1}{\tau_{j+k-1} - \tau_j} \phi_{j,k-1}(t) - \frac{k - 1}{\tau_{j+k} - \tau_{j+1}} \phi_{j+1,k-1}(t). \quad (3.3) \]

Other derivatives \( D^n\phi_{j,m}(t) \) can be computed similarly by further differencing the coefficients:

\[ D^n\phi_{j,k}(t) = \frac{k - 1}{\tau_{j+k-1} - \tau_j} D^{n-1}\phi_{j,k-1}(t) - \frac{k - 1}{\tau_{j+k} - \tau_{j+1}} D^{n-1}\phi_{j+1,k-1}(t). \quad (3.4) \]

A direct implementation of the recursive function is highly inefficient. As is seen in the recursion tree presented in Figure 3.4, there are many overlapping sub-problems that are re-evaluated in order to perform the desired evaluation. To analyze the complexity of this approach, let’s examine Figure 3.5, which shows the recursion tree with for a single order 4 B-spline basis function evaluation with its
sub-problems displayed disjoint (i.e., we explicitly show repeated sub-problems).

Let $T(k)$ denote the number of floating point operations needed to evaluate a B-

Figure 3.5: B-Spline Basis Function Disjoint Problem Decomposition

spline basis function of order $k$. Clearly, by the recursive definition of $\phi_{j,k}(t)$, we have the following recurrence relation for $T(n)$:

$$T(k) = 2T(k-1) + \Theta(1) = \Theta(1) \sum_{i=1}^{k} 2^{i-1} = \Theta(2^k + 1) = \Theta(2^k) \quad (3.5)$$

Therefore, the number of floating point operations for evaluating all of the $(n-k+1)$-many basis functions for a particular input point is:

$$(n-k-1) \cdot \Theta(2^k) = \Theta(n2^k - k2^k - 2^k)$$

$$= O(n2^k), \text{ assuming } k \leq n. \quad (3.6)$$

As $t$ often, and in our case precisely, contains $\Theta(n)$ input points, the construction of $\Phi$ where $\Phi_{i,j} = \phi_{j}(t_i)$ requires $\Theta(n) \cdot O(n2^k) = O(n^22^k)$ floating point operations using this recursive formulation.

A better implementation involves dynamic programming. Consider the prob-
lem decomposition described in Figure 3.6, where all order \( k \) B-spline basis functions are evaluated at an input point \( t \) [de Boor et al., 2001]. Here, a bottom-up approach is observed where each level represents the evaluations of the basis functions for a particular order, starting at order 1. Evaluating the basis functions for a particular level/order depends only on the optimal solution for the level/order below. Assuming the first level/order is evaluated correctly, this constitutes an optimal substructure and satisfies the principle of optimality [Bellman, 1952]. This dynamic programming approach requires \( k \) levels to evaluate all B-spline basis functions of order \( k \) with \( n - (k - i) - 1 \) evaluations at level \( 1 \leq i \leq k \). The total number of floating point operations for evaluating a particular input point is:

\[
\Theta(1) \sum_{i=1}^{k} (n - (k - i) - 1) = \Theta(1) \sum_{i=1}^{k} (n - k + i - 1) \\
= \Theta(1) \left[ \sum_{i=1}^{k} n - \sum_{i=1}^{k} k + \sum_{i=1}^{k} i - \sum_{i=1}^{k} 1 \right] \\
= \Theta(1) \left( kn - k^2 + \frac{k(k + 1)}{2} - k \right) \\
= O(nk), \text{ assuming } k \leq n.
\]
As \( t \) often, and in our case precisely, contains \( \Theta(n) \) input points, the construction of \( \Phi \) where \( \Phi_{i,j} = \phi_j(t_i) \) requires \( \Theta(n) \cdot O(nk) = O(n^2k) \) floating point operations using this dynamic programming formulation.

Both the recursive and dynamic programming formulations were implemented in ScalaTion. We observed their running times, along with R’s `bsplineS` function (from the `fda` package) and Python’s `Bspline.collmat` function (from the `bspline` module), for different sized input vectors over 100 replications. These observations were conducted on a single node in the University of Georgia’s “sapelo” cluster, running a 64-bit CentOS 6.5 distribution of the Linux operation system with a 48 core AMD Opteron processor and 128GB of memory. Special care was taken to minimize and or exclude the impact of garbage collection on timings by observing each running each method separately for each knot vector configuration. The average evaluation times for \( \Phi = \Phi(t) \) are provided in Figures 3.7 and 3.9 for orders 3 and 4 and Figures 3.8 and 3.10 for orders 5 and 6. The average evaluation times for \( D^2\Phi = D^2\Phi(t) \) are provided in Figures 3.11 and 3.13 for orders 3 and 4 and Figures 3.12 and 3.14 for orders 5 and 6. As expected, the recursive implementations are inefficient compared to the others. Across all observations, ScalaTion’s dynamic programming implementation performs the best.
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Figure 3.7: B-Spline Basis Evaluation Times for $\Phi(t)$ Orders 3 & 4

Average evaluation times in milliseconds, over 100 replications, for $\Phi(t)$ across different lengths of a uniformly-spaced, non-decreasing input vector $t$, assuming the underlying knot vector is a clamped version of $t$.

(a) Order 3

(b) Order 4
Figure 3.8: B-Spline Basis Evaluation Times for $\Phi(t)$ Orders 5 & 6

Average evaluation times in milliseconds, over 100 replications, for $\Phi(t)$ across different lengths of a uniformly-spaced, non-decreasing input vector $t$, assuming the underlying knot vector is a clamped version of $t$.

(a) Order 5

(b) Order 6
Figure 3.9: B-Spline Basis Evaluation Times (Log Scale) for $\Phi(t)$ Orders 3 & 4

Average evaluation times in milliseconds (presented in $\log_{10}$-scale), over 100 replications, for $\Phi(t)$ across different lengths of a uniformly-spaced, non-decreasing input vector $t$, assuming the underlying knot vector is a clamped version of $t$.

(a) Order 3

(b) Order 4
Figure 3.10: B-Spline Basis Evaluation Times (Log Scale) for $\Phi(t)$ Orders 5 & 6

Average evaluation times in milliseconds (presented in $\log_{10}$-scale), over 100 replications, for $\Phi(t)$ across different lengths of a uniformly-spaced, non-decreasing input vector $t$, assuming the underlying knot vector is a clamped version of $t$.

(a) Order 5

(b) Order 6
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Figure 3.11: B-Spline Basis Evaluation Times for $D_t^2 \Phi(t)$ Orders 3 & 4

Average evaluation times in milliseconds, over 100 replications, for $D_t^2 \Phi(t)$ across different lengths of a uniformly-spaced, non-decreasing input vector $t$, assuming the underlying knot vector is a clamped version of $t$.

(a) Order 3

(b) Order 4
Figure 3.12: B-Spline Basis Evaluation Times for $D_t^2\Phi(t)$ Orders 5 & 6

Average evaluation times in milliseconds, over 100 replications, for $D_t^2\Phi(t)$ across different lengths of a uniformly-spaced, non-decreasing input vector $t$, assuming the underlying knot vector is a clamped version of $t$.

(a) Order 5

(b) Order 6
Figure 3.13: B-Spline Basis Evaluation Times (Log Scale) for $D_t^2 \Phi(t)$ Orders 3 & 4

Average evaluation times in milliseconds (presented in log$_{10}$-scale), over 100 replications, for $D_t^2 \Phi(t)$ across different lengths of a uniformly-spaced, non-decreasing input vector $t$, assuming the underlying knot vector is a clamped version of $t$.

(a) Order 3

(b) Order 4
Figure 3.14: B-Spline Basis Evaluation Times (Log Scale) for $D^2_t \Phi(t)$ Orders 5 & 6

Average evaluation times in milliseconds (presented in log_{10}-scale), over 100 replications, for $D^2_t \Phi(t)$ across different lengths of a uniformly-spaced, non-decreasing input vector $t$, assuming the underlying knot vector is a clamped version of $t$.

(a) Order 5

(b) Order 6
3.6 Impact

ScalaTion represents an excellent tool for making big data analytics more approachable. It allows users to express, execute, and connect together models that are more concise and readable through well documented code and the use of domain-specific language. For example, each class in the framework is not only documented at the interface level with examples, it is also documented internally in order to provide insight into the implementation details. Implementations make use of domain-specific language, whenever possible, in order to promote domain recognition and validation by those familiar with the particular domain. A good example that illustrates both of these points can be seen in Regression.scala, where the source code and documentation for performing multiple linear regression resides. As seen in Figure 3.15, the train function, which is used to estimate a regression model’s coefficient vector, provides illustrative documentation for both its function interface and implementation. Those familiar with matrix factorization in the domain of linear algebra will recognize the use of various factorization techniques for solving the regression’s set of linear equations. Most source code files, including Regression.scala, also include test applications near the bottom of the file that provide illustrative usage examples for the classes and functions defined in the file.

http://www.cs.uga.edu/~jam/scalation_1.4/scalation_modeling/src/main/scala/scalation/analytics/Regression.scala
Additionally, ScalaTion helps support previous and existing research in analytics. Some examples include: parallel, big data Bayesian Network classifiers with efficient cross-validation are implemented using ScalaTion in [Peng et al., 2017]; simulation models, modeled using ScalaTion, for traffic flow and travel times are discussed in [Bowman and Miller, 2016]; and support for semi-automated model selection using ontologies and meta-learning is presented in [Nural et al., 2015] and [Nural et al., 2017], respectively.

Furthermore, ScalaTion is also available for use in Jupyter [Ragan-Kelley et al., 2014] notebooks via the ScalaTion Kernel project presented in Chapter 4, making it appealing to data scientists and open science advocates due to Jupyter’s presence in that space. As a result, users can create, share, and execute data science investigations performed using ScalaTion that are stored on Jupyter notebooks. Information on how to readily provide this support is described in Chapters 4 and 6.

3.7 Conclusions

In this paper, we presented ScalaTion, a big data framework that provides analytics techniques for prediction, classification, clustering, dimensionality reduction, functional data analysis, and simulation facilities for discrete-event simulation modeling. An overview of the framework’s general functionality and architecture was presented, including illustrative examples. Furthermore, ScalaTion’s impact in a variety of areas was also discussed.
This slightly modified (for space) code snippet from the `scalation.analytics` package’s `Regression` class in ScalaTion’s `modeling` module illustrates how the source code in ScalaTion is documented both at the interface level, with examples, and the implementation level. Furthermore, those familiar with matrix factorization in the domain of linear algebra will recognize the various factorization techniques used to estimate the model coefficients for a multiple linear regression, expressed concisely using domain-specific (i.e., linear-algebra-specific) language.

```scala
//:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::
/** Train the predictor by fitting the parameter vector (b-vector) in the multiple regression equation
 * <p>
 * yy = b dot x + e
 * = [b_0, ... b_k] dot [1, x_1, ... x_k] + e
 * <p>
 * using the ordinary least squares 'OLS' method.
 * @param yy the response vector
 */
def train (yy: VectoD)
{
  b = technique match {
    case QR     => fac.solve (yy)
    case Cholesky => fac.solve (x.t * yy)
    case SVD    => fac.solve (yy)
    case LU     => fac.solve (x.t * yy)
    case _      => fac.solve (x.t * yy)
  } // match
  e = yy - x * b  // compute residual/error vector e
diagnose (yy)    // compute diagonostics
} // train
```
Chapter 4

ScalaTion Kernel: Towards Open Notebook Support

4.1 Introduction

In this chapter, we discuss how to provide light-weight big data framework support in open notebooks. Consider, for a moment, a data science investigation performed using a big data framework and published in a peer reviewed research article. Interested readers of the article may want to reproduce the authors’ results. In the worst case scenario, the code, data, and infrastructure needed to reproduce the results are either generally unavailable or requires restricted access. In the best case scenario, everything is available from either the author’s or publisher’s website. However, facilitating the best case scenario is sometimes tedious and oftentimes impractical for investigators. To help mitigate this, we expand on
existing research that proposes the use of open notebooks for the dissemination of data science investigations.

As interest in the open science movement has grown in recent years, so has interest in interactive, open notebooks. [Shen, 2014] describes open notebooks as interactive lab notebooks for computational work. They combine notes and code in a format that permits sharing, modification, and easy execution. Users can run the code to generate and compare results. Different programming languages and frameworks are provided via “kernels”, modules that usually must be installed and configured on the notebook platform being used.

The main contribution described in this chapter is providing support for the ScalaTion [Miller et al., 2010] big data framework in open notebooks running on Jupyter [Ragan-Kelley et al., 2014], an open source open notebook platform written in Python. Details of the ScalaTion framework are provided in Chapter 3. In this work, Scala language and ScalaTion framework support are provided via our ScalaTion Kernel project, a Jupyter kernel discussed later in this chapter.

Our integration approach is minimal in order to make it easier for investigators to adopt and adapt to their needs. While existing Jupyter kernels exist that provide Scala language support, most either require extensive configuration, are not maintained, or require configuration with the Spark\(^1\) framework. A general list of available Jupyter kernels is provided here\(^2\).

There is also existing research discussions on the use of open notebooks for research papers themselves. For example, in [Kluyver et al., 2016], the authors

---

\(^1\)https://spark.apache.org
\(^2\)https://github.com/jupyter/jupyter/wiki/Jupyter-kernels
discuss many of the use cases for open notebook platforms like Jupyter, including their use for academic papers. At the time their paper was written, they expressed this use case as an achievable goal pending solutions to certain roadblocks. The biggest problem they predicted is the integration of properly formatted academic citations into the notebooks. While this is not a problem addressed by our work, it is definitely an important aspect of open research articles that requires careful consideration. Also, in [Gil et al., 2016], the authors discuss the importance of computational provenance in research articles (i.e., the computational steps that were taken to achieve a result). They suggest the use of open notebooks to document and record the computational steps taken for part of an investigation or analysis as well as the use of standards such as W3C PROV [Missier et al., 2013] to facilitate integration of these records across different notebook platforms. While this is closely related to our work, we focus more on the lightweight integration of the ScalaTion big data framework.

The rest of this chapter is organized as follows: an overview of the ScalaTion Kernel project, including detailed installation instructions, is provided in Section 4.2; some examples are introduced in Section 4.3; impact is discussed in Section 4.4; and conclusions are given in Section 4.5.

4.2 ScalaTion Kernel for Jupyter

To help users incorporate ScalaTion into their Jupyter notebooks, we developed the lightweight ScalaTion Kernel. It is lightweight in the sense that it allows
users to harness ScalaTion in a Jupyter notebook with minimal dependencies. It uses the system or container’s Scala installation for the underlying read-evaluate-print-loop (REPL), and it allows administrators to specify the local ScalaTion distribution to be used. The actual kernel code is written in Python 3 using the pexpect package, allowing it to interact with Scala’s interactive REPL. Although the kernel is currently only written to interact with Scala’s REPL, the authors anticipate that a similar approach could be taken with other REPLs (e.g., Java 9’s JShell\(^3\)) to provide big data framework support in other programming languages.

The ScalaTion Kernel project includes free and open source code, and is available at https://github.com/scalation/scalation_kernel. General installation instructions for the development version of the kernel are available there. More detailed instructions are provided in the following subsection.

4.2.1 Installation Instructions

In this section, we describe three different ways to install and use ScalaTion Kernel: i) system-wide installation instructions are provided in Section 4.2.1; ii) a quick virtual environment installation option is described in Section 4.2.1; and iii) instructions on how to deploy an installation as a containerized application using Docker are provided in Section 4.2.2.

\(^3\)https://docs.oracle.com/javase/9/jshell/introduction-jshell.htm
Dependencies

Most of the installation instructions assume that the following dependencies are installed and available (i.e., they are on the executable path) on the system or container that will run the software:

- Java ≥ 8
- Python ≥ 3.6.3
- Scala ≥ 2.12.4

Older versions of these dependencies may work, but they are untested by the authors.

System-wide Installation

System-wide installation is currently available via the Python pip package. Privileged users can execute the following command to install ScalaTion Kernel from PyPi⁴, the Python Package Index:

```bash
$ python3 -m pip install --upgrade pip
$ python3 -m pip install scalation_kernel
```

Then, assuming Jupyter is already installed, ScalaTion Kernel can be registered for use with Jupyter using the following command:

```bash
$ python3 -m scalation_kernel.install
```

⁴https://pypi.python.org/pypi?:action=display&name=scalation-kernel
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Now, when users on the system launch the system-wide Jupyter installation, new and existing notebooks will have an option to use the ScalaTion Kernel, as seen in Figures 4.1 & 4.2.

Quick Setup

In order to facilitate rapid setup, a quick setup script is provided with the development version of ScalaTion Kernel that sets up an independent, virtual Jupyter installation with support for the kernel. In addition to the dependencies listed earlier, Git (≥ 2.14.2) and the Python virtualenv package (≥ 15.1.0) are required for these quick setup instructions. This script has been tested on MacOS, Linux, and Windows 10 (with Windows Subsystem for Linux) installations that satisfy the dependencies described in the previous section. Currently, only ScalaTion 1.4 is supported for quick setup. To download and run the quick setup script, the user can enter the following commands:

```
$ git clone https://github.com/scalation/scalation_kernel.git
$ cd scalation_kernel
$ bash quick_setup_1.4.sh
```

The first time the user executes this script, it may take some time as additional files are downloaded from the Internet. After the script executes correctly, a Jupyter installation will open in their default web browser with ScalaTion Kernel support. If the user’s web browser does not open automatically, then the user should open the URL provided in the script output using the browser of their choosing to open the created Jupyter installation. If, at a later point in time, the user wishes to
reuse that same installation, then they need only run the quick setup script again. Now, when Jupyter is launched within the current virtual environment, new and existing notebooks will have an option to use the ScalaTion Kernel, as seen in Figures 4.1 & 4.2.

### 4.2.2 Docker Container

ScalaTion Kernel is also available for easy deployment as a containerized application using Docker\(^5\). The following instructions have been tested with the Docker Community Edition (CE)\(^6\). These instructions do not require any of the dependencies listed previously, since everything will be downloaded and setup inside of a container. However, users will still need to download the ScalaTion Kernel Dockerfile\(^7\) in order to build and launch the container image. This method has been tested by users on MacOS, Linux, and Windows 10 (with Windows Subsystem for Linux) installations with Docker CE installed. Currently, only ScalaTion 1.4 is supported for quick setup. Assuming the user downloaded the Dockerfile and saved it in a directory called `.scalation_kernel`, they can enter the following commands to build the container image:

```
$ cd /path/to/scalation_kernel
$ docker build -t scalation_kernel
```

Building the container image for the first time may take some time as additional files are downloaded from the Internet. After the container image is built, the user...

---

5[https://www.docker.com/](https://www.docker.com/)
can run the image on the default Docker machine using the following command:

$ docker run -it --rm -p 8888:8888 scalation_kernel

Assuming everything went smoothly, the user should open the URL provided in the terminal output using the browser of their choosing to open the containerized Jupyter installation with ScalaTion Kernel support. Within the containerized application, new and existing notebooks will have an option to use the ScalaTion Kernel, as seen in Figures 4.1 & 4.2.

Figure 4.1: Screenshot of ScalaTion Kernel available in Jupyter Notebook
When the ScalaTion Kernel is installed, users can choose “ScalaTion” when creating a new notebook.

4.3 Usage and Example

An example that illustrates the exploration of the Longley macroeconomic dataset [Longley, 1967] using a multiple linear regression model is provided in Figures 4.3 & 4.4.
Figure 4.2: Screenshot of ScalaTion Kernel Info in Jupyter

When the ScalaTion Kernel is installed and being used by the current notebook, the kernel information is available on the “About” page.

This notebook is also available here\(^8\). A collection of more example notebooks is presented in Chapter 6. A user guide is available here\(^9\) from the project’s GitHub repository.

\(^8\)https://github.com/scalation/scalation_kernel/blob/master/notebooks/regression.ipynb

\(^9\)https://github.com/scalation/scalation_kernel/blob/master/docs/USER.md
4.4 Impact

ScalaTion Kernel represents an excellent complement to ScalaTion for making big data analytics more approachable. It allows users to express, execute, and share concise ScalaTion models using Jupyter notebooks. From a user perspective, the package is easy to deploy in a variety of ways, which should encourage adoption by both investigators wishing to disseminate their investigations and others wishing to reproduce the results of those investigations. Furthermore, it enables users to incorporate notes using Markdown\(^{10}\) and LaTeX\(^{11}\) syntax, supporting both rich formatted text and mathematical notations that complement the domain-specific language facilities provided by ScalaTion.

4.5 Conclusions

In this chapter, we presented ScalaTion Kernel, a Jupyter kernel that enables users to use Scala and ScalaTion in Jupyter notebooks. Installation instructions for system-wide installations, virtual environment installations, and Docker containers were provided. Detailed notebook examples are provided in Chapter 6.

Future work for this project includes providing installation support for other popular package managers such as Anaconda\(^{12}\). Additionally, the authors would like to provide basic plotting support for ScalaTion data types like vectors, matrices, relations, etc.

---

\(^{10}\)https://daringfireball.net/projects/markdown/syntax

\(^{11}\)https://www.latex-project.org

\(^{12}\)https://anaconda.org
Figure 4.3: ScalaTion Kernel Regression Example before Run

Here we see an example of a Jupyter notebook in which students use the ScalaTion Kernel to explore a dataset using a multiple linear regression model. This shows the notebook before the code cells are executed using the kernel.

```scala
In [ ]:
import scalation.relalg.RRelation
val url = "http://cobweb.cs.uga.edu/~mecc/longley.csv"
val rel = RRelation(url, "longley", "SEPCCED", 0, ",")
rel.show()

Suppose we want to model Employed using the other variables in a multiple linear regression. We first need to create the design matrix \( X \) and response vector \( y \) from the \( \text{Relation} \). Then we create and train a \( \text{Regression} \) model.

```scala
In [ ]:
import scalation.stats.Regression
val (x, y) = rel.select((1 to 6), (7))
val rg = new Regression(x, y)
rg.train()
rg.report()
```

The resulting model is known to be highly collinear, as evidenced by the large p-values in the table.
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Figure 4.4: ScalaTion Kernel Regression Example after Run

Here we see an example of a Jupyter notebook in which students use the ScalaTion Kernel to explore a dataset using a multiple linear regression model. This shows the notebook after the code cells are executed using the kernel.

The resulting model is known to be highly collinear, as evidenced by the large p-values in the table.
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Chapter 5

ScalaTion Example: Functional Tight Clustering

Michael E. Cotterell\textsuperscript{1,3}, Xiaoxiao Sun\textsuperscript{2,3}, Nicholas Klepp\textsuperscript{1}, Hao Peng\textsuperscript{1}, Wenxuan Zhong\textsuperscript{2}, John A. Miller\textsuperscript{1} and Ping Ma\textsuperscript{2}. “A Functional Data Approach to Tight Clustering for Time Course Omics Data”. 2017. [in preparation]

\textsuperscript{1}Department of Computer Science, University of Georgia, Athens, GA, USA,

\textsuperscript{2}Department of Statistics, University of Georgia, Athens, GA, USA, and

\textsuperscript{3}These authors contributed equally to this work.
5.1 Abstract

In this article, we propose the functional tight clustering method, an efficient algorithm for the detection of most significant cluster patterns in time course omics data. Unlike other tight clustering methods, ours allows for significant pattern detection across all time points by modeling dependencies between the time points. The filtering method used in the algorithm provides higher insensitivity to the noise than the $k$-means based methods. In addition, the penalized method ameliorates issues with overfitting by imposing a complexity penalty on the model space. Simulation and real-data examples are presented to investigate the empirical performance of our functional data approach to tight clustering. Free and open source Scala code is available in the ScalaTion ‘fda’ package.

5.2 Introduction

Over the past 20 years, studies of temporal omics data, such as time course datasets generated by Chromatin ImmunoPrecipitation-sequencing (ChIP-Seq), Ribonucleic acid-sequencing (RNA-Seq) and Bisulfite sequencing, have improved the understanding of the structure and dynamics of biological systems [Berger et al., 2013]. Detecting a group of genes with similar expression patterns in temporal omics data accurately and efficiently is important in discovering novel regulation networks over the development of complex organisms [Graveley et al., 2011]. Clustering, one way to detect the groups, is an unsupervised learning technique that aims to group objects into “clusters” based on a similarity or distance metric. The
traditional clustering techniques, such as $k$-means, partitioning around medoids (PAM), self-organizing maps (SOM), and hierarchical clustering [MacQueen et al., 1967; Kaufman and Rousseeuw, 2009; Kohonen, 1990; Eisen et al., 1998], assign the genes into different clusters based on some correlation or distance measures. Although these methods have been applied in time course omics data successfully, they assume independence between different time points and thus omit the temporal dependence in the time course data [Ma and Zhong, 2008].

To better consider the correlation structure of temporal data, some functional methods treating the data as a path of a stochastic process have been proposed. Those methods can mainly be classified into two groups, filtering methods and adaptive methods. The filtering methods are two step approaches, which first approximate the data using some basis functions such as B-splines and then cluster the corresponding basis expansion coefficients [Abraham et al., 2003]. Instead of clustering coefficients directly, the adaptive methods consider the coefficients as random variables following a cluster-specific probability distribution [Jacques and Preda, 2014].

Some exceptions to explicitly handling the correlation structure of temporal data are reviewed below. In [Ma and Zhong, 2008], a mixed-effects model-based approach for clustering is presented by Ma et al. that uses a rejection-controlled expectation maximization (EM) algorithm with a smoothing spline-based penalized Hendersonâ€™s likelihood function to fit the data, estimate model parameters, and identify cluster membership. Their approach works particularly well when additional covariates are present in addition to fixed-effects functional data.
In [Futschik and Carlisle, 2005], a soft clustering technique is presented by Futschik and Carlisle that avoids the need for a priori pre-filtering of microarray data. Instead of providing concrete cluster assignments, soft clustering techniques (e.g., techniques usually implemented using fuzzy $c$-means [Gath and Geva, 1989]) provide a probabilistic sense of cluster membership measured between 0 and 1. Existing soft clustering techniques perform well in the identification of stable clusters at different levels of granularity, but can be improved when it comes to the identification of tight clusters.

None of the reviewed methods have been found to directly consider the presence of ubiquitously expressed and stimuli independent genes, commonly referred to as housekeeping genes [Eisenberg and Levanon, 2013], in the data. In [McLachlan et al., 2002], McLachlan et al. address the task of clustering microarray gene expression data on a very large number of genes from a much smaller number of tissue samples according to a model-based approach. The authors test the relevancy of each gene in the expression data using multi-component $t$ mixture models, after which any genes that are determined irrelevant for clustering purposes are disregarded. In this way, housekeeping genes are discarded as irrelevant. However, this method relies on a probabilistic assumption of the data distribution, which is not satisfied for time course omics data in general except in the case of microarray gene expression data. In [Tseng and Wong, 2005], a bootstrap approach for identifying stable homogeneous clusters called “tight clustering” is presented by Tseng and Wong. This method produces tight and stable clusters without forcing all
points into clusters. The clusters are “tight” in the sense that they do not include outliers (i.e., they have minimal sum-of-squared-error); they are “stable” in the sense that the cluster membership tends to persist throughout multiple levels of subsample-based clustering. However, this method is not explicitly designed for time course data. Motivated by this method, in this article we propose an unsupervised clustering method, which incorporates functional data analysis approach, filtering methods, with the “tight clustering” algorithm proposed by Tseng and Wong [Tseng and Wong, 2005] in order to model the correlation structure between time points. We show that our functional tight clustering approach has three main benefits:

1. **De-noising; not sensitive to noise:** Repeated sub-sampling and filtering method based approach mitigate the potential affects of noisy data. In particular, this helps alleviate the impact of housekeeping genes in datasets that are analyzed for stimuli or regulatory reactions. In contrast with existing methods, our method works particularly well against housekeeping genes exhibiting a low degree of congruency.

2. **Low dimensional; more efficient:** By using a regression spline fit of the original time course data, our method can facilitate dimensionality reduction via lower order splines and knot vectors of reduced dimensionality. Such dimensionality reduction can produce speedup in the clustering process without sacrificing representation.

3. **Robust to outliers:** The use of repeated sub-sampling also minimizes the
effect outliers might have in the formation of clusters. This is because, by their very nature, the same outliers are unlikely to be present in subsequent subsamples of the dataset.

Both a simulation study and real-world use case are used to validate the identification of clusters via our method as well as highlight the benefits mentioned above. Overall, our results reveal that functional tight clustering is a suitable approach for rapidly and accurately identifying tight and stable clusters in time course omics data.

5.3 Materials and Methods

5.3.1 Data

Real Data

Understanding the mechanisms involved in the development of organisms is crucial in developmental biology. Most of the research has focused on some model organisms, such as *Drosophila melanogaster* (the common fruit fly) and *Caenorhabditis elegans* (a type of transparent roundworm). In this paper, we applied the methods, functional tight clustering (*ftclust*) and tight clustering (*tclust*), to two testing datasets from the modENCODE (Model Organism ENCyclopedia Of DNA Elements) project [Celniker et al., 2009], which provides comprehensive transcriptional profiling of *D. melanogaster* and *C. elegans* for different development stages and tissues. The first testing dataset contains the gene expression levels (Frag-
ments Per Kilobase of transcript per Million mapped reads; FPKM) of about 44,000 genes for *C. elegans*. The RNA-seq datasets under 24 embryonic developmental stages within 12 hours were used. The second testing dataset is from the developmental study of *D. melanogaster*. The time course RNA-seq datasets used in the paper include 12 embryonic samples collected every two hours within 24 hours. The expression levels (FPKM) of around 15,000 genes were profiled.

In real data, the true underlying cluster structure is unknown. To evaluate the performance of the cluster methods based on some criteria, we first defined six clusters for *C. elegans* and five clusters for *D. melanogaster* using the stage associated genes reported in [Li et al., 2014]. We treated these stage associated genes as clustered genes and the rest of the genes were scattered genes for *D. melanogaster*. To reduce the computing time, we only randomly selected half of all genes except the stage associated ones as the scattered genes for *C. elegans*.

**Simulated Data**

We simulated $R = 8$ clusters of gene expression values at 12 time points. The cluster sizes $n_r$ were generated from $4p$ where $p$ is distributed according to $P(\lambda)$, a Poisson distribution parameterized with $\lambda = 10$. In the $i$-th cluster, the gene expression values

$$X_i^r(t_j) = \sum_{h=1}^{H} (-1)^{(h+1)}h^{-1}Z_{ih}\vartheta_1(t_j, h), \quad (5.1)$$

where $j = 1, 2, \cdots, 16$, $Z_{ih}$ is from the uniform distribution $U(-3, 3)$, and $\vartheta_1(t, h) = 1$ if $h = 1$ and $\sqrt{2}\cos((h - 1)\pi t)$ otherwise. We added random noise with mean zero and variance $\sigma^2$ to the gene expression values $X_i^r(t_j)$. The value of $\sigma$ was
adjusted to deliver six levels of signal-to-noise ratio (SNR = 0.5, 1, 1.5, 2, 2.5, and 3). In addition to the gene expression variability, we added the scattered genes to the clustered genes. The number of scattered genes was 25%, 50%, and 100% of the number of clustered genes. The parameter $H$ in Equation (5.1) adjusts the roughness of the generated curves. We used $H = 3$ to generate 8 curves for the clustered genes and $H = 50$ to generate the expression values of scattered genes. Since the variation patterns over time were of primary interest and the input for tight clustering and our method were scaled data, i.e., $z$-scores, we did not transform the simulated data to positive values.

### 5.3.2 Smoothing Splines

Consider the expression levels in a column vector $\mathbf{y}$ for a gene at $n$ time points $\mathbf{t} = (t_1, t_2, \ldots, t_n)$. The model can be written in vector notation, as described in [Ramsay and Silverman, 2005] and [Ma et al., 2006], as

$$ \mathbf{y} = x(\mathbf{t}) + \boldsymbol{\epsilon}, \quad (5.2) $$

where $\mathbf{y} \in \mathbb{R}^n$ is a column vector containing the response (e.g., expression level), $x$ is a “smoothed” function and $\boldsymbol{\epsilon} \in \mathbb{R}^n$ is a column vector containing the errors. In Figure 5.1, the “smoothed” function $x$ is represented by the solid line and the observed data $\mathbf{y}$ are in green circles. The idea is that the smoothed function $x$ is meant to reproduce the response vector $\mathbf{y}$ (before error) as closely as possible, assuming proper assumptions about the error distribution are made. This
is accomplished by representing $x(t)$ as a linear combination of $K$-many basis functions:

$$x(t) = \sum_{j=1}^{K} c_j \phi_j(t) = c \cdot \phi(t), \quad (5.3)$$

where $c = (c_1, \ldots, c_K)$ is a vector of unknown coefficients to be estimated and $\phi(t) = (\phi_1(t), \ldots, \phi_K(t))$ denotes a vector of $K$-many basis functions that are parameterized according to a non-decreasing “knot” vector $\tau \subseteq [t_1, t_n]$. Similar to [Ramsay and Silverman, 2005], let us define $\Phi \in \mathbb{R}^{n \times K}$ as a design matrix where $\Phi_{i,j} = \phi_j(t_i)$ for $1 \leq j \leq K$ and $t_i \in t$. To estimate $c$, one approach is via a penalized least squares criterion, expressed concisely in matrix form as

$$(y - \Phi c)' \Omega^{-1} (y - \Phi c) + n \lambda P_p(x), \quad (5.4)$$

where $\Omega = \text{Var}[\epsilon]$ is the variance of the error vector $\epsilon$, $\lambda$ is the penalty parameter, and $P_p(x) = \int [D^p x(t)]^2 dt$ is the penalty imposed on the $p$-th derivative of the basis functions when estimating the coefficients of the spline function. The basis functions that are chosen for $x(t)$ depends on the nature of the response $y$. If $y$ is periodic, then a Fourier basis may be chosen [Ramsay and Silverman, 2005]. If $y$ is not periodic, then it is common to choose a B-spline basis [Patrikalakis and Maekawa, 2010]. If the basis functions $\phi$ are B-spline basis functions of order $m$ (i.e., degree $m - 1$) parameterized according to a non-decreasing augmented knot vector of the form $\tau = ([t_1]^{m-1}, t, [t_n]^{m-1})$ and $P_2(x)$ is defined as a quadratic penalty on the second derivatives of the basis functions, then the function $x(t)$ is known as a smoothing spline [Ramsay and Silverman, 2005]. In such a scenario,
we would use $P_2(x)$ for the penalty function, defined as

$$P_2(x) = \int [D^2_t x(t)]^2 dt = c'Qc \quad (5.5)$$

where

$$Q = \int [D^2_t \phi(t)]^2 dt \quad (5.6)$$

and $D^2_t$ denotes the differential operator that takes the second derivative with respect to $t$. When it can be assumed that the residual vector $\epsilon \sim \text{i.i.d.} \mathcal{N}(\mu, \sigma^2)$, then the conditional variance $\Omega = I$ (the identity matrix). Otherwise, $\Omega$ must be estimated, usually in an iterative fashion, as is done in generalized least squares [Kariya and Kurata, 2004].

**Estimating Coefficients**

When $x(t)$ is a smoothing spline, the solution estimates $\hat{c}$ that minimize the penalized least squares criterion in Equation (5.4) is

$$\hat{c} = (\Phi'\Omega^{-1}\Phi + \lambda Q)^{-1}\Phi'y. \quad (5.7)$$

For the equally spaced time points or for equal knot vectors (e.g., with B-splines), the basis functions are the same for each of the curves. Therefore, the smoothing function $x$ in Equation (5.3) is summarized by the estimated coefficients $\hat{c}$ of Equation (5.7).
Figure 5.1: Regression Spline Fit

A true function is shown in the solid line. Estimated fits for an arbitrary regression spline (green lines), a least squares fit (dotted lines), and a smoothing spline (dashed lines) are also shown. Raw data points are shown as green circles.
Estimating Penalty Parameter

An improper selection of $\lambda$ may result in the over-fitting problem, see faded lines in Figure 5.1. We estimate the penalty parameter $\lambda$ using the Generalized Cross-Validation (GCV) method, as described in [Ramsay and Silverman, 2005; Craven and Wahba, 1978], where the twice-discounted mean squared error criterion is expressed as

$$GCV(\lambda) = \left( \frac{n}{n - df(\lambda)} \right) \left( \frac{SSE}{n - df(\lambda)} \right)$$

(5.8)

where $SSE = e \cdot e$ denotes the sum of squared error and

$$df(\lambda) = \text{trace} \left[ \Phi (\Phi'\Omega^{-1}\Phi + \lambda Q)^{-1} \Phi'\Omega^{-1} \right]$$

(5.9)

is the effective degrees of freedom computed from eigenvalues of the symmetric hat matrix (assuming $P_2(x)$ in Equation (5.5) is used for the penalty function). An optimal estimate for $\lambda$ can be obtained by minimizing Equation (5.8) using either a line search or numerical optimization technique. We used the golden section search method [Kiefer et al., 1953], which converges linearly toward an $\epsilon$-accurate solution with $O(\log \frac{1}{\epsilon})$ calls to the objective function. In Figure 5.1, the curve fitted by the smoothing splines with $\lambda$ estimated by the GCV method is shown as dashed lines. If a smaller estimated variance for the fitted model is desired, then other potential criteria for choosing an optimal $\lambda$ include the Generalized Information Criterion (GIC) [Konoshi and Kitagawa, 1996], Modified Akaike Information Criterion (mAIC) [Fujikoshi, 1997], and Generalized Bayesian Information Criterion (GBIC) [Konishi et al., 2004].
5.3.3 Functional Tight Clustering

In the previous section, we showed that the smoothing functions can be summarized by the estimated coefficients. Let \( \hat{c}^{(i)} \) denote the estimated coefficients for gene \( i \) where \( 1 \leq i \leq N \). Then, to cluster the fitted curves, we partition the \( N \)-many estimated coefficients \( \hat{C} = (\hat{c}^{(1)}, \cdots, \hat{c}^{(N)})' \). The unsupervised clustering method, \( k \)-means, is implemented to divide \( \hat{C} \in \mathbb{R}^{N \times K} \) into \( k \) clusters. However, due to the random nature of the algorithm it is not guaranteed that \( k \)-means clustering will yield consistent, identical results each time the algorithm is run on the same dataset. Even worse, the algorithm falls in a local optimum with poor initial values [Hastie et al., 2009].

To address these problems, we propose using Tseng and Wong’s “tight clustering” (tclust) [Tseng and Wong, 2005], a re-sampling-based algorithm that handles the aforementioned problems by only considering stable patterns that exist among subsets of the data throughout multiple levels of clustering. An implementation of their algorithm is available in the R tightClust package. The functional tight clustering algorithm (ftclust), an extension for use with estimated functional coefficient vectors, is outlined below.

In Figure 5.2, the outline of the functional tight clustering algorithm is presented. We take the estimated coefficient matrix \( \hat{C} \) as the input and then search the candidate tight clusters using the resampling method. The tight clusters are identified if they are repeatedly shown for different \( k \) (the number of clusters).
1: Take a random sub-sample $\hat{C}^*$ from the original coefficients matrix $\hat{C}$. Given the predefined $k$, calculate the cluster centers $Z(\hat{C}^*, k) = (Z_1, \cdots, Z_k)'$ using the $k$-means clustering algorithm.

2: Based on the estimated cluster centers calculated above, for each of the coefficient vectors $\hat{c}^{(i)}$, where $i = 1, \cdots, N$, in the original matrix of coefficients, assign the coefficient vector to the cluster that minimizes the distance metric between the coefficient vector and the cluster center. The resulting clustering is represented by an $N$ by $N$ co-membership matrix $U$, where $U_{ij} = 1$ representing $\hat{c}^{(i)}$ and $\hat{c}^{(j)}$ are in the same cluster, and $U_{ij} = 0$ otherwise [Tibshirani and Walther, 2005].

3: Repeat independent random sub-sampling $B$ times to calculate $U^{(b)}$, where $b = 1, \cdots, B$. Then the averaged co-membership matrix is $\bar{U} = mean(U^{(1)}, \cdots, U^{(B)})$.

4: Search for a set of points $L = \{l_1, \cdots, l_m\} \subset \{1, \cdots, N\}$ such that $\bar{U}_{l_i,l_j} \geq 1 - \delta$, where $\delta$ is a constant close to 0. Order sets with this property by size to obtain $L_{k1}, L_{k2}, \cdots$. These $L$ sets are candidates of tight clusters.

5: Apply steps 1–4 on the data $\hat{C}$ for $k = k_0$, where $k_0$ is a suitable predefined starting value for the number of clusters. Choose the top $q$ tight cluster candidates, namely $\{L_{k_0,1}, \cdots, L_{k_0,q}\}$. Let $k = k_0 + 1, k = k_0 + 2, \cdots$, choose the top $q$ tight cluster candidates for each $k$. In this article, we set $q = 7$ as suggested in [Tseng and Wong, 2005].

6: Stop when $s(L_{k',c}, L_{(k'+1),d}) \geq \gamma$, where $s(L_i, L_j) = |L_i \cap L_j|/|L_i \cup L_j|$, and $|L|$ is the size of set $L$. $s(L_i, L_j) = 1$ if and only if sets $L_i$ and $L_j$ are identical. Here $\gamma$ is a constant close to 1, $k' \geq k_0$, and $0 \leq c, d \leq q$. Identify $L_{(k'+1),d}$ as a tight and stable cluster. Remove it from the whole data.

7: Decrease $k_0$ by 1 and repeat steps 5 and 6 to identify the next tight cluster. The cluster selection terminates when $k_0$ is decreased to five or the target number of clusters, $T$, is achieved.

**Algorithm 1:** Functional Tight Clustering Algorithm
5.3.4 ScalaTion Implementation

We have implemented ftclust, the Functional Tight Clustering algorithm, in ScalaTion [Miller et al., 2010], a Scala framework for exploring a modeling continuum that includes analytics, simulation and optimization. The underlying algorithm used to cluster the subsample coefficient matrix is the Hartigan-Wong $k$-means algorithm [Hartigan and Wong, 1979]. Instead of the standard randomized seeding technique, our implementation includes $k$-means++ initialization [Arthur and Vassilvitskii, 2007], a method that picks cluster centers with probability proportional to their contribution to the overall optimization problem.

Further information about ScalaTion can be found at http://cobweb.cs.uga.edu/~jam/scalation.html. The source code and instructions for our
functional tight clustering implementation can be found at https://github.com/scalation/fda/tree/ftclust. The software is free and open source under an MIT license.

5.4 Results

5.4.1 Simulation Results

In the simulation, we assessed the proposed method according to the weighted Rand index [Thalamuthu et al., 2006], $R^*$. The heatmaps of the simulated examples are shown in Figure 5.3. As the signal to noise ration (SNR) increased, it was much easier to extract signals from the noise. We applied the proposed method (ftclust), the Mfuzz method (mfuzz), and the original tight clustering (tclust) to the simulated datasets. We set the fuzzification parameter $m = 1.25$ for the method mfuzz. We had 100 runs for each combination of different percentages of scattered genes and SNRs. As seen in Figure 5.4, when the proportion of scattered genes is more than 50%, the tclust method outperforms tclust method in terms of $R^*$. The results also showed that regardless of the proportion of scattered genes, the proposed method performed better than mfuzz and tclust in terms of $R^*$ under different SNRs.

The clustering results for the ftclust and tclust when $SNR = 1.5$ and the percentage of scattered genes is 50% are shown in Figure 5.5. Based on the cluster labels shown on the left side of the heatmap, the proposed ftclust method provides a clear advantage over the original tclust method with respect to recovering
Figure 5.3: Heatmaps of Simulated Data with Increasing SNR

Simulated data with increasing SNR under the same random seed number. The clustered genes in different clusters are divided by white horizontal lines.

\[ \sum n_r \]

SNR=0.5  SNR=1.5  SNR=2.5
The box plots of $R^*$ under six different SNRs, based on 100 simulation runs. The box plots from top to bottom panels respectively represent the $R^*$s for simulated datasets with different proportions of scattered genes. Box plots with different colors represent the results from different approaches.
the true clusters. In the right two panels of Figure 5.5, only the clusters with the percentages of overlapped genes between themselves and true clusters above 50% are labeled.

5.4.2 Real Data Results

The number of clusters for the ftclust and tclust was set to 6 and 5 for the data of C. elegans and D. melanogaster, respectively. The heatmaps of the stage associated genes for C. elegans and D. melanogaster are shown in the top left and bottom left panels of Figure 5.6. For C. elegans data, the $R^*$ of ftclust is 0.19 whereas the $R^*$ of tclust is 0.07. The cluster results for ftclust and tclust are shown in the top middle and top right panels of Figure 5.6. It was clear to see that the proposed method detected more stage associated genes. For D. melanogaster data, the $R^*$s of ftclust and tclust are 0.18 and 0.01. The proposed method identified 77.4% genes of the first stage associated cluster, which was the biggest stage associated genes cluster. However, only 22.6% of them were detected by the tclust. Such results are observed at the bottom of the middle and right panels of Figure 5.6.

To reduce the impact of randomness, we applied ftclust and tclust to both datasets 10 times. The comparison of the two methods is shown in Table 5.1. In the table, the large standard deviations (SD) of $R^*$ was caused by two observations where the proposed method happened to have too large or small $R^*$s. For instance, the maximum value of $R^*$ for ftclust in C. elegans was 0.23, which brought large variations in estimating standard deviation. In terms of all the other measures,
Figure 5.5: Heatmap Comparison

Heatmaps of the underlying true cluster structure, cluster results of the proposed method, and cluster results of the original tight clustering. The purple + symbols and yellow − symbols represent the cluster and scattered genes, respectively. The clustered (left panel) or estimated clustered (middle and right panels) genes in different clusters are divided by white horizontal lines. The true cluster labels and estimated ones are shown on the left of each heatmap.
Table 5.1: Performance Comparison of Results

The median and mean $R^*$ values over 10 runs are presented. The standard deviation (SD) is also presented for each run.

<table>
<thead>
<tr>
<th></th>
<th>Median</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>ftclust</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. elegans</td>
<td>0.13</td>
<td>0.11</td>
<td>0.08</td>
</tr>
<tr>
<td>D. melanogaster</td>
<td>0.15</td>
<td>0.12</td>
<td>0.06</td>
</tr>
<tr>
<td>tclust</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. elegans</td>
<td>0.09</td>
<td>0.10</td>
<td>0.03</td>
</tr>
<tr>
<td>D. melanogaster</td>
<td>0.03</td>
<td>0.05</td>
<td>0.05</td>
</tr>
</tbody>
</table>

the proposed method clearly showed the advantage in terms of $R^*$. Since there were true clustered genes in the pre-defined scattered genes, it was expected that the estimated weighted Rand index would not be high. However, the ftclust typically could have one estimated clusters including the predefined ones.

5.5 Discussion

We have presented the functional tight clustering method. Across different signal to noise ratios and proportions of scattered genes, the ftclust method had the best performance in terms of clustering accuracy.

The ftclust method can be applied to different kinds of time course omics data, such as ChIP-seq and RNA-seq data. It can also potentially be applied to the data over the spatial domain, such as genome and protein sequence coordinates.
Figure 5.6: Heatmaps of the Standardized Gene Expression Cluster Results

Top: heatmaps of the standardized gene expression levels, cluster results of \texttt{ftclust}, cluster results of \texttt{tclust} for \textit{C. elegans} data. Bottom: heatmaps of the standardized gene expression levels, cluster results of \texttt{ftclust}, cluster results of \texttt{tclust} for \textit{D. melanogaster} data. The purple + symbols and yellow − symbols represent the pre-defined stage associated cluster and scattered genes. The stage associated cluster (left panel) or estimated cluster (middle and right panels) genes in different clusters are divided by white horizontal lines.
For instance, in DNA methylation studies, the methylation levels observed across the whole genome can also be treated as the function values over the spatial domain.

When the time course omics data are collected sparsely and irregularly, the methods for sparsely observed functional data [Yao et al., 2005] should be implemented to estimate the coefficients matrix $\hat{C}$. One obvious consideration is when sampled functional data require different basis functions to fit each curve. Our algorithm currently assumes each curve is fitted using the same set of basis functions. In this case, working directly with the estimated coefficients is sufficient. However, different basis functions can be accommodated using a generalized functional distance metric in the underlying $k$-means routine. Such a metric between the $n$-th derivatives of two functions $f(t) = c_f \cdot \phi(t)$ and $g(t) = c_g \cdot \psi(t)$ can be expressed as

$$\delta_{n,p}(f, g) = \left( \int |D^n_t(c_f \cdot \phi(t)) - D^n_t(c_g \cdot \psi(t))|^p dt \right)^{1/p}$$

where $\phi$ and $\psi$ are vectors containing the basis functions for $f$ and $g$, respectively. Given this formulation, $\delta_{0,1}$ and $\delta_{0,2}$ denote the standard $L1$ and $L2$ distance metrics, respectively. Further investigation in this direction is surely needed to accommodate time course omics datasets sampled at different rates.
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Chapter 6

Applied Open Data Science: Website & Example Notebooks

6.1 Introduction

Two big problems in open science are accessibility and reproducibility. How do you make data science investigations and methods available to others? How do you make it easier for data scientists to share and verify results? While open notebook platforms such as Jupyter\(^1\) and JupyterHub\(^2\) provide a partial solution, there is still much room for improvement.

In this chapter, we propose the Applied Open Data Science (AODS) umbrella of applications and guidelines as a way to improve on existing, open methods for the dissemination of open notebooks. To demonstrate our methods, we provide

\(^1\)https://jupyter.readthedocs.io/en/latest/
\(^2\)https://jupyterhub.readthedocs.io/en/latest/
easily shareable, modifiable, and executable example notebooks with ScalaTion Kernel support. Readers are actively encouraged to try the examples using the JupyterHub installation provided on the author’s AODS website\(^3\). As this site is provided primarily for the readers of this dissertation, only four users may be logged in to this website simultaneously. Readers are also encouraged to see Chapter 4 for information on how to setup their own Jupyter installation with ScalaTion Kernel support, either locally or as a containerized application.

There are some known setups that are similar to what we describe in this chapter. Fernández et al. [2016] outline the general infrastructure and benefits of their JupyterHub installation at the European Spallation Source (ESS), including an emphasis on their cloud storage integration and use of Docker containers for Jupyter instances. Our approach differs in the provision of detailed documentation that facilitates replication of our setup. Additionally, Milligan [2017] discusses the Minnesota Supercomputing Institute’s initiative to provide an interactive high performance computing (HPC) service using JupyterHub. Of particular interest is the BatchSpawner module they implemented for batch job scheduling and job profile configuration, now available as an officially supported Jupyter component. Since our approach is minimal in the way it modifies JupyterHub, it should be possible to use the BatchSpawner module with one of our JupyterHub installations.

There are also some existing projects that attempt to address some of the research questions raised in this chapter. In particular, Jupyter’s Nbviewer\(^4\) project provides a notebook rendering service that users can use to share previews of their

\(^3\)http://aods.io/

\(^4\)http://nbviewer.jupyter.org
notebooks and facilitate easy downloading to their local machines. However, unlike our approach, this service does not currently facilitate directly uploading a notebook to an existing Jupyter or JupyterHub installation. There is also the hub share\(^5\) project, which provides a directory sharing service for users of a Jupyter-Hub installation. However, this service is currently only available as a REST-like service, which imposes a steep learning curve on many users.

The rest of this chapter is organized as follows: Section 6.2 provides a detailed overview of the AODS project, including its guidelines and sub-projects; a list of example notebooks using the ScalaTion big data framework that readers can view, modify, and run is provided in Section 6.3; impact is discussed in Section 6.4; and Section 6.5 presents conclusions and future work.

### 6.2 AODS Website & Projects

The AODS project website is currently composed of the AODS homepage as well as subdomains that host live instances of the AODS JupyterHub and AODS Upload projects. Each of these sub-projects are described in more detail in the following subsections.

#### 6.2.1 AODS Homepage

The AODS homepage, located at [aods.io]\(^6\), includes a short introduction to the AODS Guidelines and sub-projects. The AODS Guidelines are a set of charac-

\(^5\)https://github.com/jupyterhub/hubshare
\(^6\)http://aods.io/
teristics that AODS projects must strive to adhere to. These guidelines provide an expectation that materials related to each project be open, accessible, and reproducible. In an effort to fulfill these characteristics for the homepage itself, all of the homepage content hosted on aods.io is free and open source under a Creative Commons Attribution-ShareAlike (BY-SA) 4.0\(^7\) license and available via the aods-site\(^8\) repository on GitHub. For each of the AODS sub-projects, a brief description of the software is provided as well as a link to the project’s repository where source code and documentation can be found. Additionally, links to live test installations of each project’s associated web application are provided in order to demonstrate and stress the importance of openness and accessibility. The documentation provided for each project includes instructions on how to replicate the test setup. The AODS homepage and associated web applications are currently hosted using one or more Linode\(^9\) virtual server instances running the Ubuntu 17.10 distribution of Linux 4.13, a convenient setup that provides extensive infrastructure monitoring support.

**6.2.2 AODS JupyterHub Project**

The AODS JupyterHub project, hosted here\(^10\), is comprised primarily of a customized JupyterHub application that supports: i) social authentication; ii) the ScalaTion big data framework in Jupyter notebooks; and iii) providing new users with example notebooks to help them get started. This project currently does

\(^7\)https://creativecommons.org/licenses/by-sa/4.0/\(^8\)https://github.com/aods-io/aods-site\(^9\)https://www.linode.com/\(^10\)https://github.com/aods-io/aods-jupyterhub
not modify the JupyterHub code base. Instead, it comprises a set of detailed instructions on how to configure a JupyterHub installation so that it provides the support described above and adheres to the AODS Guidelines. In the event that changes to JupyterHub’s code base are needed in future to satisfy a project goal, the maintainers of the project have made a commitment to send any such changes back upstream to the main JupyterHub project.

Figure 6.1: Applied Open Data Science (AODS) JupyterHub

The hub.aods.io website is made available so that user can easily create and execute notebooks with ScalaTion Kernel support as well as try the example notebooks provided in Chapter 6.

As seen in Figure 6.1, a live, proof of concept test installation of the project’s customized JupyterHub is available at hub.aods.io, primarily targeted at read-

\[11\text{http://hub.aods.io/} \]
ers of this dissertation. Users of the site can create, modify, and run notebooks with ScalaTion big data framework support. The project documentation includes detailed instructions on how to replicate the proof of concept installation. The two primary goals of this project are i) to make replicating the test installation as easy and as painless as possible; and ii) to not let modifications prevent the inclusion of existing contributions to the Jupyter and JupyterHub projects. Project documentation is free and open source under a Creative Commons BY-SA 4.0 license.

Social authentication, sometimes referred to as social logins, was chosen as the authentication method for AODS JupyterHub installations. Instead of forcing users to create a separate login account for your application, social authentication lets users authenticate using their existing personal accounts for various social websites. Although social authentication is a definite compromise between privacy and convenience [Gafni and Nissim, 2014; Scott et al., 2016], the choice to use the method was made primarily due to its prevalence among various data science related websites (e.g., Kaggle\textsuperscript{12}, Cross Validated\textsuperscript{13}, etc.) and its application in a recent research article related to big data [Madani et al., 2017]. Additionally, administrators are still free to provide different levels of authorization to their JupyterHub installation, even if social authentication is configured. The recommended way of providing social authentication support in AODS JupyterHub installations is using the OAuth 2.0\textsuperscript{14} protocol. This protocol is recommended

\textsuperscript{12}https://www.kaggle.com
\textsuperscript{13}https://stats.stackexchange.com
\textsuperscript{14}https://oauth.net/2/
for two reasons: i) it is an industry standard authorization protocol supported by many popular social websites; and ii) it is cross-compatible with CAS\textsuperscript{15}, a protocol currently used by various academic institutions (e.g., the University of Georgia\textsuperscript{16}).

In the AODS JupyterHub test installation, OAuth 2.0 support is provided using the \texttt{oauthenticator}\textsuperscript{17} package. GitHub was chosen as the social website for authentication since that is where the AODS JupyterHub project is hosted. Administrators who wish to replicate the setup should install \texttt{oauthenticator} according its package documentation, register an OAuth application on GitHub by following the instructions found here\textsuperscript{18}, then add and configure the following settings in their JupyterHub installation’s \texttt{jupyter\_config.py} file:

```python
from oauthenticator.github import LocalGitHubOAuthenticator

# We need to replace these placeholders with our own GitHub credentials.
c.JupyterHub.authenticator_class = LocalGitHubOAuthenticator

c.LocalGitHubOAuthenticator.oauth_callback_url = ''
c.LocalGitHubOAuthenticator.client_id = ''
c.LocalGitHubOAuthenticator.client_secret = ''
c.LocalGitHubOAuthenticator.create_system_users = True
```

If configured correctly, users of the JupyterHub installation can now login using their GitHub account. The first time they attempt to login, they will be prompted by GitHub to authorize the application. In order to continue authenticating, authorization must be granted. This authorization can be revoked at a later time.

\textsuperscript{15}https://apereo.github.io/cas/4.1.x/protocol/CAS-Protocol.html
\textsuperscript{16}https://eits.uga.edu/access_and_security/cas/
\textsuperscript{17}https://github.com/jupyterhub/oauthenticator
\textsuperscript{18}https://developer.github.com/apps/building-integrations/setting-up-and-registering-oauth-apps/registering-oauth-apps/
if the user desires.

Support for the ScalaTion big data framework is provided in the AODS Jupyter-Hub test installation using the ScalaTion Kernel project. An overview of ScalaTion Kernel and a set of various installation instructions are provided in Chapter 4.

In order to help users get started exploring data science investigations, the AODS JupyterHub test installation also provides copies of the latest example notebooks (described in Section 6.3) from the ScalaTion Kernel project (described in Chapter 4). These notebooks are supplied during the user creation process via a custom `add_user.sh` script, which is called the first time a user successfully authenticates with the JupyterHub installation. When a user logins, they can find the example notebooks in a directory called `default-notebooks`. Administrators who wish to replicate this setup should first make sure that `create_system_users` is set to `True` in `jupyterhub_config.py` for their chosen authenticator. Next, they should download `add_user.sh` to the server, perhaps placing it in the same directory as `jupyterhub_config.py`, and grant it execute permission (e.g., using the `chmod` command). Then, they should add and configure the following setting in their JupyterHub installation’s `jupyterhub_config.py` file:

```
c.LocalAuthenticator.add_user_cmd = ['/path/to/add_user.sh']
```

Now, when new users successfully authenticate with the JupyterHub installation, the `add_user.sh` script gets executed and copies of the example notebooks are placed in `default-notebooks` under their home directory. By default, the script places new users into a group called, “aodshub.” Administrators can edit the script

---

to change this behavior.

Lastly, the AODS JupyterHub test installation is served using the Nginx web server configured to pass external requests for hub.oads.io on port 80 to the locally running installation running on port 8000 using a proxy. If an administrator wishes to replicate this setup, then they can use an Nginx site configuration similar to the following where hostname.tld refers to the external hostname that users will use to access the installation:

```nginx
server {

    listen 80;
    server_name hostname.tld;

    location / {
        proxy_set_header Host $host;
        proxy_set_header X-Real-IP $remote_addr;
        proxy_pass http://127.0.0.1:8000;
    }

    location ~ /api/kernels/ {
        proxy_pass http://127.0.0.1:8000;
        proxy_set_header Host $host;
        proxy_set_header X-Real-IP $remote_addr;
```
proxy_http_version 1.1;

proxy_set_header Upgrade "websocket";

proxy_set_header Connection "Upgrade";

proxy_read_timeout 86400;

Although the AODS JupyterHub test installation does not use the Apache2 web server, the project maintainers anticipate adding documentation to support it since it is a popular option.

### 6.2.3 AODS Upload Project

The AODS Upload project, hosted here[^21], is comprised primarily of a web application that facilitates the automatic uploading of notebooks to a JupyterHub workspace. The web application supports: i) social authentication; ii) rendering notebook previews; and iii) and linking a user directly to the uploaded notebook in their JupyterHub workspace. Written in Python using the Django library, the application is designed to perform a minimal set of operations while maintaining a small footprint on the system. Its functionality and implementation are directly motivated by and adhere to the AODS Guidelines. Project documentation is free and open source under a Creative Commons BY-SA 4.0 license. Source code is also free and open source under an MIT license.

[^21]: https://github.com/aods-io/aods-upload

92
A live, proof of concept test installation of the project’s web application is available at upload.aods.io\textsuperscript{22}, primarily targeted at readers of this dissertation. When an authenticated user follows an AODS Upload link, they are presented with a rendered preview of the notebook and asked to confirm the upload. Once confirmed, the user is presented with the notebook’s filename, as saved in their AODS workspace, as well as a convenient link to directly open the newly uploaded notebook on the AODS JupyterHub test installation site. Currently, only notebook links from locations in a configurable whitelist are supported. At the time of this writing, the whitelist includes the following link prefixes:

- \url{https://github.com/scalation/scalation_kernel/raw/}

- \url{http://www.cs.uga.edu/}

The project documentation includes detailed instructions on how to replicate the test installation. The primary goal of this project is provide users with an easier alternative to manually uploading notebooks to their JupyterHub workspace. To that end, using the AODS Upload test installation, authenticated users can use shareable AODS Upload links to preview and upload notebooks in a more automated fashion, allowing them to avoid downloading a notebook’s .\texttt{ipynb} file to their local machine as an intermediate step.

In order to complement the AODS JupyterHub project described in Section 6.2.2, social authentication using OAuth 2.0 was chosen as the authentication method. This support is provided using the social-auth-app-django\textsuperscript{23} package. GitHub

\footnotesize\textsuperscript{22}http://upload.aods.io/
\footnotesize\textsuperscript{23}https://github.com/python-social-auth/social-app-django
was chosen as the social website for authentication in order to match the service used for the AODS JupyterHub test installation. Administrators who wish to replicate the setup should install social-auth-app-django according its package documentation, register an OAuth application on GitHub by following the instructions found here\(^2\), then add and configure the following settings in the project’s upload_site/secret_settings.py file (which should be created if it does not exist):

```python
SECRET_SETTINGS_SOCIAL_AUTH_URL_NAMESPACE = 'social'
SECRET_SETTINGS_SOCIAL_AUTH_GITHUB_KEY = ''
SECRET_SETTINGS_SOCIAL_AUTH_GITHUB_SECRET = ''
```

If configured correctly, users with an account on the corresponding JupyterHub installation can now login using their GitHub account. The default behavior of the AODS Upload test installation is to not authorize authenticated users who have not previously logged in to the corresponding AODS JupyterHub installation. This decision was made to ensure that account creation on the server is handled by the custom add_user.sh script provided by the AODS JupyterHub project.

Lastly, the AODS Upload test installation is deployed using the uWSGI\(^2\) package and served using the Nginx\(^2\) web server configured to pass external requests for upload.oads.io on port 80 to the local uWSGI running on port 8888 using a proxy. Below is an example that starts the web application locally on port 8888

\(^2\)http://uwsgi-docs.readthedocs.io/en/latest/
\(^2\)http://nginx.org
using uWSGI:

```
$ uwsgi --http :8888 \
   --chdir /path/to/aods-upload/upload_site \
   --wsgi-file /path/to/aods-upload/upload_site/upload_site/wsgi.py \
   --virtualenv /path/to/aods-upload
```

If a user wishes to replicate the test setup, then they can use an Nginx site configuration similar to the following where `hostname.tld` refers to the external hostname that users will use to access the installation:

```
server {

listen 80;
server_name hostname.tld;

location /static/ {
   alias /path/to/static/;
   gzip_static on;
   expires max;
   add_header Cache-Control public;
}

location / {
   proxy_set_header Host $host;

   location /aods-uploader {
      alias /path/to/aods-uploader/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-uploader/;
   }

   location /aods-uploads {
      alias /path/to/aods-uploads/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-uploads/;
   }

   location /aods-downloader {
      alias /path/to/aods-downloader/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-downloader/;
   }

   location /aods-downloads {
      alias /path/to/aods-downloads/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-downloads/;
   }

   location /aods-convert {
      alias /path/to/aods-convert/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-convert/;
   }

   location /aods-converts {
      alias /path/to/aods-converts/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-converts/;
   }

   location /aods-blend {
      alias /path/to/aods-blend/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-blend/;
   }

   location /aods-blends {
      alias /path/to/aods-blends/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-blends/;
   }

   location /aods-blendSV {
      alias /path/to/aods-blendSV/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-blendSV/;
   }

   location /aods-blendSVs {
      alias /path/to/aods-blendSVs/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-blendSVs/;
   }

   location /aods-pic {
      alias /path/to/aods-pic/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-pic/;
   }

   location /aods-pics {
      alias /path/to/aods-pics/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-pics/;
   }

   location /aods-picsWeb {
      alias /path/to/aods-picsWeb/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-picsWeb/;
   }

   location /aods-picsWebS {
      alias /path/to/aods-picsWebS/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-picsWebS/;
   }

   location /aods-zip {
      alias /path/to/aods-zip/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-zip/;
   }

   location /aods-robot {
      alias /path/to/aods-robot/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-robot/;
   }

   location /aods-robots {
      alias /path/to/aods-robots/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-robots/;
   }

   location /aods-robotsSV {
      alias /path/to/aods-robotsSV/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-robotsSV/;
   }

   location /aods-robotsSVs {
      alias /path/to/aods-robotsSVs/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-robotsSVs/;
   }

   location /aods-logs {
      alias /path/to/aods-logs/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-logs/;
   }

   location /aods-logsW {
      alias /path/to/aods-logsW/;
      gzip_static on;
      expires max;
      add_header Cache-Control public;
      proxy_pass http://aods-uploader:8888/aods-logsW;
Although the AODS Upload test installation does not use the Apache2 web server, the project maintainers anticipate adding documentation to support it since it is a popular option.

### 6.3 Example Notebooks

In this section, we provide various example Jupyter notebooks that use the Scala-Tion big data framework to perform a data science investigation or demonstrate a topic related to data science. Readers are encouraged to use the AODS test installations to explore the example notebooks described in this section. For new and existing users of the AODS JupyterHub installation at [hub.aods.io](http://hub.aods.io), this can be done in a few different ways, as outlined below:

1. **Default Notebooks**: Users can navigate to the `default-notebooks` directory in their AODS workspace to see a list of the example notebooks presented in this dissertation along with any additional example notebooks hosted by the ScalaTion Kernel project. The notebooks in this directory are personal copies of the example notebooks that were available during the user’s account creation. As such, users should feel free to modify and execute
them as they see fit.

2. **AODS Upload Link:** Users can use AODS Upload links, described earlier, to upload notebooks directly to their AODS workspace. Each example notebook described later in this section has a corresponding “upload” link that is provided using the AODS Upload test installation at upload.aods.io. After following an AODS Upload link and confirming the upload, the site will provide the user with a link to directly access the uploaded notebook within their AODS JupyterHub workspace.

3. **Direct Download & Upload:** Users can directly download notebooks to their local machine, then upload it to their AODS workspace. Each example notebook described later in this section has a corresponding “download” link that is provided. Once a notebook is downloaded, users can upload it using the “upload” button that is available in their AODS JupyterHub workspace.

4. **Read Only:** Users can view a rendered, read only preview of a notebook using preview links. Each example notebook described later in this section has a corresponding “view” link that is provided using the preview feature of the AODS Upload test installation at aods.io/preview/. While a preview link will properly render previously saved output, it cannot be used to run a notebook to generate new output.

Each of the methods described above demonstrates an open and accessible way to explore a disseminated data science investigation. If readers wish to run the notebooks on their own Jupyter installations, then should follow the instructions
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provided in Chapter 4 to install ScalaTion Kernel. The list of example notebooks is provided below.

- **Longley’s Economic Regression Data:** Illustrates the exploration of the Longley macroeconomic dataset [Longley, 1967] using a multiple linear regression model. The dataset is provided in an open data format (i.e., CSV) and downloaded directly from the Internet from within the notebook. The investigator notes that this dataset is known to be highly collinear. Using ScalaTion’s **Regression** class, a multiple linear regression model is trained and model diagnostics are provided that support this claim. See Figure 6.2.
  (view [ ] , download [ ] , upload [ ] )

- **Clustering of Edgar Anderson’s Iris Data:** Illustrates how to use K-means clustering on Fisher’s and Anderson’s iris dataset [Becker et al., 1988] to investigate the relationship between iris petal length and species. The dataset is provided in an open data format (i.e., CSV) and downloaded directly from the Internet from within the notebook. The investigator wants to explore the relationship between iris petal size (i.e., width and height) and the three iris species provided in the dataset. Using ScalaTion’s **KMeansPPClusterer** class, petal sizes are clustered into three clusters. The cluster assignments suggest to the investigator that a relationship between petal size and species does exist. See Figure 6.3.
  (view [ ] , download [ ] , upload [ ] )

- **Deriving Multiple Linear Regression:** Illustrates how to derive and ap
ply the least squares solution for multiple linear regression. The investigator begins by deriving the formula to estimate the coefficient vector in a multiple linear regression that minimizes the sum of squared error using Markdown and \LaTeX. To explore this derivation, a response vector is simulated using a design matrix, a known coefficient vector, and random noise. Then, the coefficient vector for a multiple linear regression model is estimated directly using the derived method and used to produce a predicted response. The notebook concludes with a derivation of the model’s residual sum of squared error (SSE) using a domain-specific language. See Figure 6.4.

(\text{view }\text{, download }\text{, upload })

- **Regression Splines**: Illustrates how to approximate a function for the number (in thousands) of Australian residents over time from the \texttt{austres} dataset [Brockwell and Davis, 2016] using a regression spline. The dataset is provided in an open data format (i.e., CSV) and downloaded directly from the Internet from within the notebook. First, the investigator gives a small introduction to regression splines, then proceeds to work through the steps to produce the approximated function using B-spline basis functions. This notebook also demonstrates how to easily incorporate additional source code into a notebook. See Figure 6.5.

(\text{view }\text{, download }\text{, upload })
Figure 6.2: Longley’s Economic Regression Data Notebook

Here we see an example of a Jupyter ScalaTion notebook which illustrates the exploration of the Longley macroeconomic dataset [Longley, 1967] using a multiple linear regression model.

The resulting model is known to be highly collinear, as evidenced by the large p-values in the table.

References

Here we see an example of a Jupyter ScalaTion notebook which illustrates how to use K-means clustering on Fisher’s and Anderson’s iris dataset [Becker et al., 1988] to investigate the relationship between iris petal length and species.

### 6.4 Impact

The AODS project and example notebooks showcase a method for disseminating data science investigations and lessons that make use of a big data framework in a
Figure 6.4: Deriving Multiple Linear Regression Notebook

Here we see an example of a Jupyter ScalaTion notebook which illustrates how to derive and apply the least squares solution for multiple linear regression.

way that is both relatively easy for investigators to provide and convenient to users wishing to replicate investigation results or follow along with lessons. Specifically, the AODS JupyterHub project presents a documented, minimal approach, with
Figure 6.5: Regression Splines Notebook

Here we see an example of a Jupyter ScalaTion notebook which illustrates how to approximate a function for the number (in thousands) of Australian residents over time from the \texttt{austres} dataset [Brockwell and Davis, 2016] using a regression spline.

an accompanying example deployment, that allows data science investigators and educators to deploy a JupyterHub installation that supports a big data framework. Furthermore, the AODS Upload project presents a documented, minimal way to
make this setup even more appealing and easier to use for end users by providing an effective way for them to use links to automatically upload notebooks directly to a supported JupyterHub workspace. Readers can confirm this effectiveness using the “upload” links provided for each example notebook in Section 6.3.

6.5 Conclusions

In this chapter, we presented the Applied Open Data Science (AODS) project as well as a set of example notebooks that utilize the ScalaTion big data framework. Housed at aods.io, the AODS JupyterHub and AODS Upload projects demonstrated how open and accessible support for open notebooks that make use of big data frameworks can be provided. The implementations of these projects served as a live test-bed for readers of this dissertation to explore the various example notebooks that were provided.

Future work for the AODS project includes iterating on existing documentation so that it is easier to follow and supports different infrastructure scenarios. Additionally, more example notebooks will be created to further demonstrate the ideas conveyed in this dissertation.
Chapter 7

Summary

The work in this dissertation is motivated by the following open research questions in data science education: How do you provide tools to support open science, big data, and reproducibility? What computing infrastructure is available and how do you use it? How do you make it easier for students and domain experts to do data science and big data analytics? To that end, this work described and exemplified how big data frameworks and open science can be combined to help mitigate some of the problems related to these questions.

The main contributions of this research can be summarized as follows:

- We provided an overview of the open source ScalaTion project, a big data framework that supports big data analytics and simulation modeling. We present ScalaTion as an excellent tool for making big data analytics more approachable by allowing users to express, execute, and connect together models that are more concise and readable through well documented code.
and the use of a domain-specific language. We also presented examples of
how ScalaTion helps support previous and existing research in analytics.

- To demonstrate how to provide lightweight big data framework integration
  in open notebooks, we presented the open source ScalaTion Kernel project, a
  custom Jupyter kernel that enables ScalaTion support in Jupyter notebooks.
  We also discuss how the project’s minimal integration approach makes it
  easier for others to reproduce Jupyter installations that include the kernel.
  This was demonstrated through the provision of installation instructions for
  multiple scenarios, including deployment in a Python virtual environment
  and as a containerized application.

- To demonstrate research ScalaTion is used in, we outlined and evaluated a
  tight clustering algorithm, written using ScalaTion, for the functional data
  analysis of time course omics data. Across different signal to noise ratios and
  proportions of simulated scattered genes, our method showed improvement
  in terms of the weighted Rand index metric.

- To promote reproducibility in open science, we presented the Applied Open
  Data Science (AODS) project, a collection of customized web applications
  for the hosting and sharing of open notebooks with ScalaTion support. We
  demonstrate the merit of this project by providing shareable, executable,
  and modifiable example notebooks, directly accessible to readers of this dis-
  sertation, that utilize ScalaTion to demonstrate various data science topics.

In conclusion, the research described and discussions presented in this dissertation
demonstrate potential solutions to some of the motivating questions posed above. As demonstrated and discussed through various, live examples, these methods would enable data science investigators and educators to provide a dissemination environment that is reproducible at the level of individual investigations and at the level of investigative infrastructure.

Future work related to this dissertation includes the submission of two grant proposals related to advanced cyberinfrastructure education (one for course and outreach development; the other for the development of a departmental container cluster) and the continued development of the ScalaTion Kernel and AODS projects.
Appendix A

Proposed Cyberinfrastructure Courses

This appendix includes detailed information on proposed data science courses that integrate the use of advanced cyberinfrastructure (CI). Much of the material here is from a grant proposal principally authored by the dissertation author. This appendix is organized as follows: i) an outline of the two proposed courses are provided in Sections A.1 and A.2; and ii) pedagogical details are provided in Section A.3
A.1 CI for Data Science I (CI1)

A.1.1 Course Description

CI includes technologies that support data science within a highly inter-operable and collaborative ecosystem. Usually utilizing a “flipped” pedagogical approach (described later), students in this course learn about the motivations and uses of CI for data science-driven investigations via tutorials and an applied term project.

- This course emphasizes “Computation and Data Science for All” and is, therefore, targeted at the broader STEM+C student community at a university. Students should have experience with pre-calculus and statistics. While some data science and programming experience is recommended, it is not required. The topical outline for this course (included below) includes a number of broad topics designed to better prepare students for infrastructure-specific training opportunities and should raise awareness of advanced CI and its applications to applied data science. Actual usage of advanced CI will be incorporated into coursework. Emphasis will also be placed on open data science.

A.1.2 Topical Outline (estimated 37.5 contact hours)

- Computation and Data Science for All
  - Introduction / History (1.00 hours)
  - Third Pillar: Computation (1.25 hours)
• Fourth Pillar: Data-Driven Science (1.25 hours)
  – Applications / Examples (1.00 hours)
  – Ethics of Data Science (1.00 hours)

• Cyberinfrastructure (CI)
  – Introduction / History (1.00 hours)
  – Big Data (1.00 hours)
  – Hardware Survey (1.00 hours)
  – Software Survey (1.00 hours)
  – Community Engagement (1.00 hours)
  – Open Science Big Data (1.00 hours)
  – Privacy and Security Considerations (1.00 hours)

• Basic Command Scripting
  – Bash (1.25 hours)
  – Python (1.25 hours)
  – Scala (1.25 hours)

• Basic Command Scripting
  – Introduction / History (1.25 hours)
  – Map Reduce Paradigm (1.25 hours)

• Libraries for Distributed Computing
- Hadoop (1.25 hours)
- Spark (1.25 hours)
- Flink (1.25 hours)
- Others (1.25 hours)

- Collaboration
  - Version Control Basics (1.25 hours)
  - Team and Project Management (1.25 hours)

- Communication of Results
  - Data Visualization Methods (1.00 hours)
  - Technical Writing (1.00 hours)

- Term Project
  - Proposal (2.00 hours)
  - Milestone Demonstration [x2] (2.50 hours)
  - Demonstration (1.00 hours)

### A.2 CI for Data Science II (CI2)

#### A.2.1 Course Description

Usually utilizing a “flipped” pedagogical approach (described later), students in this course learn about the motivation, implementation, and use of paradigms,
algorithms, and tools for advanced CI. Students will propose, implement, evaluate, and demonstrate an applied term project emphasizing open science and the use of advanced CI.

- This course is targeted at students who have taken CI1. Students should have experience with calculus and programming. The topical outline for this course (included below) includes a number of broad topics designed to better prepare students for the implementation, execution, debugging, and optimization of data science-related algorithms on advanced CI. Actual usage of advanced CI will be incorporated into coursework. Emphasis will also be placed on open data science.

A.2.2 Topical Outline (estimated 37.5 contact hours)

- Concepts for Cyberinfrastructure
  - Open Science Big Data (e.g., Notebooks) (3.33 hours)
  - Multicore CPU Programming (e.g., IPC, Threads, Actors) (3.33 hours)
  - Multicore GPU Programming (e.g., CUDA) (3.33 hours)
  - Distributed Storage and Memory (e.g., HDFS) (3.33 hours)
  - MapReduce (e.g., Hadoop) (3.33 hours)
  - Message Passing & Distributed Actors (e.g., MPI, Akka) (3.33 hours)
  - Domain-Specific Language (e.g., Sawzall, Apache Pig, ScalaTion) (3.33 hours)
• Distributed Streams (e.g., Spark, Apache Flink) (3.33 hours)

• Performance and Profiling
  – Performance Metrics (1.11 hours)
  – Fault Tolerance (1.11 hours)
  – Profiling (1.11 hours)

• Communication of Results
  – Data Visualization Methods (1.00 hours)
  – Technical Writing (1.00 hours)

• Term Project
  – Proposal (2.00 hours)
  – Milestone Demonstration [x2] (2.50 hours)
  – Demonstration (1.00 hours)

A.3 Pedagogy and Additional Details

Both courses will be designed with the “flipped” pedagogical approach in mind. With this approach, the typical lecture and assignment elements of the course are reversed, emphasizing experiential and active learning Heyborne and Perrett [2016]. Required readings and short video lectures are viewed by students at home before the class session, while in-class time is devoted to active learning activities. The instructor serves a mentor for the students. Recently, many colleges
and universities have funded and developed programs involving flipped pedagogy. For example, the PIs’ home institution, the University of Georgia, is currently engaged in multiple flipped pedagogy programs in the Departments of Biochemistry & Molecular Biology, Chemistry, Computer Science, Genetics, Physics and Astronomy, and Plant Biology. Preliminary evaluation suggests that students in the flipped versions of these courses outperform their non-flipped counterparts, on average, with respect to achieving expected learning outcomes. Examples of flipped pedagogy programs at other institutions include Tune et al. [2013]; Schultz et al. [2014]; Baepler et al. [2014]; Kong [2014]. Emphasis will also be placed on experiential and service learning, where instruction emphasizes practical experience in the material being taught instead of just theory Krusche et al. [2017]; Derbinsky and Suresh [2017]. The PIs will work closely with UGA’s Office of the Vice President for Instruction in order to follow best practices and integrate experiential and service learning into the pilot courses. Experiential learning is a high priority objective at the institution level at UGA as well as in the Computer Science department. Specific avenues for experiential and service learning are outlined later in this proposal.

In order to help promote open data science and active, guided learning, most of the interactive tutorials in either course will be provided in an open notebook format such as Jupyter Ragan-Kelley et al. [2014]. For example, with Jupyter notebooks, the descriptions, methods, relevant code snippets, and student notes for an assignment or lecture are all integrated in an easy to read and easy to run computational narrative. With open notebooks, the course lectures, readings,
and activities will be provided in a way that is easily accessible and to the point, facilitating investigation and reproducibility. Students can follow along with each activity, modify and execute relevant code snippets, and incorporate their own notes and results all within a notebook. A sample activity for each course is briefly described below:

- **CI1 Sample Activity - Big Data Sample Statistics:** This activity guides students through the collection of sample statistics (e.g., mean, variance, mode, min, max, etc.) for some big data dataset (e.g., in the petabyte regime). An overview of the challenges faced in the collection of these sample statistics is presented, including specific examples that students can try out to see for themselves. Students are then asked to leverage advanced CI as well as some of the open frameworks discussed in class to collect and present the sample statistics.

- **CI2 Sample Activity - Gene Expression Clustering:** This activity guides students through the clustering of timecourse omics data for gene expression levels collected from an RNA-seq experiment. An overview of the different clustering techniques is presented, including starter code, so that students can rapidly explore the differences between those techniques. Students are then asked to optimize the running time for a clustering algorithm (e.g., simple $k$-means) by extending it for multiple cores and then by making it distributed. Use of advanced CI is required.

To make these activities more approachable, the use of domain-specific language and open frameworks for analytics will be used. For any particular activity, the
activity description, starter code, as well as student modifications, results, and notes will be collected in an open notebook format for easy access, assessment, and reflection. The use of open notebooks like Jupyter have been shown to be effective in Hu et al. [2017] as well as in the PIs’ home institution in some of classes instructed by one of the Co-PIs.

When these courses are offered offline, active learning environments such as computer labs and SCALE-UP Beichner et al. [2007] will be used. For example, with SCALE-UP the physical classroom environment is structured in a studio-like fashion in order to facilitate active, collaborative learning. Additionally, we plan to complement offline learning through the use of Peer Learning Assistants (PLAs). Depending on the level of the course offering, PLAs are undergraduate or graduate teaching assistants who receive explicit pedagogical training either prior to or during their assistantship. For example, the University of Georgia requires PLAs to take FCID 3100, a course that, according to the UGA Bulletin, “introduces current research findings on how people learn, reviews proven strategies for engaging undergraduates in active learning in introductory STEM courses, and offers opportunities to model effective teaching practices with in-class group activities.” PLA programs have been shown to be successful at many universities Blackwell et al. [2017], including the University of Colorado Otero et al. [2010] and the University of Georgia (the PIs’ home institution).

As the courses will be designed with the flipped pedagogy in mind, development of online versions should be achievable with minimal effort. The same materials provided for the offline version of these course will also be offered to the online
students, leaving online course development to the distribution and management of the active learning activities in an online environment. The PIs will work closely with UGA’s Office of Online Learning to develop the online versions of these courses. Different strategies for effective online collaboration will be explored.

Both courses will involve term projects that are designed to increase net collective impact through experiential and service learning of the material. Students will propose, implement, evaluate, and demonstrate an applied term project emphasizing applied data science and the use of advanced CI. Only proposals that include a collaboration with a university research lab and or local community stakeholder will be accepted. Furthermore, projects should make use of open science tools like Spark and ScalaTion. For example, ScalaTion is a free and open source framework for exploring a modeling continuum that includes analytics, simulation and optimization Miller et al. [2013b].

We anticipate that these courses will increase net collective impact by complementing the existing arsenal of training and development opportunities. Students who take these courses will be more prepared for infrastructure-specific training opportunities, allowing the trainers of those opportunities to effectively focus their efforts.
Appendix B

Proposed Community Outreach Programs

This appendix includes information on proposed community outreach programs that integrate the use of advanced cyberinfrastructure (CI) and complement the courses described in Appendix A. Much of the material here is from a grant proposal principally authored by the dissertation author. This appendix is organized as follows: i) an outline of the two proposed community outreach programs are provided in Sections B.1 and B.2; and ii) additional details are provided in Section B.3

B.1 Secondary School Program

In this program, we propose complementing new and existing high school after school, summer school, and summer camp programs by facilitating three key goals:
(i) raise awareness of data science and CI through exposure and engagement; (ii) provide means and support for organizers and participants to provide said engagement; and (iii) provide a means for assessing existing student exposure to computer science and data science.

**B.2 Data Science as a Community Service Program**

Here, we propose the preparation and continued development of a community service program called “DSaaCS”, primarily designed to facilitate three key goals: (i) connect undergraduate students and faculty with community stakeholders who are in need; (ii) provide the tools and resources to help students aid community stakeholders through the use of applied data science and advanced CI; and (iii) raise community exposure to data science and advanced CI.

**B.3 Additional Details**

Specifically, this community outreach aspect of the proposal seeks to facilitate the experiential and service learning requirement for projects in the CI1 and CI2 courses (detailed earlier in this proposal). Connecting students with community stakeholders provides an effective means for experiential and service learning that often results in the increase of practical experience and collective impact for all parties involved; such connections also inform the instructors, ensuring that course
curriculum better suits the contemporary needs of stakeholders Bruhn and Camp [2004]. This aspect of the proposal also complements existing NSF programs such as STEM + Computing Partnerships (STEM+C) and Computer Science for All (CS for All), which, among other things, seek to raise awareness, interest, skill, and competency of data science in secondary schools.

How will we forge partnerships? In order to help better facilitate this community outreach aspect of the proposal, partnerships with local businesses and community leaders will be forged. Currently, we have letters of support from the following collaborators:

- **ElevateCS**: ElevateCS is an outreach program located in the Athens, GA area. Their mission is to promote, improve, and empower Computer Science/Technology education and those interested in it by providing resources, events, and workshops via immersion. The PIs will collaborate with ElevateCS for the proposed secondary school community outreach program.

- **FourAthens**: Four Athens is a local Athens Technology Incubator that takes in young start-ups and entrepreneurs and helps them acquire everything they need to progress from inception stage to establishment of a viable company. The PIs will collaborate with Four Athens for the proposed DSaaCS program.

These partnerships are not explicitly for internship opportunities. Instead, it’s a way for students to engage in experiential and service learning related to advanced CI and applied data science. Ideally, students working with these partners will
be taking one of the courses described elsewhere in this proposal concurrently. The role these partnerships will take is that of providing the connection between students and local businesses and community leaders. No management overhead would be required above facilitating these connections.

Opportunities also exist at the PIs’ home institution for greater exposure of advanced CI and applied data science to high school students by allowing them to work side-by-side with the students and faculty involved in the course development and community outreach aspects of this proposal. For example, UGA’s Young Dawgs program is a high school internship program designed to prepare high-achieving high school juniors and seniors for post-secondary education and future careers in their areas of interest. Students accepted into the program participate in unpaid internships on campus—in placements throughout the university—as well as in the community. In this case, students would be paired with other students and faculty engaged in the principal activities of this proposal. The program is open to students from public, private, and home schools. Students are required to have a GPA of at least 3.7 in order to participate.

We anticipate that these community outreach programs will increase net collective impact by facilitating public-private and public-public partnerships relevant to raising the awareness and education surrounding advanced CI, data science, STEM+C, and CS For All. Additionally, students who participate in these community outreach programs will be more prepared for infrastructure-specific training opportunities, allowing the trainers of those opportunities to effectively focus their efforts.
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