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Abstract

Spam is still a widely prevalent problem in the internet. In this project, we applied supervised learning techniques to grapple with the spam problem for resale-based e-commerce (classified ad) websites such as Craigslist, eBay and Amazon. By leveraging the existence of structured information on these websites, we showed that we can build a better spam detection technique compared to traditional anti-spam techniques that are meant for e-mail and social network ecosystems. After scraping more than 20,000 posts from Craigslist, we tried out various supervised learning algorithms and showed that it is possible to build classifiers that can have up to 98% true positive rate with less than 2% false positives. Moreover, the technique proposed and the features we developed lay the foundation for further work beyond spam detection such as automated tagging for these e-commerce websites.
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Chapter 1

Introduction

Electronic commerce or generally referred to as e-commerce, is the use of electronic medium to carry out sales and purchases. E-commerce has grown vastly in the last decade, nowadays most of the commercial transactions are carried out through e-commerce. The clients of e-commerce are called cyber-consumers. The e-commerce domain which was originally introduced to buy and sell products via internet has extended its reach and in the current day it is used for purposes like renting a house, selling used phones or even purchasing services like nanny for the kids. Day by day more businesses are migrating their operations onto the Internet. In the near future, the lines between "conventional" and "electronic" commerce will become increasingly blurred. E-commerce applications are two types: the first one where the sellers are business units and the second one where the sellers are general population. In the first type, the access to the applications is restricted and the applications are well maintained by professionals and there is a very little chance of spam posts, whereas in the second type, where the regular people can sell the products, there is a high chance of posts being spam or the posts not being properly catalogued. It is this problem that we will tackle in our research.

There are a lot of e-commerce websites that allow regular people to sell goods and ser-
services. Craigslist, eBay, Amazon and OfferUp are some popular examples. Most people use these websites to sell used goods, advertising real estate rentals and advertise or request services (such as a driver or nanny). These resale based e-commerce websites are also often referred to as classified ad websites. For our research, we have selected Craigslist (http://www.craigslist.com) as the website of our choice for building an automated spam detection system. Craigslist is an online classifieds website divided into different city areas. Users post advertisements in categories including "For Sale", "Services", "Housing", "Jobs", "Community" and "Personal". Craigslist divides its ads into several different categories. Anyone can post an ad with or without a Craigslist account. Creating an account allows you to easily access all of your postings to revise or delete them. Without an account, you receive an email after posting with links to modify the ad. User clicks on the "Post to Classifieds" link at the upper left corner of each page on the Craigslist website to create an ad. Then the user should fill in the template fields including "Posting Title", "Posting Body" and additional details such as "Price" and "Condition". The ad appears in the category on the selected city’s Craigslist page. Figure 1.1 shows the various categories under which people can post ads on the Craigslist webpage.

If users are interested in browsing the Craigslist ads, they need to select the closest city on the right side of the Craigslist page. The main page of one’s city shows the ads organized under main categories. Subcategories appear below to help users find the specific items they want. For example, the "For Sale" section includes categories to sell antiques, appliances, books, furniture and jewelry. Users need to click on the desired category to see a list of ads posted from newest to oldest. Users have the option of sorting these ads by price instead of chronological order. They can also see the ads from the selected category represented as expandable info-bubbles on a map based on the buyer’s location.

Craigslist is gaining popularity every day because it provides an opportunity for common people to sell their goods and services. This inadvertently creates problems as well. Craigslist
Figure 1.1: Craigslist homepage showing different categories.
allows user to post ads without even requiring a user account creation. This makes Craigslist a very popular target for spammers. Also, since everybody is not a savvy computer user, the cyber-consumers are bound to make mistakes thus resulting in their ads to fall in the wrong categories. This eventually makes their ads invisible to the intended users. Such wrongly posted ads along with spam posts cause other users to spend more time looking at the wrong ads. The success of applications like Craigslist depends on how well users can navigate and find the things they are looking for. If this objective is hindered, it will eventually result in the failure of the business. Further, spam posts tend to have malicious content which can harm the website’s naive users, alienating them from the website. In order to prevent all of this, we propose to use supervised learning techniques to train different classifiers which can effectively differentiate between these spam posts and benign posts and alert the website staff.

We organize this thesis as follows. In Chapter 2, we give a background of spam and spam detection research work, discuss the intuition and motivate the need for our project. In Chapter 3, we give an architectural overview of our work. In Chapter 4, we discuss the details of various modules that are part of our system’s architecture. Our work has two main technical components: data scraping and supervised learning. We discuss both of these components in detail in Chapter 5. Chapter 6 clarifies the entire end-to-end process with the help of a case study. Evaluation setup and the experimental results are discussed in Chapter 7. In Chapter 8, we describe how our work makes a unique contribution in the light of closely related research work in this domain. In Chapter 9, we discuss directions in which our work can be extended in the future. We conclude this thesis with Chapter 10. Appendix A contains some code samples from our project code.
Chapter 2

Motivation and Background

Unsolicited messages sent using electronic messaging systems are referred to as spam. These messages are commonly related to advertising and are sent out on a mass scale. Spam has been a major problem since the internet era had begun. Spam is very prevalent in a number of media over the Internet: emails, instant messaging systems (such as Yahoo chat, AOL, GTalk), social networks (such as Facebook and Twitter), online classified ads, and web blogs. Nowadays, spam has spread to channels beyond internet. Mobile phone messaging spam (SMS spam) and VOIP spam using robot calls are few examples of this. All media which allow users to send messages without a significant cost per message are open to spam attacks.

In 2001, The Internal Market Commission appointed by the European Union (E.U.) determined [2] that spam emails cost Internet users about 10 billion Euros every year all over the world. In 2007, the California government found [1] that spam costs U.S. companies more than $13 billion dollars every year. There are a number of ways in which spam causes damage. For example, it wastes human productivity, as reading through the spam posts always results in a direct loss of valuable work time. Also, computer and network resources are wasted for processing these spam messages. Cases in which the user falls for one of
the tricks employed by the spammers and buys their advertised fake products or software, it would often result in direct monetary damage for the user. If the spam message lures the user into downloading malicious software, then identity theft, financial and intellectual property theft, espionage are all possible. Spammers often make use of the fact that the cost of sending messages in this modern world is very low. Researchers have found that even though their conversion rates (i.e. the percentages of users who click on a spam ad) are as low as 1 in 12,000,000 [15], spammers still seem to make a profit out of it.

Over the years, security researchers have developed a number of techniques to detect spam. [14], [24] and [11] are few examples of the many research works done in this domain. The research work spans multiple categories such as e-mails, social networks and web blogs. Nevertheless, not much work was done specializing in the domain of detecting spam posts on resale based e-commerce websites. These works will be discussed in detail in Chapter 8.

One thing that is common to most of these systems is the presence of a supervised learning
system. Consider the example of a spam email detection system. Figure 2.1 depicts how such a traditional supervised learning based spam-detection system works. As with all supervised learning systems, there are two phases: the first is a training phase in which the system learns to differentiate between spam and benign emails and the second is a deployment phase in which the system is put into use to detect spam emails. For the training phase, a significant number of spam and benign email samples are collected and are fed to a pre-configured supervised learning algorithm. The output of this phase, as can be seen in the Figure 2.1 is a classifier model. This model can then be used in the deployment phase. Any unknown email can then be classified as spam or benign by making use of the classifier model. But, note that the benign emails fed to the algorithm are often a mixed variety consisting of various kinds of emails. For example, one might have personal emails from friends and family, work related emails coming from colleagues, promotional emails like coupons from websites that the user has signed up for, feed containing snippets of information from websites such as Twitter, Quora and Facebook etc. The categories of emails mentioned here are all unique in their own way and the structure and the content of these emails looks drastically different from one another. As a result, feeding them all as one ”benign” category of emails to the supervised learning algorithm limits the learning capacity of the resulting classifier. Further worsening the results is the fact that even the spam posts are not all of one kind, spam posts tend to cover many different topics such as illegal pharmaceuticals, pornography, fraud and cheap retail products, phishing attempts etc.

Our intuition behind this work lies in the fact that e-commerce websites afford something to spam detection that other spam attractors don’t: structured data. For example, as we discussed in Chapter 1, how the data in e-commerce websites is divided into various categories. The Figure 1.1 also shows how Craigslist website maintains more than 100 categories for all its content. Because of the presence of all this structured data, we can do something different from a traditional spam detection system such as the one discussed
above. Figure 2.2 shows how this can be done. Instead of having one classifier that can differentiate between all benign and spam messages, we instead opt for training several classifiers one for each category of posts. For example, the "Car" category will have its own classifier different from the "Housing" category’s classifier. This way all the data that is fed to the algorithm when training the classifiers would be homogenous. Our main idea is that it should be very easy to train a classifier to identify one specific category of posts at a time, instead of training one classifier that can tell if a post belongs to a multitude of benign categories or it is a spam. Our experiments reveal that this is in fact the case. By using multiple natural language processing techniques, we have been able to build classifiers that can accurately (> 90% accuracy) identify the category to which a given post belongs.
Chapter 3

Architectural Overview

The spam filtering system as explained before is a supervised learning system. As with any supervised learning system, it has two separate modules: a training module and a testing/deployment module. However, the two modules share a lot of the architectural components. Hence, we try to describe them together here. Also, our spam filtering system is built outside the web servers, and includes a web crawler that is capable of periodically crawling the websites. While it is sometimes useful to have a spam filtering system deployed inside the web server, there are some compelling reasons to use a crawler based spam filtering system instead of deploying one inside a web server such as:

- A crawler based system can be made more generic. We built our crawler using the popular Scrapy project that makes it easily adaptable to other websites that we have not yet evaluated.

- Access to the back end database is not needed. This enables independent security researchers to use our system on a variety of e-commerce websites to study patterns of spam.

Figure 3.1 depicts the various architectural components of the system. As can be seen
in the Figure 3.1, there is a crawler which can periodically crawl the website for data and convert the data into a structured format. The data is then stored in the backend database. This process repeats until the end of the training period. At the end of the training period, the stored text data is fed to the vectorizer module which converts it into a machine understandable format. For all the data collected during the training phase, labels should be collected accordingly indicating which data is benign and which of it is spam. The labels along with the data from the vectorizer are then sent to a machine learning algorithm which outputs a classifier. This concludes the training phase.

The classifier from the training phase is placed on the deployment module. In the deployment phase, all the data being posted on the websites is sent to the classifier after being passed through the crawler, database and the vectorizer. If the classifier detects any spam posts then they are marked as spam and stored in another database table.
Chapter 4

Architecture Details

In this chapter, we present the details about each of the system modules that were mentioned in Chapter 3.

4.1 Website

The system we built is intended to be used for e-commerce websites. We picked Craigslist (http://www.craigslist.com) as the website of our choice as it is widely popular and also representative of the kind of portals that would be suitable for the proposed study. Also, the popularity would mean, a lot of data would be available which is necessary in order to train the classifiers properly. Craigslist contains advertisements posted by people at no cost. There are various categories such as ”housing”, ”for sale”, ”community”, ”jobs”, etc.

4.2 Crawler

The crawler is the module that scrapes the websites and returns structured data from them. It needs to do this on a periodic basis. We built the crawler using the Scrapy open source project in Python. We chose to use Scrapy because it enables building of crawlers that can
be easily adapted to other websites as well. The crawler collects the following data fields: "title of advertisement", "body of the advertisement". We chose the "housing" and "for sale" sections of Craigslist for reasons that we will explain later.

### 4.3 Database

We chose MongoDB [4] as the back end database to store the data. MongoDB is an open source cross platform NoSQL database. However, using a NoSQL database is not a hard set requirement and the backend database can easily be switched to a relational SQL based databases such as ORACLE, MySQL, or PostgreSQL without much change to the code. But MongoDB is very suitable for storing document oriented data which makes it very suitable for our work. In order for the rest of the code to communicate with the MongoDB database, we have used the default Python driver called PyMongo.

### 4.4 Learning Module

The learning module is the heart of the system. We used the Scikit Learn open source Python library for this module. Specifically, we tried out various supervised learning algorithms such as random forests, SVM and Logistic regression. After comparing the results, we figured that the logistic regression made the best sense in terms of both accuracy and simplicity.

After getting a good number of posts for both positive and negative classes, we fed this data to a TF-IDF based vectorizer [21, 10]. We used N-grams [5] as part of the vectorization process in order to provide more contextual information. The TF-IDF based vectorizer and N-grams will be discussed in detail in Section 5.2.1. Also, the standard stop words for English language that were available as part of the Scikit Learn library were used. The vectorizer object was also stored to be later used in the deployment phase. The vectorized training
data along with the class labels were then fed to the classifier in order to obtain a trained model.

4.5 Classifier

The trained classifier can be used for quickly classifying posts as spam or not. In order to do this we need to vectorize the text based data that is scraped. This is done using the stored vectorizer object that was saved during the learning phase. The results from the classifier are then stored in a separated database table.
Chapter 5

System Details

Our project involves a typical supervised learning workflow. Like any other such workflow, it can be divided into two parts:

- Data scraping
- Supervised learning

In the rest of this chapter, we will explain in detail about these two parts of our work.

5.1 Data Scraping

The data scraping part of our work mainly consists of the crawler that we already discussed in Chapter 4. We coded this part using the Python language. In this part of the work, we have also used Scrapy [8], which is an open source framework for extracting data from the web. Scrapy’s modular architecture allows us to easily adapt this code for other websites as well. For this, scrapy uses independent pieces of code that are called spiders. Though we use only one spider for crawling Craigslist, other spiders can be added quickly in the future without affecting any of the existing codes.
We have converted all this scraped data into a JavaScript Object Notation (JSON) format which is an open-standard format [12] that has key-value pairs. Figure 5.1 shows a screenshot of a few of the posts that have been scraped. MongoDB, being a document-oriented database, was easily able to save all this JSON data without having to do any more conversions. In total, we had collected about 20,000 posts from our target website. More details on the kind of posts we have collected will be discussed in Chapter 7.

5.2 Supervised Learning

This is the machine learning part of the project. Our current problem is to be able to determine whether a user submitted post is spam or not. This is a typical classification problem in machine learning where one class is spam (positive class) and the other is benign (negative class). Our goal is to be able to build a system that can determine if any user submitted post is spam or not.

One way to solve this problem is by using a supervised learning approach which is what we have used in our project. In this approach, there exists a learning phase during which our system "learns" about the characteristics of spam and benign posts after being provided with some labeled posts (i.e. some spam and benign posts as examples). Using these samples, the
system will be able to learn how the posts look like in a particular category. In reality, this
learning phase consists of building a statistical model which is simply a 1D array of fitted
parameters. Once this model is built, we would be able to classify new posts into either
spam or benign. Our supervised learning work can be further divided into two parts:

- Vectorization

- Classification

5.2.1 Vectorization

Vectorization is the process of converting human readable text into machine understandable
arrays of numbers. This step is vital to all natural language processing (NLP) applications
like ours. This involves a lot of steps which are standard part of NLP applications [20].
These steps will be described below. Note that vectorization is common to both the learning
phase as well as the deployment phase.

Preprocessing

The goal of the preprocessing step is to remove all noise from the input text that might
otherwise negatively affect our ability to differentiate between the positive and negative
classes.

Stop Words One way to do this is to remove all words referred to as the ”stop words”
in the language. For example, in the English language words such as ”is”, ”and”, ”are”
are very common words that are present in all texts regardless of the context. We cannot
differentiate between spam and benign posts based on the difference in relative frequencies of
these words. Hence, it would be better to remove these words to keep them from confusing
our classifiers. We do this by using "stop words" list that comes with the Scikit library for the English language.

**Cut-off**  Cut-off specifies a fraction such that if the given word is present for less than that much proportion of documents (called document frequency) then that word is ignored. Sometimes, a whole number signifying an absolute count is used as a cut-off value instead. Cut-off ensures that the number of distinct words that are passed on to the classifier becomes much less and only the important words are passed on to the classifier. Unimportant words that exist only rarely do not add any value to our discerning ability. We used a cut-off value of 2

**Maximum Document Frequency**  Similar to cut-off, if a word is present in all the documents irrespective of its class, then it doesn’t make much sense to pass it to the classifier. So, we set a threshold value for the maximum document frequency. We used a maximum document frequency of 80%. Given that we maintained an equal proportion of negative and positive samples, it is reasonable to assume that any word that is present in more than 80% of all posts does not add much value to our classifier.

**Tokenization**

Depending on the NLP problem that we are dealing with, there might be classes of words that are not relevant to the solution we are seeking. In our case, posts might contain words depicting prices like "$ 100", or phone numbers like "678-315-0163". These might not add much value to deciding whether or not a post is a relevant to the category or a spam post. In order to filter out all these, we use a regular expression that is matched against all the words. All the non-matching words are filtered out in this phase. The regular expression we have used is mentioned in Appendix A.2
N-grams

Sometimes, the presence or absence of a single word is not enough. It would be practical to have more context. For example, the word "not bad" has very different meaning from the word "bad". In order to show this difference, it is customary to use N-grams. This means that all contiguous word combinations in the text from 1 to N words are used as tokens. This is better illustrated in the case study in Chapter 6. There is always trade-off between processing speed versus the improvement in results when choosing a suitable value for N. Based on a small sample set, we conducted a few simple experiments and chose the value of N to be 3.

TF-IDF Vectorization

Finally, we need to convert the obtained tokens into arrays of numbers. The simplest way to do this is by taking counts or proportion of each token in the document (called term frequency) and using them. This is a simple approach and is called a count vectorizer. But, this will unnecessarily give excess importance to tokens (higher value) that might be present in documents of all classes. This is similar to the problem we had when we discussed the "Maximum document frequency" previously. As a solution, we normalize these term frequency values by using the inverse document frequencies. This way we give more weightage to those tokens that have moderate document frequencies. This approach is called the Term Frequency - Inverse Document Frequency (TF-IDF) vectorization.

Here, we provide the formal definition for TF-IDF metric. Assume that the post (or document) we are interested in is $d$ and token (or term) that we are interested in is $t$. The term frequency $\text{TF}(t, d)$ is simply the frequency of $t$ in the document $d$ (denoted by $f_{t,d}$).

$$\text{TF}(t, d) = f_{t,d}$$
Inverse document frequency is a function of the term across the entire document set. It denotes how rare this term is across all documents (denoted by set $D$). This is done by logarithmically scaling the inverse fraction of posts (or documents) that contain the relevant term. Hence the term ”Inverse document frequency”. In other words, we divide the number of documents that contain the term by the total number of documents, take the inverse of it and then use its logarithm.

$$IDF(t, d) = \log\frac{|d \in D|}{|d \in D : t \in d|}$$

Notice that when the term is present in all documents, it will have an IDF of 0 whereas when it is present in only a minor fraction of documents it will have a high IDF. We thus use IDF to to qualify (multiply) the value provided by the term frequency. Some words such as ”buy”, ”sell” etc might present in all the posts regardless of the category. Hence, they will add little value to the analysis. Using IDF will help us to decrease value for such tokens.

$$TF-IDF(t, d) = TF(t, d) \cdot IDF(t, D)$$

We have used this TF-IDF method as part of our work. At the end of all these stages, we will be able to transform the set of posts that we scraped from the classifieds website to a matrix of numbers that can then be fed to a classification algorithm. All the steps that we have mentioned in this preprocessing subsection were performed using Scikit Learn, which is a machine learning library for Python. In particular, we have used its TF-IDF Vectorizer class [7] for all of the preprocessing steps mentioned here. All the parameter that we have used are mentioned in Appendix A.2
5.2.2 Classification

Once we transform the dataset into a vectorized format, we were able to test it against many of the supervised learning algorithms that have been proposed. Names of all the algorithms that we have tried out have been listed in Section 7.2. But before vectorization or the classification process begins, the dataset should first be divided into a train set and a test set. We split this into a specific ratio maintaining equal number of spam and benign posts as mentioned in Section 7.2. Once the train and tests are obtained, the data from the train set is vectorized and the vectorizing model is also saved. Using the vectorized train set, all the algorithms we considered were used to build different models. We have used logistic regression, support vector machines (SVM with a linear kernel) and random forests algorithms. All of these were implemented in the Scikit Learn machine learning library [6]. Sample source codes depicting how the various models were trained and tested are in Appendices A.3, A.4. After building the training models, we used the vectorizer model on the text data from the test set to vectorize it. We tried out this vectorized test set on different trained models and the results were reported.
In this chapter, we give a complete walk through of how user posts are classified with the aid of two examples. We consider a user classifier that is trained to recognize user posts related to "Housing" posts in this study. This is the same classifier that we later use to quantitatively evaluate our system in Chapter 7. Specifically, we use the logistic regression classifier for this. Consider the following posts:

- **Benign post**: "Young professional seeking room with garage parking for $400/month, utilities included!"
- **Spam post**: "Buy Premium insurance for your car or bike for just $10 a month!! Hurry!"

### 6.1 Tokenization

The first step is preprocessing and tokenization as described in Chapter 5.2.1. The tokens produced for the posts are as follows:

- **Benign post**: ['young', 'professional', 'seeking', 'room', 'garage', 'parking', 'month', 'utilities', 'included', 'young professional', 'professional seeking', 'seeking room', 'room...']
garage', 'garage parking', 'parking month', 'month utilities', 'utilities included', 'young professional seeking', 'professional seeking room', 'seeking room garage', 'room garage parking', 'garage parking month', 'parking month utilities', 'month utilities included']

- **Spam post:** ['buy', 'premium', 'insurance', 'car', 'bike', 'just', 'month', 'hurry', 'buy premium', 'premium insurance', 'insurance car', 'car bike', 'bike just', 'just month', 'month hurry', 'buy premium insurance', 'premium insurance car', 'insurance car bike', 'car bike just', 'bike just month', 'just month hurry']

We can see in both posts how special characters such as '$' and the digits are removed due to the regular expression filtering. Also, we can see how words such as "for", "your", "with" are filtered out as part of the English stop words. Next, we can also see that each token consists of up to 3 words. For example, there are tokens like: "parking month utilities", "premium insurance car" etc. This is part of the 3-gram generation process.

### 6.2 Vectorization

The next step is to convert the two token lists into a number array format using the vectorizer model which is one of the outputs from the learning stage. This outputs two vectors with as many as 356,073 elements in each one. The high number of elements is due to the usage of 3-grams and large number of training samples. But, most of the elements in these two vectors are zeros. The number of non-zero elements is only 24 for the benign post and 21 for the spam post. That is why such vectors are referred to as sparse vectors.

### 6.3 Classification

We can then feed the two sparse vectors to the classifier (that was trained to recognize "Housing" posts as already mentioned). After this is done, the benign post gives out a score
of 0.93. This indicates that there is a 93% chance that this post correctly belongs to the "Housing" category. On the other hand, the classifier gives a score of 0.13 for the spam post. This shows that the classifier only has 13% confidence that this is a legal post. In other words, it has 87% confidence that this post is spam. This is how the classifiers we have trained can recognize between genuine posts and spam posts. Because of the huge separation in the confidence scores for the two classes, even a naive threshold value like 0.5 would do the job. In practice, we can choose a threshold on a quantitative basis, by comparing the true and false positive values and various thresholds. This is done for a sample algorithm in Chapter 7.2.
Chapter 7

Experiments

In this chapter, we discuss the experiments that we have conducted to measure the performance of the system qualitatively. We have tried out many different machine learning algorithms and measured their accuracy.

7.1 Experimental Dataset

We collected a total of approximately 20,000 posts under the categories apartments, rent, rooms wanted, bikes, cars, motorcycles, boats and RV’s. We then divided the posts into two categories: training-data and testing-data. We used an algorithm to split the posts in the ratio 4:1 so that 80% of the posts fall under training-data and 20% of them fall under testing-data.

In order to train the classifier, we needed both spam and non-spam posts. As it is very hard to collect good number of spam posts, we instead chose to simulate the spam posts. In order to do this, we considered all posts from ”housing” section as negative examples. For simulating positive examples, we chose posts from the ”for sale” section. As these posts are widely different from the posts of the ”housing” section, we reason that this might be a good
set to simulate spam posts.

### 7.2 Experimental Results

We have used different supervised learning algorithms. We used logistic regression and support vector machines (using linear kernels). We have also used random forests (with 10 and 100 trees) as they have proven to be successful in previous research [13].

In machine learning, results are evaluated by using counts of true and false positive. A false positive in our case, would be a benign post that has been wrongly classified as a spam post. If a spam post is correctly classified as a spam post, then, its a true positive. It is customary in literature to compare various supervised learning techniques using measures like the false positive rate (fall-out), true positive rate (recall) and accuracy. These are defined as follows:

- **False positive rate (fall-out)**
  \[
  \frac{\# \text{ benign posts classified as spam}}{\# \text{ benign posts}}
  \]

- **True positive rate (recall or detection rate)**
  \[
  \frac{\# \text{ spam posts classified as spam}}{\# \text{ spam posts}}
  \]

- **Accuracy**
  \[
  \frac{\# \text{ posts correctly classified as spam/benign}}{\# \text{ posts}}
  \]

We have computed these measures for all the algorithms that we have tried and listed them in Table 7.1. Based on our computation, the 4 classifiers perform very well in terms of these 3 measures. In particular, the Logistic Regression and SVM algorithms perform really well in classifying more than 99% of the samples correctly. The classifiers actually do not
directly classify the samples. Instead they give a value between 0 and 1 that determines the probability of a sample belonging to the positive class (i.e. spam). Then, a preset threshold value is used to determine which class the sample should belong to. This is determined suitably by the machine learning library (scikit-learn, in our case). Usually, this value is simply 0.5. While this value may work many times, that is not always the case. Some times, we might be sensitive to false positives. In those cases we use a higher threshold. In other cases, we might not want to miss any spam posts at all. In those cases it would be preferable to have a lower threshold value.

So, just considering the accuracy, true and false positive rates at a particular preset value might not be the best way to compare different algorithms. In order to make a fair comparison among different supervised classification techniques, we need to be able to measure the performance of the spam classifiers at all the threshold values. For this, we use the Receiver Operating Characteristic (ROC) curve that has been shown in Figure 7.1. This is a curve obtained by plotting false positive rate (on Y-axis) and true positive rate (on X-axis) at different thresholds. Therefore, the curves on the top can be considered to be performing better when compared to those at the bottom. In order to make a fair comparison at all threshold values, we may consider the area under this curve (AUC). The closer this value is to 1, the better the performance of the algorithm is, at all the threshold values. We have also mentioned these AUC values in Table 7.1. Again, from the table, we can see all the algorithms perform really well with SVM being the best performing algorithm with an AUC of 0.9882.
Table 7.1: Table showing classification results

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>True Positive Rate</th>
<th>False Positive Rate</th>
<th>Accuracy</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>99.13%</td>
<td>1.45%</td>
<td>93.47%</td>
<td>0.9880</td>
</tr>
<tr>
<td>SVM (linear kernel)</td>
<td>99.05%</td>
<td>1.59%</td>
<td>94.09%</td>
<td>0.9882</td>
</tr>
<tr>
<td>Random forests (10 trees)</td>
<td>96.89%</td>
<td>5.18%</td>
<td>92.56%</td>
<td>0.9825</td>
</tr>
<tr>
<td>Random forests (100 trees)</td>
<td>98.17%</td>
<td>3.03%</td>
<td>93.36%</td>
<td>0.9862</td>
</tr>
</tbody>
</table>

Figure 7.1: Partial ROC curve.
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Related Work

8.1 Web/Email Spam Detection

A lot of research was done in detecting spam posts in user generated content on the Internet. Emails have received a major share of attention over the last decade. Blanzieri et al [11] conducted a survey of many popular supervised learning techniques used over the years to detect e-mail based spam. Zhou et al [24] propose to solve the email spam problem as a three-way decision approach in order to improve the accuracy and reduce the false positive rate.

In recent years, more research is being done on detecting spam in user generated web content. For example, Mishne et al [19] detect spam comments in blog posts by constructing language models of blog posts and comments. Using such methods, they have achieved an accuracy of about 83% in detecting spam comments. Kolari et al [16] used local and link-based features to build SVM models for detecting spam blogs (or splogs). More recent work has begun to focus on social media networks such as Twitter and FaceBook. Xin et al [14] worked on a data mining based approach to detect spam on social media networks. McCord et al [17] used NLP and user-based features to build a Random Forest classifier that
can detect spamming Twitter accounts. Alex Hai Wang [23] has done spam Twitter post detection using graph-based features.

But, as shown in the work by Tran et al [22], most of these traditional approaches will not work well when used for spam detection on classified web pages. In our research, we propose to use some characteristics that are inherent and specific to classified web pages in order to improve spam detection on these kind of domains.

### 8.2 Classified Spam Detection

The work by Tran et al [22] was specialized in detecting spam on classified websites. To the best of our knowledge, this is the only other work that has been published in the field of spam detection in classified websites. They have built a spam detection classifier that can detect spam posts in Craigslist. They argue that in order to improve over traditional content or NLP based classifiers we need to use additional features. They have proposed and used features such as time of ad posting, presence of URLs or e-mail addresses in the posts. Interestingly, they have also used domain-specific features such as the market price of the item being posted. They have shown an improvement of over 50% in F-1 scores (F-1 score is a measure of a classifier’s accuracy and it ranges between 0 and 1 [3]). But, a major limitation of their work is that they rely on external source based features which is hard to generalize.

On the other hand, the major contribution of our work is that we propose the use of the natural categorization that exists in classifieds websites in order to train different classifiers. For example, we create one classifier for detecting Housing posts, another for detecting Automobile posts. Because, the posts in each category are all homogenous, regular NLP based classifiers can be trained in a much better way to recognize the benign posts. We can see this from the performance results presented in Section 7.2. The work done by Tran et al
is complementary to ours in this regard and we can use some of the additional generalizable features that they proposed to make our classifiers even better.

Another work in this field of classified web site scams is done by McCormick et al [18] in 2013. Unlike the above work, McCormick et al. focus on detecting fraud posts. Fraud posts look very similar to legitimate posts and the fraud is done usually by phone or via e-mail. Thus, these fraud posts are very different from spam posts and require much more detailed information. For this, the authors used private information from the web server running the classifieds page such as age of the user account posting the ad, the IP address of the poster etc. Our work instead focuses on spam posts which are much more in number as noted by the authors themselves in their work.
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Future Work

9.1 Gathering Spam Data

In our work, we have used one benign category of posts (the "Cars for Sale" section posts) to simulate the positive samples. We had to follow this approach mainly because it is hard to obtain a significant number of original spam posts required in order to train a classifier properly. Nevertheless, it would be good to obtain such samples to get a better idea of how well the system that we have proposed works in detecting spam in real life. In order to do this, one can use the following approaches.

- Collecting such spam posts from Craigslist manually is very labor intensive. One can instead take the help of the category classifiers similar to those we have proposed to aid in the collection process. For example, say a user wants to collect a significant number of spam posts from "Housing" category. The user should first train a classifier using "Housing" posts as positive examples and other posts from all other categories as negative examples. Then, the user can use this category classifier to automatically weed out examples that are very likely related to "Housing". Only those remaining posts can be manually analyzed to collect spam posts.
• Another approach is to simulate spam posts by using actual spam content from other media. For example, there are several organizations that have been collecting a number of spam emails for many years now. They make the email datasets publicly available for the use of researchers [9]. We can use the content from these emails as positive examples in order to train our classifiers.

9.2 Automated Categorization

Our results show that we can accurately differentiate between various categories using only the language-based features. This makes it possible to develop a system that can automatically tag posts. We need to check if given a post, is it possible to determine what category it belongs to by running it all by the classifiers. Although the results from this project indicate that this is possible, it would be interesting to do this comprehensively by taking a number of categories into consideration.

Another interesting approach would be to use proven topic modeling techniques like NMF (Non-negative Matrix factorization) or LDA (Latent Dirichlet allocation) in order to automatically generate micro-categories. The intent is to be able to divide the macro category data into smaller micro categories. Websites like Craigslist can use this to automatically generate micro-category tags and advertise them in their main pages. As these micro-categories tend to be very dynamic and vary temporally and geographically, generating them using an automated approach seems to be a viable solution. One can evaluate these micro-category results manually by choosing a random selection of posts and see if the auto-generated categories make sense.
Chapter 10

Conclusion

In this work, we have shown that it is possible to build a spam detection system that is specialized for classified ad websites. Our main idea was to make use of the structured data present in these websites by building multiple classifiers that identify benign posts belonging to each website category. Using Craigslist as a representative example, we scraped about 20,000 posts for some macro categories (such as housing, electronics, automobiles etc.) and stored them in a queryable database (MongoDB). We then tried out supervised classification techniques using Python’s Scikit Learn library to train a classifier for recognizing a specific category of posts. Our evaluation shows that this classifier performs accurately (> 99% accuracy) with very less false positives (< 1.5%).
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Appendix A

Code Samples

A.1 Spider Code for Automobile Posts

class MySpider(CrawlSpider):
    name = "craigs"
    allowed_domains = ["craigslist.org"]

    # Bikes, Motorcycles, Cars, RVs, Boats
    start_urls = [
        "http://atlanta.craigslist.org/search/bia",
        "http://atlanta.craigslist.org/search/mca",
        "http://atlanta.craigslist.org/search/cta",
        "http://atlanta.craigslist.org/search/rva",
        "http://atlanta.craigslist.org/search/boo"
    ]
    rules = [
        Rule(SgmlLinkExtractor(allow=(),
            restrict_xpaths=('//a[@class="button next"]',)),
            callback="parse_items", follow= True),
```python
def parse_items(self, response):
    hxs = HtmlXPathSelector(response)
    titles = hxs.select('//span[@class="pl"]')
    links = []
    for titles in titles:
        item = CraigslistItem()
        link = titles.select("a/@href").extract()[0]
        links.append(link)
    for link in links:
        item = CraigslistItem()
        item['link'] = link
        yield Request(urlparse.urljoin(response.url, link),
                      meta={'item': item}, callback=self.parse_listing_page)

def parse_listing_page(self, response):
    hxs = HtmlXPathSelector(response)
    item = response.request.meta['item']
    item['title'] = hxs.select('//span[@id="titletextonly"]/text()').extract()[0]
    item['description'] = hxs.select('//section[@id="postingbody"]/text()').extract()[0]
    yield item
```
A.2 TF-IDF Vectorizer

vectorizer = sklearn.feature_extraction.text.TfidfVectorizer(
    ngram_range=(1,3),
    token_pattern=u'(?u)\b[a-zA-Z]\b[a-zA-Z]+\b',
    stop_words='english',
    min_df=2,
    max_df=0.8)
A.3 Running the Classifiers and Measurements

def run_test(title, classifier, test_X, test_labels):
    print title
    predictions = classifier.predict(test_X)
    tps = np.sum(np.logical_and((predictions==test_labels),
                                (test_labels == np.ones(predictions.size))))
    ps = np.sum(test_labels == np.ones(predictions.size))
    fps = np.sum(np.logical_and((predictions!=test_labels),
                                 (test_labels == np.ones(predictions.size))))
    ns = np.sum(test_labels != np.ones(predictions.size))
    tpr = tps / (ps * 1.0)
    fpr = fps / (ns * 1.0)

    test_scores = [x[1] for x in classifier.predict_proba(test_X)]
    fpr, tpr, thresholds = sklearn.metrics.roc_curve(test_labels, test_scores)
    accuracy = classifier.score(test_X, test_labels)
    auc = sklearn.metrics.roc_auc_score(test_labels, test_scores)
    print "TPR:", tpr, "FPR:", fpr
    print "Accuracy:", accuracy
    print "AUC Score:", auc
    return fpr, tpr, thresholds
A.4 Training and Testing with the Classifiers

```python
def train_and_test_classifiers(train_X, test_X, test_labels):
    
    # Logistic Regression
    lr = sklearn.linear_model.LogisticRegression(random_state=0)
    classifier = lr.fit(train_X, train_labels)
    title = "Logistic Regression"
    roc_curve[title] = run_test(title, classifier, test_X, test_labels)

    # SVM
    title = "SVM (Linear)"
    classifier = svm.SVC(kernel='linear', C=1, probability=True,
                         random_state=0).fit(train_X, train_labels)
    roc_curve[title] = run_test(title, classifier, test_X, test_labels)

    # Random Forests
    title = "Random Forest (10 trees)"
    rf = sklearn.ensemble.RandomForestClassifier(random_state=0)
    classifier = rf.fit(train_X, train_labels)
    roc_curve[title] = run_test(title, classifier, test_X, test_labels)

    title = "Random Forest (100 trees)"
    rf = sklearn.ensemble.RandomForestClassifier(random_state=0, n_estimators=100)
    classifier = rf.fit(train_X, train_labels)
    roc_curve[title] = run_test(title, classifier, test_X, test_labels)
```