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Abstract

Navigating spaces is an embodied experience. Examples can vary from rescue workers

trying to save people from natural disasters; a tourist ûnding their way to the nearest cof-

fee shop, or a gamer solving a maze. Virtual reality allows these experiences to be simu-

lated in a controlled virtual environment. However, virtual reality users remain anchored

in the real world and the conventions by which the virtual environment is deployed in-

�uence user performance. _ere is currently a need to evaluate the degree of in�uence

imposed by extrinsic factors and virtual reality hardware on its users. We conducted a

series of four user studies exploring ergonomic, environmental, human, and technical

factors and their eòects on immersive virtual reality user performance and general us-

ability.

Traditionally, virtual reality experiences have been deployed using Head-Mounted

Displays with powerful computers rendering the graphical content of the virtual environ-



ment; however, user input has been facilitated using an array of human interface devices

including Keyboards, Mice, Trackballs, Touchscreens, Joysticks, Gamepads, Motion de-

tecting cameras and Webcams. Some of these HIDs have also been introduced for non-

immersive video games and general computing. Due to this fact, a subset of virtual reality

users has greater familiarity than others in using these HIDs. Virtual reality experiences

that utilize gamepads (controllers) to navigate virtual environmentsmay introduce a bias

towards usability among virtual reality users previously exposed to video-gaming.

_is dissertation presents a design for a ubiquitous virtual reality framework and

evaluates related user studies conducted using our framework with general audiences.

Among our ûndings, we reveal a usability bias among virtual reality users who are pre-

dominantly video gamers. Beyond this, we found a statistical diòerence in user behavior

between untethered immersive virtual reality experiences compared to untethered non-

immersive virtual reality experiences.
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Chapter 1

Introduction

“Rather than love, than money, than fame, give me truth.”

—Henry David_oreau

Virtual Reality (VR) is the art of substituting real-world sensory information with ar-

tiûcial stimuli such as 3D visual imagery, spatialized sound, and force or tactile feedback

and packaging it all together inside a virtual environment (VE). In 1968, Ivan Sutherland

implemented the ûrst VR system that allowed users to occupy the same space as virtual

objects using wireframe graphics and an Head-mounted display (HMD) [Sutherland,

1968]. Since then, the VR community has advanced the quality of computer-generated

graphics, built sensors to update the user’s viewpoint (head gaze) inside the VE, and im-

plemented high-end spatial audio playback capability. However, more recently VR sys-

tems have become more prevalent due to the adaptation of mobile communication plat-

forms (smartphones) as immersive displays and video-gamingdevices, such as gamepads,

as controllers. _ese new generations of VR systems have enabled us to deploy highly im-
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mersive and portable virtual experiences outside of controlled laboratory settings.

_ere have been very few research studies that have looked into usability and accep-

tance of such ubiquitous VR systems by general audiences. Furthermore, the current

design trends of ubiquitous VR systems do not address the core issues of VR usability,

such as simulator sickness and user encumbrances, leading us to the conjecture that the

majority of users may not yet accept VR systems.

1.1 The problem

We take the term immersive in VR to refer to a VE which appears to surround the user’s

peripheral vision. Applications of immersive VR have developed signiûcantly over the

span of the last decade [see Chapter 2]. From immersive molecular modeling [Drees

et al., 1996] to manifold composition visualization [Kaper and Tipei, 1998] to evaluat-

ing travel techniques [Bowman et al., 1998a] to building trust in human interactions

[George et al., 2018] to performing laparoscopic surgery [Huber et al., 2018], many re-

search projects and applications have leveraged immersive VEs as the basis of their stud-

ies. _e core of preparing any immersive VR experience falls back to drawing a VE with

the perspective of the user at a fast update rate and a high resolution. _e user is then

able to manipulate the content of the VE by interacting with it in VR. Currently, to have

an eòective VR experience, the user needs to wear multiple hardware interfaces/devices.

A traditional immersive VR system deployed in a laboratory setting would include the

following setup: (1) a HMD or a rear wall projected display like CAVE [Cruz-Neira et al.,

1992] that displays the VE (2) a tracking system that tracks the user’s physical movement
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mapped onto the VE. Historically, a VR setup of this sort suòers from issues of high in-

frastructure maintenance, poor deploy-ability, and scalability [Bowers et al., 1996; Hind-

marsh et al., 2000]. User encumbrance issues, such as being tethered to a limited tracking

area, results in a lesser range of movement for the user using the VR system. From a user

experience standpoint, a higher number of hardware interfaces introduces fatigue due

to increase in overall weight of the system and induces cyber-sickness [LaViola Jr, 2000]

resulting in decreased usability thus leaving the users with less motivation to continue

having the immersive experience.

Position tracking of users in VR is limited to availability of physical space by design

and it requires higher demands on infrastructure. Oneway to solve these issues is to facil-

itate user input using an array of available human interface devices (HID) including key-

boards, mice, trackballs, touchscreens, joysticks, gamepads, motion detecting cameras,

and webcams. Some of these HIDs have also been introduced for non-immersive video

games and general computing. Due to this fact, a subset of VR users has greater familiar-

ity than others in using these HIDs. VR experiences that utilize gamepads (controllers)

to navigate VEs possibly introduce a bias towards usability among VR users previously

exposed to video-gaming.

Because of the increasing prevalence of ubiquitousVR systems, we need to design and

evaluate comprehensive, immersive ubiquitous VR experiences that acknowledge the ex-

isting usability bias amongst immersive VR users. Furthermore, we need to understand

better how extrinsic factors play a role in aòecting user performance in an immersive VR

experience using such ubiquitous VR systems.
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1.2 Potential solutions for a more usable VR

_e VR community currently has evolved to a point where the next order of problem-

solving is related to 3D user-interfaces (3DUI) and human-centric usability issues. _e

chronology of VR community activity [DBLP, 1993] suggests that the community started

looking more closely into usability aspects of VR systems with an emphasis on eòective

interfaces. _e goal became to investigate and design guidelines and evaluate metrics

for 3DUIs that maximize user performance while keeping the cybersickness issues at

bay. Sutcliò et al. suggested assessing the usability of VR user interfaces [Sutcliòe and

Deol, 2000] based on a theory that extends Norman’s model of action [Norman, 1986]

by interacting with virtual spaces. _is trend moved more into investigating usability on

desktop VR environments [Sebok et al., 2004]. As VR hardware evolved with time be-

coming smaller in deployment footprint, a new trend in usability studies started looking

into wearable devices and their contribution to better immersive VR usability [Kossyk

et al., 2011]. While there have been usability studies focusing on speciûc user-interfaces

and measuring their eòectiveness, a generalized study design comparing immersive and

non-immersive VR perspective has not been implemented yet. _e idea behind this fun-

damental comparison between immersive versus non-immersive user perspective show-

cases the value-add in HMD based (immersive) versus desktop based (non-immersive)

VR environments. _is dissertation works towards clarifying the value-add in having

HMD based immersive VR experiences. _e aòordability and usability presented by VR

design trends that incorporate smart devices and gamepads (controllers) represent a gi-

ant leap in democratizing VR. We believe, by better understanding user behavior and

4



extrinsic factors aòecting VR users, we are stepping in the right direction toward imple-

menting true unencumbered, ubiquitous VR experiences.

1.3 Dissertation statement

New generations of VR systems have enabled us to deploy highly immersive and portable

virtual experiences outside of controlled laboratory settings. However, there have been very

few research studies that have looked into usability and acceptance of such ubiquitous VR

systems by the general audience. Furthermore, the design of ubiquitous VR systems does not

address the core issues of VR usability such as simulator sickness and user encumbrances

leading us to the conjecture that VR systems may not yet be accepted by the majority.

_is dissertation discusses our work involved in the design and evaluation of both cus-

tom designed and commercially available ubiquitous VR systems, and revealed issues that

may better inform future research and design.

1.4 Overview of our solution

_is dissertation presents my contributions as follows:

• _e Ubiquitous Collaborative Activity Virtual Environment (UCAVE), a frame-

work conceptualized with universally accessible technology to enable untethered

and portable VR experiences [see chapter 3].

• Designing and evaluating VR user studies in order to further evaluate ergonomic,

environmental, human, and technical factors aòecting users in immersive VR ex-
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periences.

• Understanding the core impact of deploying immersive VR experiences via HMD

technology on user trajectory patterns (behaviors) in solving a spatial navigation

problem inside VR.

Our work focused on implementing low encumbrance ubiquitous VR systems for ev-

eryone. We began to conceptualizemobileVR systems that are portable and could readily

put someone into immersiveVR. In our pursuit of amobile VR design, we incorporated a

light-weight HMDdevice connected (wired) to a smartphone to build a wearable display

that one can wear quite comfortably. Once immersed, the user interacts with the content

by rotating their head naturally to look around inside the VE. Such form of head-rotation

based interaction is made possible by the so�ware on the smartphone that renders each

frame of the VE synced to the sensor responsible for detecting pan and tilt motion of

the smartphone. We added real-time hand tracking to provide direct means of inter-

action inside VEs. We call this paradigm of portable VR setup “the UCAVE”. _e idea

of personalized VEs that are shared with many users became the baseline of our design

philosophy.

Next, we conducted a series of formative user studies to evaluate our UCAVE plat-

form and gained valuable user feedback. Our ûrst study (Study I - a study of ergonomic

factor) explored the ergonomics of an immersive VR setup by studying whether the pres-

ence of a perceived tether aòected user performance in immersive VR.Our ûndings from

this study established the need for an untethered immersive VR apparatus. Once we

achieved a level of sophistication in our system design, we then focused our attention

on studying environmental factors by creating VEs to match indoor/outdoor real-world
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settings relatively. Our ûndings from this study showed signiûcant diòerence in user

performance whether the VE matched real-world environment or not. Furthermore,

we noticed that a matched outdoor setting (outdoor as physical space and outdoor as the

VE) seems to be the best performing setting for participants. Wewere encouraged by our

previous results and turned our attention to human factors aòecting user performance

in immersive VR. We considered self-reported physical ûtness as our metric for evaluat-

ing user performance. Our ûndings from this study showed no correlation between per-

ceived physical competence and user performance in immersive VR. However, this study

established the need to look into the gaming proûle of VR users as a predictor of success

in immersive VR experiences. Taking our ûndings from studies exploring ergonomic,

environmental, and human factors, we proposed our ûnal user study designed to exam-

ine the in�uence of technical factors aòecting user performance in immersive VR. We

aimed explicitly at exploring immersive versus non-immersive 3DUIs aòecting user per-

formance. Our ûndings from our ûnal study revealed usability bias amongst participants

who are also video-gamers because of their familiarity with the gamepad interface. _is

subset of participants solved the maze more quickly than non-gamer participants. We

also found a signiûcant statistical diòerence in user behavior between immersive and

non-immersive VR experiences.

_ese ûndings taken together provide meaningful contributions to both users and

designers in the VR community.
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1.5 Overview of dissertation

_e rest of the dissertation is organized as follows:

• Chapter 2 explores the history and evolution of virtual reality systems in general

and examines a subset of ubiquitous VR systems research as a new subûeld of VR

research stemming from the advent of smartphone revolution circa 2011. _e later

sections of this chapter will discuss key components of VR experience, common

VR terminology, and current trends in ubiquitous VR.

• Chapter 3 dives into conceptualization of ubiquitousVRas a framework andpresents

a custom designed ubiquitous VR system prototype and its brief evolution [Basu

et al., 2012b].

• Chapter 4 introduces Study I, a study of ergonomic factor, using UCAVE as our

platform. _is study explores the ergonomics of immersive VR setup and investi-

gates whether the presence of a perceived tether aòects user performance in im-

mersive VR. _e study design is presented, and the results are analyzed.

• Chapter 5 introduces Study II, a study of environmental factor, using UCAVE as

our platform. _is study explores the impact of environmental factors on user per-

formance by creating VEs to match indoor/outdoor real-world setting relatively.

_e study design is presented, and the results are analyzed.

• Chapter 6 introduces Study III, a study of human factor, using a commercially

available ubiquitous VR system. _is study explores the impact of human factors
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such as self-reported physical ûtness assessment, aòecting user performance in im-

mersive VR. _e study design is presented, and the results are analyzed.

• Chapter 7 introduces Study IV, a study of technical factor, using a commercially

available ubiquitousVR system. _is study examines immersive andnon-immersive

user interfaces aòecting user performance in immersive VR. _e study design is

presented, and the results are analyzed. Furthermore, we conduct extended anal-

ysis on recorded user trajectory data. To that end, we deûne mathematical tra-

jectory features, such as distance traveled, decision points reached inside the VE,

positional curvature, head rotation amount, and coverage of theVE extracted from

user trajectory and head gaze information.

• Chapter 8 re�ects on the implications of our current work and lays a foundation

for future work.
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Chapter 2

Review of the Literature

“Equipped with his ûve senses, man explores the universe around him and calls

the adventure Science.”

— Edwin Powell Hubble, _e Nature of Science, 1954

2.1 Background

In this section of this chapter we are going to review a brief history of VR systems and

applications and discuss how they evolved over time. A�er that, we will familiarize our-

selves with key components of VR experiences and common VR terminology. Finally,

we discuss the evolution of ubiquitous VR as a subûeld of VR and its current trends.
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Figure 2.1: Ivan Sutherland's head-mounted 3D display (c. 1968). _e display had a
suspending counterbalance mechanical arm and used ultrasonic transducers to track
the head movement. (Le�) _e system in use. (Right) _e various parts of the three-
dimensional display system. Images reproduced from Sutherland (1968), with permis-
sion from Dr. Ivan Sutherland.

2.1.1 A brief history of VR

Computer graphics are an essential aspect ofmodern computation platforms. At the turn

of the last century, it was required that engineers, architects and designers have the com-

mon know-how to operate a graphics workstation in their respective workplaces. With

the rapid progress of microprocessor technology, it became possible to produce three-
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dimensional computer graphics that can be manipulated in quasi real-time. _is tech-

nology, which enabled interactions with three-dimensional virtual objects, immediately

made its way into several diòerent mainstream industry including design, visualization

and gaming. _is chapter chronicles the crucial moments in the ûeld of VR and its evo-

lution. We will go through the timeline of major VR technological shi�s and events to

understand and appreciate the progress of the ûeld of VR.

In 1963, Ivan Sutherland introduced Sketchpad [Sutherland, 1963], a computer pro-

gram that used an x-y vector display and tracked light pen for computer-aided drawing.

_is was arguably the ûrst interactive graphical user interface connected to a computer.

Two years later, Sutherland described the ‘ultimate display’ as the “a room within which

the computer can control the existence of matter” [Sutherland, 1968]. He added, “a chair

displayed in such a room would be good enough to sit in. Handcuòs displayed in such a

room would be conûning, and a bullet displayed in such a room would be fatal.” Eventu-

ally, Sutherland and his student Bob Sproull created the ûrst HMD system for interactive

computer graphics. _is system generated binocular imagery that was rendered appro-

priately for the position and orientation of themoving head. As shown in Figure [2.1], the

display was suspended from a counterbalanced robotic arm and ultrasonic transducers

were used to track the natural movement of the head. _is was the ûrst time in the his-

tory of computer graphics that people could see into a computer generated virtual world.

Sutherland said “make that (virtual) world in the window look real, sound real, feel real,

and respond realistically to the viewer’s actions” [Sutherland, 1968]. _is laid the foun-

dation for modern VR applications speciûcally for immersive VR. Modern VR systems

have widespread application domains ranging from simulation and training, industrial
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design, exposure therapy, surgical planning and assistance, education, and video games.

To understand the current trends in the ûeld of VR, it is important to study the his-

tory of technologies from which the ûeld of VR has evolved. By exploring the important

milestones that have led to the advent of VR technology, the source of many current en-

deavors becomes evident. We shall see that all the basic elements of VR had existed since

1980, but it took high-performance computers, with their powerful image rendering ca-

pabilities, to make it work. _is trend continued into the late 2000s until the emergence

of smartphones. By 2011 the possibility of having completely untethered immersive VR

experience was rising. _e section that follows represents a timeline (from 1916-2015) in

the development of VR as a ûeld.

_e timeline of VR technology and applications showcases important milestones in

the ûeld of VR. It includes personal achievements of scholars in the ûeld as well as indus-

trial accomplishments. But there is more to this timeline, for example the gap (approx-

imately 17 years) between Sutherland creating the ûrst HMD in 1965 and the ûrst actual

application of an HMD in the form of VCASS in 1982 shows us that computer graphics

technology was not ready in 1965. Another interesting trend occurs around in the late

2000s when the mass market was ripe with touch-based smartphone technology. _ere

emerges the need to use the smartphone technology as an inexpensive VR display. _e

advantage lies in the fact that the smartphones have inbuilt sensors like gyroscope, iner-

tial measurement unit (IMU), and magnetometer to enable sensor fusion, which oòers

seamless head rotation tracking. _rough advances in technology and democratization

on an industrial scale, modern day VR systems have become portable and more ubiq-

uitous. _e concept of portable, light-weight, easily accessible VR systems is not a very
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Table 2.1: VR timeline

1916 U.S. Patent 1183492 is awarded for a head-based periscope display (WEAPON) to
Albert B. Pratt

1929 Advent of the ûrst mechanical �ight simulator by Edward Link. Instead of �ying
short winged aircra�s also known as Penguin trainers, pilots were made to sit in
a replica cockpit with every instrument panel replicated. _is is an example of an
early adoption of VR technology.

1946 _e ûrst digital computer ENIAC was developed at the University of Pennsylvania.
1956 Morton Heilig created a multi-sensory simulator using pre-recorded ûlm in color

and stereo. He augmented binaural sound, scent, wind and vibratory experiences.
It was a complete experience, except that it was not an interactive system.

1960 U.S Patent 2955156 was awarded to Morton Heilig for a stereoscopic television ap-
paratus which closely resembled the concept of HMDs.

1961 Philco engineers Comeau and Bryan create an HMD which follows head move-
ment to follow a remote video camera viewing system. _is is an early example of
telepresence system.

1963 Ivan Sutherland creates the Sketchpad. _is is the world’s ûrst interactive com-
puter graphics application which can select and draw using the light pen in addi-
tion to keyboard input.

1964 General motors corp. begins research on the Design Augmented by Computer
(DAC) system, an interactive application for automotive design.

1965 Ivan Sutherland explains the concept of his ultimate display in which the user can
interact with objects in a hypothetical world which does not conform with our
physical reality.

1967 _e ûrst prototype of a force-feedback system realized at the University of North
Carolina (UNC). Inspired by Sutherland’s ultimate display concept. Fred Brooks
initiated GROPE to explore the use of kinesthetic interaction as a tool for helping
biochemist feel interactions between protein molecules.

1968 Ivan Sutherland publishes “A Head-mounted _ree-Dimensional Display” describ-
ing his development of tracked stereoscopic HMD. _e display uses mini cathode
ray tubes with optics to present separate image for each eye with mechanical and
ultrasonic tracking.
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Table 1.1: VR timeline (cont.)

1972 Pong, developed by Atari, brings real-time multiplayer interactive graphics to the
public.

1973 Novoview, the ûrst digital computer image-generation system for �ight simulation
was delivered by the Evan and Sutherland Computer Corp. It was only capable of
simulating night scenes with limited display to a single shaded horizon.

1974 Jim Clark, who is a future founder of Silicon Graphics, Inc. submits his thesis on
HMD research and development under the supervision of Dr. Ivan Sutherland.

1976 Myron Krueger created artiûcial reality called Videoplace. _is system captured
the silhouettes of the users from the cameras and projected them on a large
screen. _e users were able to interact with each other’s silhouettes as their po-
sitions were mapped to the 2D screen’s space. _is would be arguably the ûrst
example of collocated collaborative VR, in which locally tracked users were able to
interact inside the virtual world.

1977 _e Sayre Glove was developed at the Electronic Visualization Lab at the Univer-
sity of Illinois at Chicago. _is glove uses light-conductive tubes to transmit vary-
ing amounts of light proportional to the amount of ûnger bending thus estimat-
ing the user’s hand conûguration. _e same year Commodore, Apple, and Radio
Shack announced their line of personal computers for general purpose computing
at home.

1979 Eric Howlett develops the LEEP (Large Expanse Enhanced Perspective) system for
implementing the optics to deliver a wide ûeld of view from a small display. _is
technology will be later integrated into early HMDs developed at NASA (VIVID
display).

1981 Silicon Graphics, Inc. is founded by Jim Clark and his students at Stanford to
produce high-speed, cost eòective, graphics workstations to be used at VR facil-
ities. Super Cockpit becomes operational at Wright Patterson Air Force Base. _e
Super Cockpit includes a see-through, head display mounted to the pilot’s helmet.
As pilots look in diòerent directions, their vision is augmented with relevant in-
formation. In the same year, at MIT, the stereoscopic workspace project team be-
gins work on an early augmented reality display that allows users to explore sub-
ject matter such as 3D drawing, architectural blueprint and 3D layout of computer
chips. _e device leveraged a half-silvered mirror to superimpose a computer im-
age over the real-world objects such as the user’s hands.
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Table 1.1: VR timeline (cont.)

1982 Sara Bly in her doctoral thesis proposes to use sound to represent large data
sets. She classiûes non-ordered multivariate data sets from which she creates dis-
crete auditory events. She eòectively mapped a number of parameters within the
dataset to speciûc parameters of sound. _is early soniûcation of laid the ground
work for sound generation and representation in VR. In the same year, _omas
Furness at the US Air Force’s Armstrong Medical Research Laboratories developed
the Visually Coupled Airborne Systems Simulator (VCASS) – an advanced �ight
simulator. _e pilots wore a HMD that augmented the out-of-sight window view
by graphically describing target or �ight path information.

1983 Mark Callahan at MIT develops one of the early HMD style VR systems outside
of Sutherland’s work.

1984 Scott Fisher is hired by NASA Aerospace Human Factors Research Division to
create the Virtual Interface Environment Workstation (VIEW) lab. In the same
year, VPL Research, Inc. is founded by Jaron Lanier, who also happens to be the
person to coin the term virtual reality. NASA’s VIEW lab contracts VPL Research
to work on DataGlove and EyePhone. EyePhones are HMDs that leveraged LEEP
optics. At the same time, VIVID display was created at NASA Ames with oò-the-
shelf technology: a stereoscopic monochrome HMD.

1987 Jim Humphries, lead engineer for the NASA VIEW lab, designed and prototyped
the original BOOM, which is later commercialized by Fake Space labs in 1990. At
the same time, Polhemus, Inc. introduces the Isotrak magnetic tracking system.
_is tracking system detects and reports the location and orientation of a small,
user worn sensor.

1989 VPL announces RB-2, a complete virtual reality system. Autodesk, Inc. announces
their CyberSpace project, a 3D world creation program for PC. In the same year,
Mattel introduces PowerGlove for the Nintendo home video game system. _is
device becomes more popular among DIY VR enthusiasts.

1990 A system commercialized by Fake Space Labs, the BOOM is a small box contain-
ing two cathode-ray tube (CRT) monitors that can be viewed through the eye-
pieces. _e user holds the box close to the eyes and a mechanical arm attached to
the box tracks the position and orientation of the box. In the same year, NASA
Ames Research Labs developed a VR application, the Virtual Wind tunnel, to ob-
serve and investigate �ow-ûelds of �uids for better aerodynamic design, with the
help of DataGlove and BOOM.
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Table 1.1: VR timeline (cont.)

1991 Virtual Research System, Inc. releases the VR-2 �ight helmet. _is was the ûrst
time when HMD price point came down to less than ten thousand USD.

1992 Projection VR is presented at SIGGRAPH’92 as an alternative to head-based dis-
plays. _e main attraction was the CAVE system. CAVE is a virtual reality and
scientiûc visualization system using multiple wall projected stereoscopic images
as opposed to HMDs. It introduced the superior quality and resolution of viewed
images and has much higher ûeld of view in comparison to HMD based systems.

1993 _e ûrst two academically oriented conference are held for the VR community.
_e VRAIS’93 in Seattle and Research Frontiers in Virtual Reality IEEE work-
shop in San Jose. Later VRAIS and Research Frontiers in VR simply merged to
be known as IEEE VR. Also, SensAble devices releases the ûrst PHANTOM de-
vice. _e PHANTOM is a low-cost force display device developed at MIT.

1994 _e VROOM venue at SIGGRAPH demonstrates more than 40 applications run-
ning in CAVE VR system.

1995 Virtual I/O breaks the one thousand dollar price barrier for a HMD with VIO
displays. _ese displays include an inertial measurement unit providing the head
rotation information.

1996 Ascension Technologies corp. introduces the MotionStar wireless magnetic track-
ing system at SIGGRAPH’96. _is new system had receivers for 14 diòerent parts
of the body and was targeted for largely motion capture industry.

1998 Disney opens up its DisneyQuest family arcade centers. _ese centers featured
both HMD based and projection-based VR systems. In the same year, the ûrst
six-sided CAVE-style display is installed at the Swedish Royal Institute of Technol-
ogy, Center for Parallel Computers.

1999 _e ARToolKit, a free open source tracking library, primarily targeted for Aug-
mented Reality applications, is released with collaboration between the HIT lab
and the ATR Media Integration. Although designed for AR, the tracking library
provides inexpensive solution to do position tracking with just a webcam.

2000 _e ûrst six-sided CAVE system in North America was installed at Iowa State
University.
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Table 1.1: VR timeline (cont.)

2007 Google introduced Street View, its web based 360 degrees panoramic views of
street level images. _ese images are highly eòective in simulating the immersive
experience when rendered through its 3D stereoscopic mode later announced in
2010.

2011 Our work started here*.
2012 Fov2Go project is introduced at University of Southern California, MxR lab. It

is so�ware and hardware kit that supports the creation of immersive virtual re-
ality experiences using smartphones. _e same year, Palmer Luckey launched a
VR kickstarter campaign to crowdfund the Oculus Ri� DK1 HMD. _is was the
ûrst time that a HMD design was oòered commercially for a price point of three
hundred USD.

2013 Valve discovered and freely shared the breakthrough of low-persistence displays
which make lag-free and smear-free display of VR content possible.

2014 Facebook purchases Oculus VR for two billion USD.
2015 HTC and Valve corp. together announce the VR system HTC Vive and con-

trollers. _e system includes tracking technology called Lighthouse, which utilizes
wall-mounted base stations for positional tracking using infrared light.
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new concept. In 1991, Randolph Pausch proposed his ‘5 dollar a day’ VR system [Pausch,

1991a] for everyday use. He built this system using the then available video-gaming ap-

paratus. _e Pausch approach sparked a democratizing movement in VR technology.

In 2011, before we see a trend of leveraging smartphone technology as primary VR

display by commercial entities, the VR research community paved the way. Basu et.al

built a system that allowed untethered portability and instant deployment of immersive

VR experiences [Basu et al., 2012a]. _is system used a smartphone device as the display

and its internal IMU sensors tracking head orientation. For the ûrst time, a truly unteth-

ered VR deployment was achieved outside of a controlled laboratory setting. _is setup

provoked a host of other researchers to follow suit. For example, Evan Suma’s MuVR

[_omas et al., 2014b] system has a similar build that support low-cost, ubiquitous de-

ployment of immersive VR applications. Bachmann et al. [Hodgson et al., 2012] have

been working with their portable immersive virtual environment system that utilizes

IMUs placed on the feet and head. _ey use zero-velocity updates to derive nearly accu-

rate positions and orientations from the sensors. In outdoor applications, a GPS is used

for position tracking, and an ultrasonic transducer is used to plot the landscape in front

of the user to create redirected walking paths and prevent the user from walking into

obstacles.

_is timeline embodies VR evolution through limitation. _e standardized need to

render and interact with a virtual 3D model evolved slowly but steadily over time. _e

concept of interacting with a virtual entity (3D models, environments, etc.) with real-

time (60 FPS or higher) feedback is the basis of all VR experience.
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2.1.2 What constitutes a VR experience?

_e key elements in experiencing VR are a virtual environment, immersion, sensory

feedback and interactivity.

2.1.2.1 Virtual Environment

A virtual environment (VE) is the content and the subject matter of any virtual expe-

rience. It comprises of virtual entities (objects) and their descriptions. A VE ‘capital-

izes upon natural aspects of human perception by extending visual information in three

spatial dimensions,’ ‘may supplement this information with other stimuli and temporal

changes,’ and ‘enables the user to interact with the displayed data’ [Wilson, 1999]. VEs

oòer a new inexpensive communication medium for human machine interaction. For

example teleoperation tasks, such as in a laparoscopic surgical simulation, requiring co-

ordinated control of the viewing position beneût fromaVE interface as opposed to physi-

cally recreating a surgical simulation. VEs are considered a communicationmedium that

has broad applications ranging from education and training to exploratory data analy-

sis/visualization to entertainment. Furthermore, VEs are an essential tool in psychophys-

ical, physiological, and cognitive science research, providing these ûelds with the back-

drop to conduct experiments.

Deûnition: Virtual environments are a description of a collection of objects in a virtual

space and the rules and relationships governing those objects.
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2.1.2.2 Immersion

Part of having a virtual experience demands the user being immersed via VR apparatus

into an alternate reality. In general terms, immersion refers to a state of mind, a tempo-

rary suspension of disbelief which allows a user to move at will from real to virtual and

vice versa. Good novelists exploit this fact to pull readers into their story. But none of

this immersion is direct and is o�en presented from a third person point of view. In VR,

however, the eòect of entering an alternate reality is physical rather than being purely

mental. For example, the process of putting on a HMD physically separates the periph-

eral vision of a user from the real to the virtual. A VR experience typically comprises

both forms (physical and mental) of immersion. _e VR community simply refers to

mental immersion as presence. _e terms immersion and presence are o�en confused

and interchangeably used but Mel Slater [Slater, 2003] deûnes the terms as follows:

• Immersion refers to the objective level of sensory ûdelity a VR system provides.

• Presence refers to a user’s subjective psychological response to a VR system.

2.1.2.3 Sensory Feedback

VR as amedium allows its participants to experience an embodied perspective [Sherman

and Craig, 2002]. For example, in a �ight simulator, the user embodies a virtual �ight

through direct control of a virtual cockpit. In order to elicit a perfectly immersed virtual

cockpit, theVR systemneeds to track the user’s head gaze and synchronize the ego-centric

perspective to match the user’s head gaze. _is is a form of sensory feedback by a VR

system. Sensory feedback is essential to VR and a VR system provides direct sensory
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feedback to the user based on their physical position [Figure 2.2]. _emost predominant

form of sensory feedback is visual, but there are other VR experiences that are based

exclusively on haptic (touch) and aural (spatial audio) experiences. With regards to the

scope of this dissertation, we will be discussing only visual sensory feedback.

Deûnition: A VR system is an integrated collection of hardware, so�ware and content

assembled for producing VR experience.

Deûnition: Position tracking is the sensing of the position (and/or orientation) of an

object in the physical world.

Figure 2.2: _is is an example of a real-time position tracking using a ûve camera Op-
tiTrack system (Flex 3 cameras) with retro-re�ective markers being tracked at 100 FPS.
_is picture is courtesy of the Virtual Experiences Lab at UGA.
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2.1.2.4 Interactivity

A VR experience is authentic only when the user feedback loop [Sherman and Craig,

2002] is closed. In other words, when immersed inside a VE, the user should be able

to interact with the VE and the VE should respond appropriately. Virtual experiences

are associated with the ability to interact with the VE by changing locations, picking up

objects and manipulating them, and closely following physical reality. _ere are many

forms of interactions that contextually vary depending on the simulation subject matter.

For example in a �ight simulator, �ipping the switches on the control panel of the virtual

cockpit makes logical sense and should be interactive as part of the �ight simulation

virtual experience.

2.2 Ubiquitous VR design

_e vision of ubiquitous computing inMarkWeiser’s words [Weiser, 1994] is that ‘a good

tool is an invisible tool. By invisible, I mean that the tool does not intrude on your con-

sciousness; you focus on the task, not the tool.’ ForVR systems to achieve such invisibility

as described by Mark Weiser, the number of hardware (wearable) components has to be

minimized so that the VR users can focus better on tasks. In 1991, it was quoted [Pausch,

1991a] that ‘the ûeld of virtual reality research is in its infancy, and will beneût greatly

from putting the technology into as many researchers’ hands as possible.’ _is marked

an important shi� in the conceptualization of VR system design with a focus on mini-

malism and the idea of using oò-the-shelf hardware components to build an inexpensive

VR system that would be highly accessible and aòordable to users and researchers.
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2.2.1 A brief history of ubiquitous VR system design

With an increased focus onmotion-based andnatural interfaces, the gaming industry has

created a wide variety of readily accessible, oò-the-shelf virtual reality equipment. _is

oò-the-shelf equipment has vastly reduced the barriers of entry into immersiveVRdevel-

opment, reduced costs in the virtual reality industry, and increased the ubiquity of virtual

reality devices. While this trend has received much attention [Lee, 2008; Wingrave et al.,

2010], it has a humble begining with Randy Pausch’s initial eòort back in 1991 [Pausch,

1991a].

Pausch’s ‘Five dollar a day’ VR system was built using an 80386 IBM-PCTM, a Polhe-

mus 3Space IsotrakTM, two Re�ection Technology Private EyeTM displays, and a Mattel

Power GloveTM. At the time, the entire system cost less than $5000. _e system displays

could render monochrome wireframe of virtual objects at 720x280 spatial resolution.

Pausch’s work focused on oòering a seamless VR experience rather than focusing on

high resolution graphics and sterepscopic displays. Pausch quoted ‘low-latency interac-

tion is signiûcantly more important than high-quality graphics or stereoscopy’ [Pausch,

1991a]. Pausch’s work revealed the importance of user experience and what really matters

to the users in terms of having a consistent VR experience. Another important aspect of

Pausch’s work is accessibility and its redesign of VR systems so that they can be easily

democratized. Pausch said ‘the ûeld of virtual reality research is in its infancy, and will

beneût greatly from putting the technology into as many researchers’ hands as possible’

[Pausch, 1991a].

In order to design a universally accessibleVRplatform that oòers seamless experience
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to users, we need to evaluate each individual components; namely, displays, user input

schematics, andVR so�ware. Pausch startedwith the evaluation ofHMDs and stationary

displays and their respective impacts on user performance [Pausch et al., 1993]. To sim-

plify the study design, Pauschmerely compared a head-tracked versus non-head-tracked

camera controlled searching task in a virtual room. Pausch found that head tracking re-

duced task completion time by allowing the subjects to build a better internal represen-

tation of the environment.

Building on Pausch’s early works, we conceptualized a new framework of collabora-

tive computing in 2011 called the Ubiquitous Collaborative Activity Virtual Environment

(UCAVE) [Basu et al., 2012a]. UCAVEs are portable immersive virtual environments that

leveragemobile communication platforms, motion trackers, and displays to facilitate ad-

hoc virtual collaboration.

Following our UCAVE framework, Anthony Steed published his work on design and

implementation of a smartphone based VR system in 2013 [Steed and Julier, 2013]. In

this work Steed described the development of a HMD-based VR system that is integrated

into an iPhone-based platform. Steed’s design of the system is novel in that it exploits the

iPhone itself as an unseen touch controller. Steed’s main implementation challenge was

to align the two diòerent IMU sensors; one from the smartphone and the other from the

Freespace head tracker. Given that there we no external frame of reference to utilize, the

user interface had to be adapted as discrepancies in yaw between the two sensors rapidly

grew. To overcome these limitations, Steed introduced two mechanisms: a gesture to

automatically realign the coordinate systems crudely, and a clutch to manually realign

them precisely. Steed’s system can operate at 60Hz for VEs with a few thousand polygons
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and latency is acceptable at approximately 100ms.

_e limitation of diòerent IMU sensor registration was resolved in our following

work introducing a wearable electromagnetic (e-m), six degrees of freedom (6-DOF)

single hand (position and orientation) tracking user interface that is inexpensive and

portable [Basu et al., 2012b]. _e e-m trackerwas integrated successfullywith ourUCAVE

framework. _e e-m tracker provides a single frame of co-ordinate reference thereby of-

fering fully untethered and self-contained conûguration. _e e-m tracker does not track

user position in real world, which is not a mandatory requirement towards seamless VR

experience.

At the same time, Judy Vance published her work on the potential of low-cost VR

equipment [Lu1 et al.] delving into various combinatorial feasibility analysis of consumer-

grade video-gaming hardware such as Razer Hydra, Wiimote, and Microso� Kinect.

Vance’s ûndings are, that in addition to providing 3D motion tracking, having analog

controls and buttons are useful to create a more �uid interface for users.

Following the previous work, Suma et al. published his work on amulti-user VR plat-

form [_omas et al., 2014a]. Suma argued that factors such as poor accessibility, lack of

multi-user deployment capability, dependence on external infrastructure to render and

track, and the amount of time to put all these factors together restrict ubiquitous deploy-

ment of immersive VR experiences. Suma’s MuVR platform oòers to solve all logistical

hindrances in deploying immersive VR experiences. Suma’s prototype is similar to our

UCAVE prototype [Basu et al., 2012b] with the diòerence of Oculus Ri� DK1 dev kit as

theHMDand the smartphone device being attached to the hips using awearable harness.

Suma’s proposed system pushes the ideology of ubiquitous, immersive VR setup in the
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right direction by conceptualizing a modular setup towards democratized VR design.

In 2015, Ponto et al. introduced DSCVR [Ponto et al., 2015], a commodity hybrid VR

system. Ponto’s work presents design considerations, speciûcations, and observations in

building DSCVR, a new eòort in building a fully democratized CAVE [Cruz-Neira et al.,

1992] like setup using commodity grade technology. Even though Ponto’s work is not

directly related to mobile, ubiquitous VR design, it follows a similar trend in that it is an

attempt to democratize VR technology.

2.3 Current trends in ubiquitous VR

_e ubiquitous nature of computer graphics workstations capable of driving complex

real-time graphics, three-dimensional displays with higher frame rates and overall cost

eòectiveness and miniaturization of hardware resources are some of the key reasons be-

hind the current push toward modern VR systems. 3D displays and VR systems ex-

isted before but the paradigm shi� occured with the advent of smartphones and the app

store. For example, the earlier �ight-simulators such as the VCASS [Kocian, 1977] had

signiûcant graphics capability but have been expensive in deployment and required high

maintenance to upkeep. Flight simulators are generally developed keeping inmind a very

speciûc application such as training for particular military plane. _ey need to be pro-

grammed and micro coded in an assembly level language to reduce the overall graphics

and CPU cycles required. _is limits the code maintainability and further restricts po-

tential upgrades both in terms of so�ware and hardware. A majority of such systems

such as VCASS are proprietary and thus are limited to a specialized class of users such as
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the military.

In the last decade, personal computing has evolved to provide higher accessibility and

to provide an entry pathway to a larger domain of users who can contribute and open

up other potential domains such as Education and Public Health. In contrast to their

predecessors, current VR systems are much more eõcient in design and performance,

yet there is a fundamental lack of knowledge as to how and why users react to immersive

VR in the way they do. With the introduction ofmobile VR systems into the foray, we can

understand the usability aspects of users engaging with VR and its content better than

before. More features in VR technology does not correlate with better VR experiences.

With the continued advancement of hardware, the VR community has reached a certain

threshold where more insight in user analytics is required.
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Chapter 3

Ubiquitous Collaborative VR -

The Framework

“Research is what I’m doing when I don’t know what I’m doing.”

—Wernher Von Braun

Part of this work has been published as a paper in the proceedings of the ACM 2012

conference on Computer Supported CooperativeWork and in the 2012 IEEE symposium

on 3D User Interfaces.

Relevance to dissertation

_is chapter presents a collaborative framework called the Ubiquitous Collaborative

Activity Virtual Environment (UCAVE) to enable deployment of virtual experiences us-

ing smartphone technology. _e UCAVE framework lays the foundation for ubiquitous

VR computing and becomes a template for the VR community to follow.
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3.1 Introduction

We introduce a new paradigm of collaborative computing called the UCAVE. We envi-

sion UCAVEs to be portable immersive virtual environments that leverage mobile com-

munication platforms, motion trackers, and displays to facilitate ad-hoc virtual collabo-

ration. In this chapter, we discuss design criteria and research challenges for UCAVEs.

Collaborative virtual environments (CVEs) enable spatially distributed users to work

together on shared tasks in a real-time interactive virtual environment. _ere exist a va-

riety of CVE interfaces but researchers such as Hindmarsh et al., have argued that im-

mersive interfaces yield better opportunity for collaboration [Hindmarsh et al., 2000]

than non-immersive interfaces. Immersion inside a VE is generally diõcult to achieve.

_e amount of eòort to achieve full immersion relies on controlled laboratory setting

which ultimately hinders large scale ubiquitous deployment [Bowers et al., 1996; Hind-

marsh et al., 2000]. An immersive interface to a CVE includes a HMD technology with

tracked avatar embodiment. A good example of an immersive interface would be DiVE

[Benford et al., 2001]. On the other hand a non-immersive interface includes ûxed planar

displays with indirect input schematics such as keyboard and mouse. Even though, non

immersive interfaces are standardized, when it comes to avatar control mechanism they

can be confusing and ultimately counter productive [Hindmarsh et al., 2000]. However,

the practical reality of immersive interfaces includes high cost, visual quality tradeoòs,

extensive setup, user encumbrance, and limited deployment possibilities.

_eUCAVE concept presented here aims to validate immersive interfaces as a choice

that is dictated by application requirements and not by logistical limitations.
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3.2 Background

_e underlying technology required to make UCAVEs possible stems from early CVE

research. In DARPA’s SIMNET system designed for battleûeld simulation, soldiers could

join into highly complex ‘war games’ and other training simulations from sites around

the country. Users in the original SIMNET were rendered as tank avatars, but later were

rendered as human-form avatars through human body tracking [Pratt et al., 1994]. _e

MASSIVE and CAVERN systems share more similarity to the UCAVE, focusing on is-

sues for collaborative social interactions using human avatars [Greenhalgh and Benford,

1995; Leigh et al., 1997]. MASSIVE and SIMNET were the ancestors of the highly suc-

cessful Second Life, a massively multiplayer simulation [Macedonia, 2007]. _e primary

diòerence is that while MASSIVE and SIMNET were expensive research platforms, Sec-

ond Life is a consumer level product. Its wide availability, customizability, and low cost

(free to access) are the keys to its broad distribution. _e UCAVE concept shares these

characteristics by leveraging commodity mobile devices in a unique immersive conûgu-

ration, thereyby enabling broad distribution of the beneûts of CVEs to the general public.

Personal digital assistants (PDAs) and palmtop computers have been employed in VEs

as interaction devices or displays for a number of years [Fitzmaurice et al., 1993]. Highly

relevant to the current work is the use of smart phones to control avatars [Gutiérrez et al.,

2004]. _e PDA has also been used for locomotion about a VE [Watsen et al., 1999], as

a shared whiteboard between virtual reality users [Farella et al., 2003], and as a “magic

lens”, showing an enhanced view of the VE [Miguel et al., 2007].

A few limiting factors in earlier works were that the devices themselves were largely
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incapable of rendering a complex 3D VE, did not have powerful processors, had lim-

ited sensing capabilities, and had limited wide-area communication bandwidth. Modern

smart-phones such as Apple Computer’s iPhone and Motorola’s Droid series have sub-

stantial graphics and CPU components, storage, and sensing capabilities. _ese devices

are capable of supporting the paradigm shi� from laboratory and personal computer

based CVEs to mobile phone based UCAVEs.

3.3 UCAVE bene�ts

Hindmarsh et al. raised a number of concerns pertaining to what would typically be

called a non-immersive CVE interface (an ordinary keyboard, mouse, monitor conûgu-

ration) [Hindmarsh et al., 2000]. _ese were:

• _e horizontal ûeld of view of the display was limited, causing diõculty observing

spatial references of others while simultaneously observing the referenced object

(source and target).

• Actions were not always re�ected by user embodiments, which can also be ex-

tended to include both virtual actions and real world actions (i.e., a user disengag-

ing from the CVE interface)

• Navigation of the CVE was clumsy, owing to, amongst other things, the lack of an

intuitive interface for navigation

• Parallel actions were not supported, such as moving an object and changing view-

point simultaneously.
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Hindmarsh et al suggested that an immersive interface (a trackedHMDwithmultiple

tracked position sensors) could address these issues, but argued against an immersive

interface because of logistical issues of cost, robustness, and setup diõculties [Hindmarsh

et al., 2000]. _e UCAVE aims to make the beneûts of immersion accessible by reducing

these logistical issues. It should support immersive interaction, but not at the expense of

usermobility or ease of use. In otherwords, it should provide the expected aòordances of a

conventional immersive CVE interface: natural interactive viewpoint and avatar control,

but be able to be carried around by the user and immediately deployed. While on its

surface the principle is sound, immersion, mobility and ease of use are o�en con�icting,

and thus design tradeoòs must be made.

3.4 UCAVE architecture

A general UCAVE architecture is shown in [Figure:3.1]. _e smart phone (or similar

handheld computing device) is the central core of the UCAVE architecture. Modern

smart phones have a high-resolution display, a powerful system-on-chip (for interface,

radio communication, graphics, and audio processing), and an array of sensors (e.g.

touch-screen, accelerometers, gyroscopes, andmagnetometers). _e smart phone is con-

nected to a headmounted audio-visual display. Additional body-worn sensors are incor-

porated as needed through personal area network technologies. When connected over a

wide area network (i.e.. the Internet), remote users can join other UCAVEs, creating col-

laborative workspaces. Finally, at certain locations in the environment, external sensors

may be available that provide additional capabilities to the user (e.g. a motion capture
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Figure 3.1: _e UCAVE architecture.

system).

3.5 UCAVE prototype

In 1991, Randolph Pausch published a paper entitled “Virtual Reality on Five Dollars

a Day” describing the design of a $5000 (USD) virtual reality (VR) interface; which,

amortized over three years, was about ûve dollars a day [Pausch, 1991b]. To build such a
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low-cost system, oò-the-shelf hardware was combined with creative engineering to form

a makeshi�, but complete, immersive 3DUI. _e cost was a stark contrast to expensive

commercial systems available during that time. More important than the price, however,

was the possibility of immersive technology being available to vast numbers of designers

and end- users, enabling immense creative eòorts and sparking a renaissance of VR. Two

decades later, this possibility is now rapidly becoming a reality. In this chapter, we present

an evolution of this idea, a complete, immersive 3DUI for one dollar a day.

Enabling this evolution are low-cost consumer electronics devices that are mass-

produced for entertainment purposes, yet are essentially the same technologies once

reserved for VR applications, and o�en have as good or better performance than ex-

isting “professional” devices [Wingrave et al., 2010; Lee, 2008; Suma et al., 2011]. _ese

consumer devices are thus viable alternatives for 3DUI designers, and have indeed been

particularly popular for prototyping new systems [Hutson and Reiners, 2010; Gallo et al.,

2008; LaViola Jr, 2008].

Building upon this idea, we have previously reported on the design of a mobile-VR

system for immersive collaborative virtual environments [Basu et al., 2012a]. _e goal

was to design a low cost system that would allow a user to enter a shared virtual space

from anywhere, with the immediacy of a phone-call. Our approach combined a net-

worked smart phone device with its embedded motion sensors and a connected head-

mounted-display (HMD)._e eòect was to produce aminimal virtual reality system that

could be used within seconds of the user’s desire to enter a shared virtual space.

_e primary limitation of the previous design was that only immersive viewing (ori-

entation only) was well supported. For hand position tracking, a mechanical, head-
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mounted, 3-degrees- of-freedom (DOF) tracker (constructed from the MadCatz Game-

trak device) was provided, similar to [Koch and Witt, 2008]. While this approach was

accurate, it had a limited range and was uncomfortable for the user. In this work, we

present a design that addresses the challenge of immersive interaction and locomotion,

without sacriûcing the low-cost, portable design and that increases overall system per-

formance.

3.6 Approaches to inexpensivemobile VR

Augmented reality (AR) researchers have been striving for mobile wearable technology,

as the domain does not lend itself as well as VR to the constraints of small spaces. With

respect to the current system, the most in�uential work has been Foxlin and Harring-

ton’sWeartrak, which used a see-throughHMDand an acoustic-inertial tracker to obtain

self-referenced, sourceless tracking [Foxlin and Harrington, 2000]. _e inertial sensor

tracked the HMD orientation to provide sourceless immersive viewing, while the acous-

tic sensor provided hand-position tracking in the reference frame of the HMD. _is was

an excellent approximation to the otherwise diõcult problem of immersive hand track-

ing without an external tracking system. Others have addressed this problem using op-

tical tracking. Piekarski and Smith used ARToolkit markers mounted on wireless data

gloves that detected pinching gestures [Piekarski and Smith, 2006]. _is approach had

the advantage that a 6-DOF hand pose could be detected alongside gestures. Mistry et al

developedWearUrWorld (now Sixth Sense) using a head-worn pico-projector and cam-

era that tracks colored markers worn on the ûnger tips and mounted on objects [Mistry
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et al., 2009]. _is approach provides very low user encumbrance. Beyond tracking, Av-

ery et al presented a low-cost approach to AR using consumer level technology [Avery

et al., 2005].

Low-cost VR has been emerging as a large segment of the VR market, as a result

of the wide availability of low-cost displays and tracking systems originally designed

for the entertainment sector. A number of companies make inexpensive HMDs for use

with portable video devices (e.g. Vuzix, EMagin), and motion- controllers have become

increasingly popular for gaming (e.g. Nintendo Wii Remote, Microso� Kinect, Sony

Playstation Move).

Furthermore, smart phones and similar mobile devices are available that have pow-

erful processing, graphics, and display capabilities (e.g. Apple iPhone & iPod Touch).

While the performance may lag behind that of traditional VR systems, they are rapidly

improving in performance with GHz multi-core CPUs and dedicated GPUs. In fact,

Olsen et al demonstrated the use of these devices as a stereoscopic HMD with custom

optics [Olson et al., 2011].

Our contribution is to merge related work in portable, low-cost VR, providing a high

degree of immersiveness and interactivity at a price that allows for ubiquitous deploy-

ment of such systems.

3.7 System

According to Pausch, the foundation of an immersive system consists of a tracked HMD

supporting immersive viewing, a hand held or worn tracked device supporting immer-
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sive interaction, and a computer to integrate tracking and render the virtualworld [Pausch,

1991b].

Display: A lightweight HMD (_e Vuzix Wrap 920) is used for the display. _e

HMD has two independent 640 x 480 24-bit color liquid crystal displays (LCDs), and

supports stereoscopic rendering via a side-by-side display format (in stereoscopic mode,

each rendered view is 320 x 480 and is interpolated to 640 x 480). _e aspect ratio is

4:3, with a 30deg diagonal ûeld-of-view. While it has a low ûeld-of-view and resolution,

the lightweight (110g), battery powered (2 AA for 2 hours running time) design makes

the Vuzix HMD well suited for a mobile display system. _e Vuzix HMD was modi-

ûed slightly by replacing the sunglasses- style mounting with an elastic band in order to

more securely and comfortably bind the display to the wearer’s head and provide more

convenient mounting of tracking devices.

Figure 3.2: _e Razer Hydra and its decomposition to remove the circuit board contain-
ing the magnetic sensing coils.

Tracking and Interaction: Two tracking and interaction devices are used. _e ûrst is

the sensor systembuilt into the iPodTouch 4g. _is device has a 3-axis accelerometer (16-

bit, -2.4 gn to 2.4 gn), and a 3-axis gyroscope (16-bit, -2000 deg/s to 2000 deg/s). A ûlter
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is used to integrate accelerometer and gyroscope readings and produce an orientation

that is correct about the axis of gravity. _e Apple iOS CoreMotion library performs this

ûltering and provides a unit-quaternion representing the orientation at 100Hz.

_e second tracking system is the Razer Hydra. _e Razer Hydra is the ûrst mass-

produced magnetic tracking system intended for the video game market. It provides

250Hz 3DOF position and orientation of two wired hand-held controllers, each of which

has a joystick and 8 buttons. It is small [Figure 3.2], lightweight (800g), and powered

through the USB system. _e position and orientation computations are performed on

device, and can be obtained through a free SDK from Sixense (developers of the Razer

Hydra), or through a virtual reality peripheral network (VRPN) server developed by

Ryan Plavik (https://github.com/rpavlik/razer-hydra-hid-protocol). We learned that the

magnetic tracking sensor could be removed from the Razer Hydra controller, making it

much smaller and lighter at a loss of the buttons and joystick [Figure 3.2].

Computing: Two mobile computers are used. _e ûrst is the Beagleboard XM single

board computer. _eBeagleboardXM includes aTexas InstrumentsDM3730 System-on-

Chip (1GHz Arm Cortex A8 processor, 512MBmemory, and PowerVR SGX530 graphics

chip). It has interfaces for 4USB devices, audio, S-Video, andHDMI. As the vastmajority

of consumer- level interaction devices (e.g. the Razer Hydra) have USB interfaces, the

availability of powered USB connections was an important consideration. _e Beagle-

board XM can run the Linux, Android, or Windows CE operating systems. Linux was

used in this work (Ubuntu 9.10).

_e second computer is the iPod Touch 4g. It contains an Apple A4 System-on-Chip

(800MHz Arm Cortex A8, PowerVR SGX540 GPU, 256MBmemory), built-inWiFi and
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Bluetooth networking, and has a proprietary connector that can be used to attach exter-

nal devices including displays. _e iPod Touch was primarily chosen because of its wide

customer base (millions of devices), so�ware distributionmechanism (Apple AppStore),

impressive embedded sensors, and because it connects directly to the Vuzix HMD. Use

of other smart-phones and platforms is possible, provided they can attach to the HMD.

For example, the Beagleboard’s s-video output could also drive the HMD.

Figure 3.3: (Le�) A user within the low-cost, portable, immersive virtual environment
outdoors. (Right) Components hidden under the shirt of the user on a belt: an electro-
magnetic tracking source, single board computer, and smart phone.

Design: As shown in Figure 3.3, the Razer Hydra source is mounted to the back of the

belt. _e iPod Touch is clipped to one side and connected to the HMD controller box.

_e Beagleboard is mounted to the other side and connected through USB to the Razer

Hydra and a WiFi adapter. One of the two Razer Hydra pose sensors is separated from

its controller body and attached to the HMD. _e user holds the other controller. _is

design greatly increases immersion with respect to the previous design. _e Razer Hydra
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provides robust 6-DOF pose tracking for the user’s head and hand relative to the hips of

the user. _e iPod Touch inertial sensors track the orientation of the hips, and thus no

functionality is lost. Furthermore, the head and hand tracking now have the same frame

of reference (the hips) and tracking performance characteristics, which is important for

maintaining consistency (although we introduce a latency discrepancy when the hips are

moving, as discussed in section 4).

Mounting the iPod Touch at the hip, instead of the head, allows the use of several

common locomotion metaphors. In addition to moving by pointing or with the joystick,

the accelerometer can be used to detect motion. While double integration of accelerom-

etry is theoretically possible, numerical error accumulation makes this infeasible. How-

ever, footfalls can be detected reliably (see Section 4), allowing locomotion by walking in

place or real walking (provided space is available). All of these techniques oòer only rela-

tive motion. Absolute motion currently requires an external system, e.g. GPS or ûducial

tracking markers.

An ad-hoc WiFi network connects the Beagleboard and iPod Touch. Data from the

Razer Hydra is read by so�ware on the Beagleboard and transmitted using the VRPN

library to the iPod Touch. _e iPod then converts the incoming pose data for the head

and hand into its own reference frame (as obtained from its inertial sensors).

3.8 Performance characteristics

To test the performance of the user tracking and devices, we conducted comparisonswith

a 5-camera NaturalPoint Optitrack optical tracking system. _is tracker provides 6-DOF
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Table 3.1: Average frames per second for test scene by device and number of virtual hu-
man avatars (11200 polygons each) in the scene. *_e hardware is limited to 60 frames
per second.

Avatars iPod Touch 4g iPhone 4S
1 60* 60*
2 41 60*
4 24 48
8 13 26

pose measurements of rigid constellations of re�ective infrared spheres at a 100Hz up-

date rate. Within the 3m x 3m x 3m tracking volume it has excellent accuracy (< 1cm),

resolution (< 1mm), and latency (10ms). All data was collected on the iPod Touch, which

sampled at 60Hz (its maximum frame rate for 3D applications). No ûltering was per-

formed on the data. All objects (the iPod touch, Razer Hydra source, head sensor, and

wand sensor) were tracked by the Optitrack system.

For the ûrst test, we compared [Figure 3.4] the orientation measured by the iPod

Touch inertial sensors to that measured by the Optitrack system. We collected a 30 sec-

ond sample of rapidly swinging orientation motions from both the iPod Touch and an

Optitrack sensor rigidly attached to the iPod (timestamps were recorded on the iPod

touch as data arrived from the Optitrack system over VRPN). We converted the quater-

nion obtained from each tracking system to an axis-angle notation and used the angle

as the comparison metric. We noticed a substantial latency from the iPod Touch orien-

tation sensor with respect to the Optitrack sensor. By time shi�ing the OptiTrack data

until the error between the two sensors was minimized, we determined this latency to be
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Figure 3.4: X, Y, and Z positions measured by the Apple iPod Touch 4g + Razer Hydra
and the NaturalPoint Optitrack System.

41ms (this is in addition to Optitrack and network latencies). _e average absolute error

between the two measurements was approximately 4 degrees.

For the second test, we compared [Figure 3.4] the position accuracy of our hybrid

inertial-magnetic tracking system to the NaturalPoint Optitrack system. _e average ab-

solute errors were 24.6mm, 13.4mm, and 13.5mm for the x (le�), y (up), and z (out) axes

respectively. Latency, in this case, was diõcult to determine, as it is a combination of
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the two tracking systems employed; however, at times there appeared to be no latency

between the two systems. _is can be explained by the combination of the systems. _e

Razer Hydra has a marketed 4ms latency. _is is less than the 10ms latency of the Nat-

uralpoint Optitrack system. Our measured latency of the iPod touch inertial sensor is

at least 41ms. _us, it depends on which one is currently varying as to what latency will

be perceived. _e two most important components, head and hand tracking, are both

measured with the low-latency Razer Hydra.

For the last test, we measured the rendering performance of the system. A test scene

was composed in the Unity 3D game engine. Unity 3D was chosen for convenience, and

could be replaced by a free alternative such as Ogre 3D (as was used in our earlier work).

_e scene consisted of a number of articulated virtual humans and was indicative of

the environments that we envisioned the system would be used for: social, collabora-

tive environments. _e virtual humans were obtained from www.evolver.com and were

each 11200 triangles. To test, we varied the number of virtual humans visible in the win-

dow. _e environment was rendered in a side-by-side viewing conûguration for the le�

and right eyes (as needed by the HMD). For comparison, we also measure frame rates

for the more powerful iPhone 4s (Apple A5, 800MHz Dual Core). _e iPod Touch 4g

performance was about half that of the iPhone 4s [Table 3.1]. Interactive frame rates

were achieved in all cases, although the eight-avatar case for the iPod Touch 4g was only

marginally acceptable at 13 frames per second.
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3.9 Discussion

_e performance experiments addressed areas of concern related to the inexpensive ap-

proach. First, we showed that the iPod Touch 4g inertial sensor was capable of accurately

tracking the orientation of the user. _e errors were low (approximately 4 degrees) and

only accumulated about the axis of gravity. However, it did have a high latency (approxi-

mately 41ms). _is was a concern with the previous head-mounted design, as rendering

was directly coupled to the tracking system. In the new approach, however, latency in the

inertial tracker is indirectly coupled to themagnetic tracker, only aòecting the viewwhen

the hips are rotated. _us, if hip rotation is infrequent for an application, the latency will

not be a large source of concern.

_e purpose of the magnetic tracker was to enable body-centric position tracking.

In this regard, the performance of the system was exceptional. Magnetic tracking is well

suited for body centric interaction, particularly when the magnetic source is mounted to

the body. _is alleviates some of the primary causes of error associated with magnetic

tracking, namely distance from the source (the source travels with the user) andmagnetic

ûeld distortions (the body does not distort magnetic ûelds). In fact, we noted during the

experiments that the Optitrack system frequently lost track, and occasionally �ipped ori-

entations, making it the less robust of the two tracking systems for body-centric tracking.

_e Razer Hydra, in particular, is a high quality product for its price, and the ability to

remove just the magnetic ûeld sensor from the body of the wand makes it even more

�exible.

Lastly, we note that the rendering performance of the iPod Touch 4g was adequate
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for many VR systems. Also, we found that smart phone performance is exponentially

increasing with each generation. It is likely that rendering performance will not be a

major issue for future generations of this concept.

3.9.1 Limitations

_ere are some limitations to the tracking approach. First, the system does not support

crouching or climbing, because it technically cannot detect the height of the user’s hips

above the ground. We could incorporate additional magnetic sensors on the feet and

torso. _is would enable crouching to be detected, and would improve locomotion.

Another related limitation is that ûnger tracking is not supported. While inexpensive

data-gloves were examined for this system (e.g. P5 Glove and theNintendo PowerGlove),

these were not of suõcient quality to incorporate. Low cost optical tracking approaches

show promise in this area.

_e largest remaining concern is the lack of an inexpensive large ûeld-of-view head-

mounted display. _e Vuzix VR920 has reasonable visual quality, and its lightweight

design makes it comfortable to wear for extended time, but its low ûeld of view makes

achieving a sense of presence diõcult. For this reason, we did not try to block out the real

world [Figure 3.3]. _us, current applications will likely be oriented towards social gath-

erings and entertainment rather than those relying on high presence such as exposure

therapy.
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3.9.2 Research Questions and Challenges

_e nature of an inexpensive, portable, untethered VR system poses intriguing new re-

search questions and challenges, speciûcally related to the idea that VR or 3DUI experi-

ences are likely to occur in uncontrolled environments. Given that VR is concerned with

the virtual world, the overarching question is “what do we do with the real world?”

Eòectiveness & Distraction: Can we build VEs or 3DUIs that are eòective, despite

the o�en-unpredictable distractions present in the real world (e.g., a knock on the door, a

blaring ambulance driving past, or drops of rain when outdoors)? Furthermore, how do

we evaluate the eòectiveness of VEs or 3DUIs in uncontrolled environments? Traditional

measures of presence may not be appropriate for VEs where distraction is the norm.

Hiding Reality: Should portable VR or 3DUI systems like the one presented here

block out the outside world? For example, redirected walking [Razzaque et al., 2001] and

other techniques based on perceptual illusions could be used to minimize the chance the

user collides with a real wall. Similarly, if it starts to rain in the real world, the system

could generate rain in the virtual world to minimize distraction from the unexpected

external stimuli.

Leveraging Reality: Alternatively, could characteristics of the real world be used to

improve the VE or 3DUI? For example, if a map of the user’s external environment were

available, one could automatically align the VE with the real world (e.g., align real and

virtual walls) to provide passive haptic feedback. Similarly, if the virtual experience takes

place in a rainy outdoor environment, the user could enter the VE while standing out-

doors in the rain.
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3.10 Conclusions

With the low cost system described in this chapter, the monetary barrier to entry in im-

mersive VR is all but eliminated. For less than the price of a mid-range television (par-

ticularly if the user already has a smart phone), a user may interact in immersive virtual

worlds. It is possible that in the near future, VR will become ubiquitous, but for that to

occur, mass-appeal applications are needed. Our hope is that the approach presented in

this chapter could serve as a catalyst for creating such applications.

Our future work with this system is currently targeted towards large-scale collabo-

rative interactions for “second-class” applications that cannot aòord large-scale virtual

reality installations, such as education and entertainment. With the current design it is

possible to deploy hundreds of immersive systems in places that were once never thought

viable.
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Chapter 4

User Study I - The Ergonomic Impact

of a Perceived Tether in Ubiquitous

Immersive VR

“It is only through failure and through experiment that we learn and grow.”

— Isaac Stern

Relevance to dissertation

_is chapter presents our pilot study conducted from 2012 to 2013 re�ecting upon

strategies, general usability, and ûndings of ubiquitously deployed immersive spatial nav-

igation experiences with particular attention paid to ergonomic factors such as being

tethered versus untethered.
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4.1 Background andmotivation

As the proliferation of commercial hardware continues to make immersive VR systems

increasingly accessible and designers and engineers continue to advance the possibilities

of immersive VR experiences, the ergonomics of such VR systems must be further stud-

ied. We designed a user study to measure the diòerence in user performance between

an immersive VR experience deployed using a wireless, untethered VR system and an

immersive VR experience deployed with a tether attached to the same VR system. _is

tether was, in fact, a “fake” (12 �.) USB cable that remained unattached from any com-

puter ports, despite being attached to the VR system. We then examined the diòerences

between untethered and tethered participants’ successful completion time of a virtual

maze to see if there was a signiûcant diòerence. We used our prior ubiquitous VR system

to implement the User Study I [Basu et al., 2012b].

_e goal of our ubiquitous VR system is to deploy immersive virtual experiences

without the need for an elaborate infrastructure. Our current experimental design in-

volves leveraging science ûction media as a tie-in to the virtual reality demonstration.

_is is a concept that has historical validity for improving the VR experience [Pausch

et al., 1996], but seems to be missing in the vast majority of 3DUI and VR research. Our

vision is that studies conducted within the framework that we designed for this work will

ultimately yield insights into many persistent issues in 3DUI and VR research, because

of the ease of use, scalability, and standardization that is possible with the UCAVE. _e

rationale for this is that conducting extensive research on immersive interfaces is very

diõcult when expensive, highly specialized technology is employed. It is unheard of for
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more than a few immersive setups to be deployed simultaneously in research. With the

UCAVE, potentially hundreds of equivalent immersive experiences can be deployed to

users for the equipment cost of, for example, a single CAVE [Cruz-Neira et al., 1993].

_ere is merit in this approach, especially for education and training in classrooms that

are currently underserved by VR research.

4.2 Hardware and software design

Our early ubiquitous VR system design [see chapter 3] had issues with the tracking ap-

proach as it used one of the two available Razer Hydra sensors to track the head of the

user relative to the body of the user. _is provided low-latency (4ms) tracking of the head

pose (6 degrees-of-freedom) relative to the body. _e body-orientation, with respect to

the world reference frame, was then tracked by the inertial measurement sensors that

were embedded within the smartphone. _e issue with this approach turned out to be

that the quality ofmagnetic tracking is highly dependent on distance. Taller users had the

source much farther away from the sensor, yielding inaccuracies and jitter. Furthermore,

head pose tracking had two sources of latency: that from the smartphone and that from

the magnetic tracker. _is resulted in inconsistent tracking. _e second major issue was

the quality of the HMD. _e particular HMD used (Vuzix Wrap 920) was designed for

entertainment in private, not for immersive interaction [Vuzix, 2007]. It was lightweight

and inexpensive, which were desirable, but ultimately the visual quality and low ûeld

of view (30 degrees diagonal) greatly limited the application. Furthermore, the HMD

introduced a noticeable latency when rendering the VE. Coupled together, this would

51



have made it very diõcult to use in a practical experiment. Based on these issues, we

proceeded to redesign our ubiquitous VR system.

We designed a head-mounted apparatus to hold a stereoscopic smartphone viewer

built from ski goggles [VRGeeks, 2012] [see Figure 4.1]. Our viewer uses two 10x aspheric

lenses derived from jeweler’s eye loupes. It is designed speciûcally to be used with iPhone

4/5 and iPod Touch 4/5 screens, which have a standard 2-inch width across models, and 3

or 3.5 inch height (depending on themodel). _e resolution is ûxed at 326dpi. _is results

in a 960 x 480 or 1136 x 640 resolution. While this is technically lower (per eye) than the

resolution of the Vuzix HMD (640 x 480), the color quality is higher, the latency is not

present, and two wires and a battery are removed from the system. Furthermore, the

Vuzix HMD required a split screen stereoscopic signal, eòectively halving the resolution.

_us, the visual quality was superior on the smartphone-based HMD in stereoscopic

viewing. We also introduced Raspberry Pi as our single board computer [RaspberryPi,

2013]. Finally we made changes to our tracking hierarchy to resolve inconsistencies in

tracking the sensors. _e 3D MatrixTM maze experience was developed using the Unity

game engine.

4.3 Study design

Null hypothesis:_ere isn’t a signiûcant impact on successful completion time of the maze

under the presence of a ‘fake’ USB tether (perceived tether).

Alternate hypothesis: _ere is a signiûcant impact on successful completion time of

the maze under the presence of a ‘fake’ USB tether (perceived tether).
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Figure 4.1: _e UCAVE setup used for deploying Study I.

_e study was designed to compare the eòect of ‘perceived’ tethering on users’ time

of completion of a decently complicated maze.

It is important for a ubiquitous VR system to oòer reliable access to immersive VR

content. _us, we needed an application that highlighted ‘ubiquitous immersive interac-

tion’ to the general public. Popular science ûction seemed like an appropriate source to

draw from for this purpose. _e MatrixTM ûlm series is a contemporary science ûction

work that envisions a futuristic world with fully immersive technology similar to that

envisioned by Ivan Sutherland’s Ultimate Display [Sutherland, 1965]. As one of the most
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popular ûlm franchises in recent history, and with its focus on immersive topics, we de-

cided to model our experience loosely a�er the concept of ‘entering the matrix’ (entering

the VR world from the real world), where the user must then complete a task and ‘get

out’ of the virtual world through a portal (a virtual telephone) [see Figure 4.2].

Figure 4.2: A bird’s eye view of the maze design in Study I.

4.3.1 Tasks

At the start of the experience, the user puts on the head-mounted display, which is dis-

playing the image from the smartphone camera. _en, they are ‘plugged in’ to theMatrixTM,

and the real world transitions to the virtual world (similarly to how it occurs in the ûlm

series). _e beneûts of having such a transition on presence have been previously stud-

ied by Steinicke et al. [Steinicke et al., 2009]. We put the subject into the shoes of the
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protagonist of the series, ‘Neo’. _e subject then has to ûnd a missing person (‘the key

maker’) inside the maze-like labyrinth. A�er ûnding the person, they are then trapped

when ‘a change is made to the matrix’. _ey then need to ûnd their way out of the maze

by locating a ringing telephone (3D sound). _e audio source is continually played back

at a given position in the maze and will attenuate over distance. _e spread of the audio

source is controlled by a logarithmic falloò curve. Once found, they transition out of the

experience back to the augmented reality (AR) view [see Figure 4.3].

_e theme of the experience masks what is otherwise a very typical test-bed for im-

mersive interface experiments, a virtual 3Dmazewith visual and aural cues. However the

ûlm tie-in makes the experience compelling, especially for users who have seen the ûlms

and can relate to the content. _e content of the maze has multiple unique landmarks

spread throughout (various objects of diòerent shapes and sizes) providing opportunities

for the user to use strategy in order to solve themaze and ûnd their way out. _e 3Dmaze

also involves accomplishing interactive tasks like opening a virtual door to get inside a

room, responding to situations critically, picking up a virtual telephone etc. _e con-

trol scheme was natural motion of the head and body, with the exception of locomotion,

which was accomplished by means of the joystick on the hand-held wand. Interaction

with the world was simpliûed as intersection between a virtual hand (motion matched

to the hand-held wand position and orientation) and virtual objects, such that the user

could “pick up the phone” or “open the door”.
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4.3.2 Measures

Data automatically recorded during the course of the maze navigation was used to mea-

sure the performance of each participant. For every session, we recorded, every 5 ms

apart, the participant’s spatial trajectory inside the maze along with orientation of gaze

information. _e data contained information retrieved and extracted from 38 partic-

ipants with the following attributes: subject id, date, gender, age, 20/20 vision, video-

gaming experience index, treatment category, ethnicity, time to reach the room (secs),

time to reach the exit (secs), total time taken inside the maze (secs), total turns (room)

in degrees, total turns (phone) in degrees, total turns inside the maze in degrees, time

to complete 2D maze (secs), relative simulator sickness score (low: 16; high: 160), and

presence score (low: -21, high: +21). We used SPSS to conduct the analysis of the data.

Figure 4.3: Users’ perspective inside the Study I maze in stereoscopy.
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4.3.3 Population and Environment

We obtained approval from University of Georgia’s institutional review board to conduct

the user study at various high-traõc, indoor, public locations on our campus. Over the

course of a week, for a few hours a day, we recruited people passing by our demonstra-

tion booth [see Figure 4.4] to try the experience and provide feedback to us on various

usability topics. We gathered quantitative data on task performance, simulator sickness,

and presence. We tethered some users by a ‘fake’ USB cable to a host computer, to see

if we would ûnd substantial diòerences in how people interacted with the system, and

their overall impressions of the system and experience. We collected background demo-

graphic data on participants including age, gender, prior game-playing experience and

current gaming activities. For simulator sickness we used the Kennedy et al., Simulator

Sickness Questionnaire [Kennedy et al., 1993] administered before and a�er the expe-

rience. For presence, we used the Steed, Usoh, Slater questionnaire from [Usoh et al.,

2000]. In addition, we had users solve a 2D maze on paper and measured the time it

took them to solve it. During the experience, we logged user position and orientation

trajectories, and timed how long it took them to complete the two tasks (ûnding the Key

Maker, and ûnding the exit). Finally, we asked users for comments on the experience and

system.

4.4 Results

Wehave had 38 participants (Mean age: 24.87; SD: 8.857) complete the immersive VR ex-

perience in total [see Figure 4.5]. We had 28 (+4 dropped out) participants in the unteth-
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Figure 4.4: A user participating in the Study I for usability and validation of our ubiqui-
tous VR system [Basu et al., 2012b].

ered group (treatment category 1), and 10 participants in the tethered group (treatment

category 2). More participants were in the untethered group because we were primar-

ily aiming to formatively evaluate the UCAVE under ideal conditions, and so only every

fourth person was recruited for the tethered condition. Four participants’ data were dis-

carded from the analysis because they did not complete the study (all from the untethered

group). _ree simply did not have the time to ûnish the experiment. _e remaining par-

ticipant reported a feeling of nausea and elected to stop the experiment. Participants who

completed the maze spent an average of 145s (SD = 79s) to reach the KeyMaker, and 221s

(SD = 177s) to reach the exit. _is indicates to us the diõculty of the task is reasonable,
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Figure 4.5: Descriptive statistics of within-subject metrics in User Study I.

and provides support for the level of usability of the system. _is is particularly true, in

that we did not provide any user training beyond an explanation of the joystick controls

prior to the experience.

Within group (tethered versus untethered) descriptive statistics reveals that themean

total time taken inside the maze is lower (319.167 secs) for treatment category 1 (unteth-

ered) than for treatment category 2 (tethered) [see Figure 4.6]. We then proceeded with

inferential statistics and conducted an independent samples t-test between the groups

(tethered versus untethered). We see that there is signiûcant group diòerences [see Fig-

ure 4.9].

4.5 Discussion

We reject our null hypothesis and we accept the alternate hypothesis. We found that the

untethered group performed better overall in comparison to the tethered group partici-

pants. Overall self-reported presencewas positive. Each of seven questions was on a scale
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Figure 4.6: Descriptive statistics of performance metrics by group (tethered versus un-
tethered) in User Study I.

from -3 (strongly disagree) to 3 (strongly agree). Counting only those who had an aggre-

gate score of 14 or higher, indicating a high level of self-reported presence, we had 22 of

the 38 participants who had high presence, and only 5 participants who had a negative

aggregate score. Simulator sickness is a great concern, particularly for HMD-based VR

systems. Aside from the one participant who did not complete the experience because of

nausea, we did not observe a signiûcant diòerence between pre and post experience sim-

ulator sickness scores. It is possible that users were not exposed to the virtual experience

for long enough for signiûcant eòects to be observed.

Additional ûndings: Additionally, we observed a high level of interest in our ubiqui-
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Figure 4.7: Boxplot showing total time taken inside the maze by group (tethered versus
untethered) in User Study I.

tous VR systemUCAVE [Basu et al., 2012b] by those participating, and in the crowds that

o�en enclosed the participant when the system was in use. People are not accustomed

to seeing virtual reality systems in public places, and had many questions for the exper-

imenters. Most o�en, students wanted to learn more about how to build such systems,

generating exposure for the VR and computer graphics course in our curriculum.

To summarize, in this study, we have described how to build an immersive virtual ex-

perience and deploy it beyond the controlled setting of a laboratory. We also measured

the impact of becoming completely untethered on user performance while using ubiqui-

tous VR systems. Having established the fact that being untethered in immersive VR is

desirable, the next step is to examine environmental factors and its impact on immersive

VR user performance.
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Figure 4.8: Boxplot showing total turns taken inside the maze by group (tethered versus
untethered) in User Study I.
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Figure 4.9: Independent samples T-Test.
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Chapter 5

User Study II - The Environmental

Impact on User Performance in

Ubiquitous Immersive VR

“Observation is a passive science, experimentation is an active science.”

—Claude Bernard

Relevance to dissertation

_is chapter presents our second user study, conducted in 2014, investigatingwhether

physical environmental conditions (i.e. being outdoors or indoors) impact users’ spatial

navigation ability in a ubiquitous immersive VR experience.
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5.1 Background andmotivation

Traditional VR deployments were conducted in controlled indoor laboratory settings. As

VR continues to become more ubiquitous and is able to be deployed with less cumber-

some hardware, the possibilities for deploying VR in a variety of environments increase.

_is introduces new practical and theoretical challenges to the VR community.

A�er our successful initiation with our Study I [see Chapter 4], we proceeded with

our investigation into immersive spatial navigational performance to study the corre-

lation between the physical and the virtual environment (indoors versus outdoors). We

suspect that the environment, both physical and simulated, aòects the overall spatial nav-

igation performance involved in an immersive virtual experience.

5.2 Hardware and software design

A similar hardware/so�ware setup like that in Study I was used for deploying Study II

[See section 4.2]. _e 3D virtual maze experience was developed using the Unity3D Pro-

fessional game engine.

5.3 Study design

_e study was designed to compare the eòect of physical environments and their conûg-

uration on spatial navigation performance.

Null hypothesis: _ere isn’t a signiûcant diòerence between shooting score in matched

versus unmatched conûguration of VE and the physical space.
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Figure 5.1: A user participating in our study of environmental impact towards spatial
navigability in immersive VR.

Alternatehypothesis:_ere is a signiûcant diòerence between shooting score inmatched

versus unmatched conûguration of VE and the physical space.

Inspired by the results in Study I [see Chapter 4], we designed two similar immer-

sive maze experiences with the structural diòerence of one of them being a simulated

warehouse (indoor setting) and the other being a simulated urban environment (out-

door setting) [see Figure 5.1]. _e study design is a 2x2 cross over study intended towards
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comparing the performance metric (i.e. speed and accuracy) between the following sce-

narios:

• User ‘A’ recruited inside a building (physically indoors) experiences the ‘Inside

Warehouse Shooting Virtual Experience’. _is is a matched conûguration between

the physical and the virtual space where the user is physically partaking the VR

experience while being indoors.

• _e same User ‘A’ experiences the ‘Outside Urban Shooting Virtual Experience’

next. _is is an unmatched conûguration between the physical and the virtual

space where the user is physically partaking the VR experience while being in-

doors.

• A diòerent User ‘B’ recruited outside a building (physically outdoors) experiences

the ‘Outside Urban Shooting Virtual Experience’. _is is a matched conûguration

between the physical and the virtual space where the user is physically partaking

the VR experience while being outdoors.

• _e same User ‘B’ experiences the ‘InsideWarehouse Shooting Virtual Experience’

next. _is is an unmatched conûguration between the physical and the virtual

space where the user is physically partaking the VR experience while being out-

doors.

5.3.1 Tasks

At the start of the virtual experience, the user puts on theUCAVE prototype [see Chapter

3], and they are inside a virtual maze. _e recruitment protocol maintained alternating
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order assignment between the matched versus unmatched setting for the users. _e user

is ûrst allowed a brief training session in which he/she is acquainted with the user input

mechanics. Once complete, the user is given the task of shooting virtual targets in and

around the VEs. _e indoor setting and the outdoor setting are illustrated in Figure 5.2.

_e virtual task set is to shoot a total of 7 targets spread throughout the mazes. _e

scoring criteria is based on accuracy and distance from which the targets are hit. _e

users score higher if they hit the ‘bulls-eye’ target accurately from far. Based upon the

deployment condition (i.e. matched or unmatched), once the user has completed the

maze experience, they are given a break of 1 minute. A�er that, the system automatically

starts the second maze experience. _e users do not necessarily have to complete their

ûrst session successfully in order to start the second session.

Figure 5.2: A top down view of the Indoor Warehouse Environment and the Outdoor
Urban Environment.
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5.3.2 Measures

Data automatically recorded during the course of the maze navigation was used to mea-

sure the performance of each participant. For every session, we recorded, every 10 ms

apart, the participant’s spatial trajectory [see Figure 5.3] inside the maze along with ori-

entation of gaze information. We also recorded raw unscaled scores for each participant.

_e data contained information retrieved and extracted from 31 participants with the fol-

lowing attributes: subject id, condition deployed (indoor versus outdoor; matched versus

unmatched), raw score (indoor), raw score (outdoor), relative simulator sickness score

(low: 16; high: 160), and presence score (low: -21, high: +21). We used SPSS to conduct

the analysis of the data.

Figure 5.3: A top down view of the Indoor Warehouse Environment and the Outdoor
Urban Environment with random users’ trajectory mapped.
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Figure 5.4: Descriptive statistics of shooting score by group (indoor versus outdoor;
matched versus unmatched) in User Study II.

5.3.3 Population and Environment

We obtained approval from University of Georgia’s institutional review board to conduct

the user study at various high-traõc, indoor, public locations on our campus. We re-

cruited people passing by our demonstration booth to try the experience and provide

feedback to us on various usability topics. We gathered quantitative data on task perfor-

mance, simulator sickness, and presence. We collected background demographic data
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on participants including age, gender, and ethnicity. For simulator sickness we used the

Kennedy et al., Simulator Sickness Questionnaire [Kennedy et al., 1993] administered

before and a�er the experience. For presence, we used the Steed, Usoh, Slater question-

naire from [Usoh et al., 2000]. Finally, we asked users for comments on the experience

and system.

Figure 5.5: Boxplot showing raw score (indoor) inside the maze by group (indoor versus
outdoor) in User Study II.

5.4 Results

We had 39 participants take the immersive experiences in total. 8 participants’ data were

discarded from the data analysis because their data logs became corrupted with garbage

value during the study.

Within groups (indoor versus outdoor) descriptive statistics reveal that the mean

raw shooting score inside the maze is lower (124) for condition indoor-matched ûrst
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Figure 5.6: Boxplot showing raw score (outdoor) earned inside the maze by group (in-
door versus outdoor) in User Study II.

than for condition indoor-unmatched second (168). A similar trend is observed be-

tween outdoor-matched ûrst (237) and outdoor-unmatched second (545) [see Figure 5.4].

_is is indicative of a trend, but we need inferential statistics to make an argument con-

clusively. We then proceeded with repeated measures analysis and found a signiûcant

impact (partial) on shooting score by matched versus unmatched conûguration of VE

and the physical space [see Figure 5.9]. _e state of the VE (warehouse indoor versus

urban outdoor) does signiûcantly impact users’ performance inside immersive VR [see

Figure 5.11]. We found through an independent samples t-test that the ûrst state of the

VE whether matched or not with the actual physical space of deployment matters sig-

niûcantly for user performance if the state of VE is outdoor. We found that a matched

outdoor setting (outdoor as physical space and outdoor as the VE) seems to be the best
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performing setting for our participants.

Figure 5.7: Boxplot showing raw score (indoor) inside themaze by group (matched versus
unmatched) in User Study II.

5.5 Discussion

We reject our null hypothesis and accept the alternate hypothesis. Furthermore, we found

that users are performing better (scoring high) when they aim using a precise eye-head-

hand coordination in pointing at visual targets. _is serves as a presencemarker for users

achieving high precision inside the VE. User performance in VR transfers between tra-

ditional, indoor deployments and outdoor deployments. As we continue to develop new,

ubiquitous VR experiences and applications, these ûndings do alleviate environmental

restrictions on the VR community.

Additional ûndings: Additionally, we found that users were tremendously exhausted

a�er experiencing back-to-back immersive VR sessions. It is speciûcally worse if the par-
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Figure 5.8: Boxplot showing raw score (outdoor) earned inside the maze by group
(matched versus unmatched) in User Study II.

ticipant is outdoor during the day time. Anecdotally, many participants who experienced

our immersive VR shooting experience outdoors were facing social awkwardness anxi-

ety.

To summarize, in this study, we have described how to deploy and maintain immer-

sive VR experiences anywhere (indoor and outdoor). We also measured the impact of

being matched (physical to virtual) on user performance while using our ubiquitous VR

system.

Having established the fact that being matched or not matched (physical space to

VE) in immersive VR is partially important depending uponwhat state of VE you deploy

ûrst, the next step is to examine human factors and their impact on immersive VR user

performance.
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Figure 5.9: Repeated measures analysis for User Study IV; multivariate test.
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Figure 5.10: Repeatedmeasures analysis forUser Study IV; test of within-subject contrast.

Figure 5.11: Independent samples T-Test.
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Chapter 6

User Study III - The Human Factor

Impact on User Performance in

Ubiquitous Immersive VR

“Nothing has such power to broaden the mind as the ability to investigate sys-

tematically and truly all that comes under thy observation in life.”

—Marcus Aurelius

Relevance to dissertation

_is chapter presents our third user study, conducted in 2015-16, investigatingwhether

self-reported physical ûtness has any impact on users’ spatial navigation ability in a ubiq-

uitous immersive VR experience.
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6.1 Background andmotivation

Following our ûndings from the previous study [see Chapter 5], we regressed into a sim-

plistic maze design as we found that users became terribly nauseated experiencing back-

to-back immersive VR sessions. Because a goal of our research is to create more ubiq-

uitous, user-friendly VR systems and experiences, we needed to mitigate the problem

of users’ nausea that we encountered in our prior study design. Nausea was at its worse

when participants performed back-to-back tasks in immersive VR. For this experiment,

we decided to design an experience using a single VR experience. Keeping the above

points in mind, we designed a simplistic task set of ûnding a virtual dog avatar inside

our third maze experience. We also diverted our attention to a more subjective (person-

alized) metric, namely the physical ûtness, of users.

Physical ûtness aòects all parts of our lives, directly beneûting health and longevity,

but also having eòects on cognition and learning. While many have proposed using vir-

tual reality as a means to improve or promote physical ûtness (e.g. exergaming), the

potential eòects of physical ûtness on cognition in virtual environments have yet to be

explored. We take solving a maze in VR to be primarily a cognitive task, as the phys-

ical demands upon the user are minimal. Given the parallels found between real and

virtual reality in so many domains, it would be reasonable to assume that at least some

of the cognitive beneûts would translate from the real world to the virtual world. With

regards to physical activity, VR has been explored as a means to motivate individuals to

exercise [Johnsen et al., 2014; Keum et al., 2015]. For example, Keum et al. sought to

motivate overweight or obese individuals to exercise by using an exergame where the
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participant’s avatar was generated using their body composition data. In this exergame,

the participant used the generated avatar to navigate a virtual obstacle course by physi-

cally dodging, ducking, jumping, or running. Keum et al. found that their system could

potentially achieve this goal although they had mixed reactions towards the avatar re-

�ecting actual body composition data. Some participants were intrigued while others

expressed negative opinions of seeing their physical appearance without modiûcation.

While these studies explore a relation between physical activity and virtual reality,

they do not address how physical activity can impact performance of a virtual task, such

as navigating a 3D virtual maze. Research has been conducted comparing the use of real

walking and other travel techniques in regards to performance of various tasks in vir-

tual environments [Zanbaka et al., 2005; Suma et al., 2010a]. Generally, it has been found

that real walking results in improved performance compared to virtual travel techniques,

such as using a joystick, especially in regards to higher mental processes [Zanbaka et al.,

2005; LaViola Jr et al., 2017]. However, Suma et al. found that there was not a signiûcant

diòerence between real walking and a gaze directed technique regarding navigation per-

formance and recall of environment details of a complex virtual environment. However,

this still does not ask the same question being pursued here as it is looking at physical

activity in terms of the interaction technique and not a characteristic of the user aòect-

ing their performance. In this study, we investigated how a user’s physical activity proûle

impacts their virtual task performance as related research indicates that there is a pos-

itive correlation between physical ûtness and higher levels of cognition [Hillman et al.,

2008]. Another characteristic of the users that can impact virtual task performance is

gaming experience. Individuals with gaming experience are more likely to be familiar
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with the interface we used for the study and thus are more likely to outperform non-

gamers [Smith and Du’Mont, 2009]. Smith et al. asked participants to ûnd the exit to a

maze as fast as possible and found that participants with higher perceived level of skill

regarding video games correlated to faster completion times. _ismeans that individuals

who perceived themselves as being more proûcient at video games completed the maze

faster than those who did not. As a result, we also asked our participants to report the

number of hours they spent per week playing video games.

Our basic premise with this research is that physical ûtness, being a highly impactful

variable in our lives, may be similarly impactful in our virtual world. Beyond the known

cognitive beneûts of ûtness [Hillman et al., 2008], there are numerous ways that phys-

ical ûtness may play a role in virtual reality. For example, physical ûtness may have a

high (likely inverse) correlation to watching television and/or playing video games. Or,

physical ûtnessmay indicate a stronger preference formoving, or perhaps increased nav-

igation capability. Perhaps people who move more in the real world are less susceptible

tomotion or simulator sickness. We also considered that people who aremore physically

ût might have more well tuned perceptual systems, or might have a stronger ‘link’ to the

physical world, which is a reason to suppose that physical ûtness could reduce perfor-

mance. In this chapter, we describe our virtual maze application as well as the detailed

mobile 3DUI system design. We also report the encouraging results of a user study of

90+ users enrolled at the university physical activity center.
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Figure 6.1: A user trying out our Study III 3D maze experience outdoors.

6.2 Hardware and software design

Keeping inmind the simplicity of the task and logistics of running the study outdoors we

opted for a ubiquitousVR systemwhich only included aHMDand a controller. Figure 6.1

shows a user trying out our maze experience in full gear. We opted for Samsung Galaxy

Gear VR as our HMD and Samsung Galaxy Note 4 as our primary display. For user

controls in the maze, we opted for a Bluetooth compatible Madcatz C.T.R.L. gamepad

controller which connects easily with the Samsung Galaxy Note 4.

_e 3D virtual maze experience was developed using the Unity3D Professional game
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engine. While each user is busy solving the maze, the system so�ware keeps an active log

of user trajectory data along with their head orientation data. Furthermore, the system

so�ware also logs relevant event data such as user quitting the maze experience unsuc-

cessfully or user ûnding the target inside the maze successfully.

6.3 Study design

_e study was designed to investigate the eòect of physical ûtness as a criterion towards

spatial navigation performance.

Null hypothesis: _ere is a positive correlation between self-reported physical ûtness

score and maze completion time.

Alternate hypothesis: _ere is a negative correlation between self-reported physical

ûtness score and maze completion time.

From our results in Study II [see Chapter 5], we regressed our level design and the

corresponding task model to a simpliûed maze navigation with only one target as objec-

tive.

6.3.1 Tasks

_e VR experience was designed around the idea of a quick in-and-out experience with

the aòordances of the wearable VR system described in section 6.2 that lets users try

out the experience in the shortest span of time in a familiar outdoor environment. _is

was pivotal in recruiting and managing a large set of VR users. We used a commercially

available ubiquitous VR system.
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_e focal point of the immersive experience is to traverse a 3Dmaze environment and

ûnd a speciûed target in a minimum amount of time. To add to the experience, we used

a university mascot as the intended target inside the maze. Participants were equipped

with a HMD and gamepad and given the instruction to ûnd the university mascot within

a virtual maze. Once the user ûnds the target, they see the animated university mascot

with awelcomemessage. Since our primary pool of participants were university students,

faculty and staò, the problem of a maze navigation became unique and interesting to the

local taste. _e target audience were adults of age 18 and older.

Figure 6.2: Trajectory map of six random users completing the maze.
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6.3.2 Measures

_e measures for the study primarily consisted of data recorded from the demographic

forms ûlled by the users and the trajectory data automatically logged during the course

of the immersive experience. _is consisted of the absolute position and gaze direction

of players, events logged at critical juncture of the game, and their respective time of

completion [see Figure 6.2]. In addition, the users also ûlled out a pre-simulator and

a post-simulator sickness questionnaire [Kennedy et al., 1993] and a presence question-

naire [Usoh et al., 2000] related to the immersive experience. We used Matlab and SPSS

to conduct the analysis of the data.

6.3.3 Population and Environment

99 physically motivated subjects with a mean age of 22.82 years (SD=5.904) participated

in our 3D maze experience over a course of 4-month period during the Fall semester of

2015. We recruited these participants at a local physical activity and recreation center. In

compliance with the University of Georgia’s institutional review board guidelines, every

participants’ consent was obtained and recorded on paper forms. Furthermore, the users

were asked to ûll out a series of forms including a general demographic questionnaire,

pre-simulator and post-simulator sickness questionnaire and a presence questionnaire.

_e data contained the following attributes: subject id, date, athletic score, gender, age,

20/20 vision, ûtbit, event type, time of completion, relative simulator sickness score (Low:

16; High: 160), presence score (Low:-21, High:+21).

Our experiment was conducted in an outdoor setting during daytime in between
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noon and 5 in the evening. _e physical location was intentionally chosen to be at the

entrance of the local physical activity center where there is a higher chance of recruiting

physically motivated subjects.

Figure 6.3: Descriptive statistics of time of completion of maze by group (high versus low
athletic score; binned) in User Study III.

Figure 6.4: Descriptive statistics of time of completion ofmaze by group (high versus low
gaming score; binned) in User Study III.

6.4 Results

Out of 99 recruited subjects, 6 participants’ data have missing information regarding

their respective gender.

Within groups (athletic score) descriptive statistics reveals that the group of partici-

pants who reported higher athletic scores took slightly more time on average to solve the
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Figure 6.5: Boxplot showing time of completion of themaze by group (high athletic score
reported; binned) in User Study III.

maze than the groupwho reported lower athletic score [see Figure 6.3]. However, partici-

pants who reported higher gaming hours score tend to solve themazemuchmore quickly

(32.33 secs on average) [see Figure 6.4 and Figure 6.6]. Similarly, Figure 6.8 shows that the

group of participants who reported very low gaming score of zero, that is the non-gamer

group, took more time on average to complete the maze than the rest of the participants

who reported high gaming score, that is the gamer group. _is is indicative of a trend,

but we need inferential statistics to make an argument conclusively. Furthermore, Figure

6.9 shows a positive correlation scatterplot between the time of completion of the maze

(in seconds) and the age of the participants. We also found that female participants in

our study spent higher time completing the maze on average than the male participants

in our study [see Figure 6.7]. _ese ûndings combined suggests that age, gaming pro-
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Figure 6.6: Boxplot showing time of completion of themaze by group (high gaming hours
score; binned) in User Study III.

ûle, and gender of immersive VR users play a pivotal role in predicting their success in

completing immersive VR tasks, speciûcally navigational tasks.

Next, we proceed to generate correlationmatrix from the dataset. Pearson correlation

was used to measure the degree of association between attributes. A visual summary of

the Pearson correlation matrix is shown in Figure 6.10.

Some attributes, such as age, showed a correlation with time, but this could be related

to the population of the study, which consisted of college students that were polled out-

side of athletic facilities on a college campus, and had a standard deviation (SD) of 5.90

years. Athletic score is not found to be signiûcantly correlated to the dependent variable

(time of completion of the maze).
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Figure 6.7: Boxplot showing time of completion of the maze by group (gender) in User
Study III.

6.5 Discussion

We fail to reject our null hypothesis. However, we found that the gaming proûle of immer-

siveVRusers is ametric that seems to aòect immersiveVRperformance signiûcantly and

needs to be further evaluated as a predictor of success for immersive VR performance.

We think gender and gaming proûle is intertwined culturally as we see a lot more young

male gamers in our study than female gamers among our participants. We speculate

gaming proûle and familiarity to gaming apparatus such as gamepad controllers aòect

user performance in immersive VR.

Additional ûndings: During the initial phases of the user study, we had concerns

regarding infrastructure and deployment. Furthermore, we faced design challenges in

88



Figure 6.8: Bar graph with error bars showing mean time of completion of the maze by
group (Low gaming hours score; binned) in User Study III.

conducting the study outdoors such as choice of location, ease of use, hand-oò between

users and recruitment in general. We were able to address all of these methodically dur-

ing the course of the study.

To summarize, in this study, we have measured the impact of self-reported ûtness

assessment (athletic score) on user performance while using a ubiquitous VR system.

Having established the fact that athletic score has no bearing on immersive VR user

performance, the next step is to examine technical factors, such as immersion, and their

impact on immersive VR user performance.
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Figure 6.9: Graph showing scatterplot of time of completion of the maze as the y-axis
and age of the participants as the x-axis in User Study III.

Figure 6.10: Correlation matrix.
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Chapter 7

User Study IV - The Technical Factor

Impact on User Performance in

Ubiquitous Immersive VR

“Science is built up of facts, as a house is built of stones; but an accumulation

of facts is no more a science than a heap of stones is a house.”

—Henri Poincaré, Science and Hypothesis, 1905

_isworkhas beenpublished as a preprint onArXiv (https://arxiv.org/abs/1805.09454).

Relevance to dissertation

_is chapter presents our fourth user study, conducted in 2016-17, evaluating the sig-

niûcance of immersive versus non-immersive user interfaces and their impact on im-

mersive VR user performance. We investigate individual factors such as, prior exposure

to video-gaming, age, and gender, and evaluate if they have any impact on user perfor-
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mance when it comes to spatial maze navigation in immersive VR.

_e study design has leveraged our UCAVE framework [see Chapter 3] to deploy a

virtual maze that is similar in context to Study III [see Chapter 6]. It should be noted

that the VR hardware setup for this study design has been minimalized (similar to Study

III) to using only a smartphone-based HMD and a wireless controller. With the mobile

hardware conûguration introduced earlier [see Chapter 3], we were able to showcase the

feasibility of the democratization of VR technology using commodity hardware. Other

researchers have followed our design philosophy [_omas et al., 2014a; Steed and Julier,

2013] to build their ownmobile VR systems. Amajor trend of the successful commercial-

ization of HMD technology in the industry followed suit with products such as Oculus

Ri�, Samsung Gear VR, and HTC Vive.

With this chapter, we refocus the attention of our research from building a standard-

ized VR system to evaluating what immersive VR brings to users in terms of adding

performance value.

7.1 Background andmotivation

Spatial navigation is one of the core abilities of human beings. It is a useful skill set that

we employ on a daily basis to navigate building interiors or busy streets to reach our

destinations. _e act of navigating a physical environment requires the simultaneous

operation of both cognitive and motor functions [Spiers and Maguire, 2006]. _e ma-

jority of VR experiments are designed with spatial navigation in mind as the primary

means for exploring VEs [Werkhoven et al., 2014]. _at said, the potential implications
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of VE interface andVR taskmodel design on individual user performance in VR have yet

to be explored adequately. As a result, understanding the underlying concepts of spatial

navigation as a mathematical construct and its relationship to immersive VR user per-

formance is particularly important, especially if we were to adopt VR exercises designed

to promote navigation skill set building in users with measurable gain in output.

In this work, we presume that the prior video-gaming experience, age and the gender

of the users participating in aVR study impacts their respective performance in executing

immersive VR tasks. _is study has been extended from earlier work examining how

physiological factors aòect user performance in immersive VR [see Chapter 6]. In this

chapter, we describe our virtual maze application as well as the detailed system design.

We report an extended analysis conducted on the recorded user trajectory data. To that

end, we deûned a set of mathematically derived features generalized for each trajectory

such as distance traveled, decision points reached inside the maze, positional curvature,

head rotation amount, and coverage of the maze.

7.2 Spatial navigation research in immersive VR

Our application and system is built upon the strategies, technology, and research in-

volved in previous studies conducted on the topic of spatial navigation in immersive VR.

A number of researchers have addressed issues related to spatial navigation and travel

metaphors in immersive VEs over the years [Bowman et al., 1998b; Suma et al., 2010b,a;

Zanbaka et al., 2005; Jeong et al., 2005]. A subset of these works have also looked into

the aòects of prior video gaming experience on immersive VR navigation performance
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Figure 7.1: UCAVEStudy IV - Immersive (top) andnon-immersive (bottom) perspectives
of all study participants at the start of the maze experience.
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[Smith and Du’Mont, 2009].

In 1998, Bowman et al. proposed a formalized methodology and framework [Bow-

man et al., 1998b] for the evaluation of travel techniques in immersive VEs. _e basic

construct of their framework was a taxonomy of travel techniques. _eir experimental

analysis revealed the need to gather more information about user analytics inside VEs.

In a second study, Bowman et al. studied the eòects of various travel techniques on the

spatial orientation [Bowman et al., 1999] of users inside immersive VR environments. At

the same time, Ruddle et al. introduced a formal study comparing HMDs and desktop

displays [Ruddle et al., 1999]. _e objective of this study was to perform a baseline inves-

tigation that compared the two diòerent types of displays. _ey found that participants

using the HMD navigated the virtual buildings signiûcantly more quickly, and devel-

oped a signiûcantly accurate sense of relative straight-line distance. Behavioral analyses

showed that participants took advantage of the natural, head-tracked interface provided

by the HMD in ways that include “looking around” more o�en while traveling through

the VE and spending less time being stationary while choosing a direction in which to

travel.

In 2009, Smith et al. conducted a research study to look into the impact of previous

computer gaming experience, user perceived gaming ability, and actual gaming perfor-

mance on navigation tasks in a VE [Smith and Du’Mont, 2009]. _ey found that per-

ceived gaming skill and progress in a linear ûrst person shooter (FPS) game were found

to be the most consistent metrics. Both perceived gaming skill and progress in a linear

FPS game bore a relationship to performance in trivial searches, primed searches, the

number of mistakes when performing an advanced travel technique (jumping) and in
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traveling time requiring high speed and accuracy. Smith et al. [Smith and Du’Mont,

2009], stated ‘this may require the development of a gamer proûle including both similar

metrics to those used in this paper, metrics over other 3D interface tasks such as selec-

tion and manipulation and metrics for subjective conditions such as user disorientation,

cybersickness and presence.’ In 2010, Suma et al. reported a user study comparing real

walking with three virtual travel techniques; namely, gaze-directed, pointing-directed,

and torso-directed travel [Suma et al., 2010b]. Suma et al. found that real walking is su-

perior in terms of user performance as it allowed more cognitive capacity for processing

and encoding stimuli than pointing-directed travelmetaphors. _ey also found thatmale

participants were slower and performed signiûcantly worse on the attention task when

the spatial task became more diõcult in contrast to female participants. In another re-

lated study, Suma et al. reported that for complex VEs with numerous turns, virtual

travel techniques are acceptable substitutes for real walking if the goal of the applica-

tion involves learning or reasoning based on information presented in the environment

[Suma et al., 2010a].

Another component of studying spatial navigation is spatial trajectory analysis. In

2005, Zanbaka et al. described a between-subjects experiment that compared four dif-

ferent methods of travel, their eòect on cognition, and paths taken in an immersive VE

[Zanbaka et al., 2005]. _is study used participants’ trajectory (position and head ori-

entation) data in post-analysis by creating overlays that ultimately revealed further dif-

ferences in travel techniques. _is study favored a large tracked space over other travel

techniques in VR for applications where problem solving and interpretation of material

is important or where opportunity to train is minimal. Jeong et al. in 2005, reported on
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the diòerentiation of information-gathering ability in the real and the VE [Jeong et al.,

2005]. An important ûnding of their study was that the users path of ûnding information

was similar, their information gathering ability diòers between the real and the VE.

_is chapter does not address the cognitive issues related to spatial exploration on

an individual basis. Rather our approach distinguishes task performance (as a trend)

between two categories of users (gamers and non-gamers) using VR systems. More than

one performance metric for solving a maze in VR has been deployed, which allowed for

a nuanced discussion of navigation abilities.

Figure 7.2: UCAVE Study IV - Key locations and decision nodes of the maze.

Prior work on the evaluation of ubiquitous, smartphone driven 3DUIs helped guide

our system architecture [Basu et al., 2012b, 2013]. A light-weight VR system is logistically
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a sound design when it comes to recruiting higher number of subjects for a research

study. Other studies exist that looked into physical activity as a potential marker for

performances in immersive VR environments. One such study suggested that physical

activities of users can be a predictor for VR task performance [Basu et al., 2012b]. In

regards to physical activity, virtual reality has also been explored as a means to motivate

individuals to exercise, a concept better known as VR exergaming [Johnsen et al., 2014].

While all these studies explore the relationship between physical activity and VR per-

formance, there has been a lack of concrete connections between them. In contrast to

quantifying physical ûtness of users as suggested by Basu et al.[Basu et al., 2016; Johnsen

et al., 2014], our approach shi�s the attention of the user performance predictor to the

gaming proûle.

7.3 Application

Our maze application requires the user to navigate a maze and ûnd multiple target sites.

For consistency, every player had a ûxed starting point and ûxed targets to reach in the

maze. _e context of the maze experience was similar to Study III [see Chapter 6], in

which the subject is required to ûnd and rescue another human (avatar). _e task in-

cluded ûnding a clue (minimap) before ûnding the human avatar and then tracing back

the path to the entrance of the maze. On average, the participants spent 4.64 minutes in

the immersive user interface setting and 6.18 minutes in the non-immersive user inter-

face setting.
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7.3.1 Game Design

_e focal point of our VR experience was to traverse a maze environment, ûnd multiple

target sites and trace back your path. To add to the experience, we used an altruistic

framework by setting up a background story of a lost traveler inside the maze. Each

participant was given the tasks of searching for and rescuing the lost character in the

maze. To better emphasize this point, a restriction was placed upon the participant in the

form of ûnding a map of the maze ûrst. Once the user was successful in ûnding the map

location, the user was then asked to ûnd the lost character in themaze. Uponmeeting the

character, which is an animated humanoid avatar, the participants were required to trace

back their path to the entrance of the maze to complete the experience. _emaze design

also included strategically placed unique props (box, ûrst-aid kit, etc.) to help with user

localization andmemory. Various key locations, including targets and props in ourmaze

design, are illustrated in Figure 7.2.

7.3.2 SystemHardware

Our system setup included a mobile HMD and a wireless gaming controller. We opted

for Samsung Galaxy Gear VR as our HMD solution and Samsung Galaxy S6 Edge+ with

5.7 inch screen size at 2560 pixels x 1440 pixels (518 ppi) screen resolution as our primary

smart phone display. For user controls in the maze, we opted for a Bluetooth compatible

Madcatz C.T.R.L. gamepad controller which connects easily with our display. A typical

system setup deployed for the study is illustrated in Figure 7.3.
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Figure 7.3: UCAVE Study IV - A randomly selected participant taking the maze experi-
ence.

7.3.3 System Software

_e VR maze experience was developed using the Unity game engine and deployed

on the HMD device as an Android app. While each participant was busy solving the

maze, the system so�ware kept an active log of their in-session trajectory data along with

their head orientation data every 10 milliseconds. Furthermore, the system so�ware also

logged relevant event data such as participants quitting the maze experience or partici-

pants ûnding the targets successfully. A visual example of participant tracking algorithm

is illustrated in Figure 7.4.

Once the user data was collected, scripts developed in C# programming language

were used to analyze the users’ trajectory data in Unity game engine. _ese scripts parse

through user transformation (x,y,z) in real-time and visualize their search patterns in the
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maze. _is, in turn, allows to conûrm visually emerging diòerences in user performance

in immersive VR. _is sort of visual analysis can be generalized to apply to other studies

concerning spatial navigation in immersive VR.

Figure 7.4: UCAVE Study IV - Visualization of a randomly selected participant’s spatial
trajectory data including gaze information represented as highlighted in cyan.

7.4 Study design

Null hypothesis: _ere isn’t a signiûcant impact on users’ ability to successfully navigate

a 3D maze under the in�uence of technical factors such as immersive, non-immersive user

interface.
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(a) 3D mannequin model (b) 3D minimap model

Figure 7.5: UCAVE Study IV - Targets inside the maze.

Alternate hypothesis:_ere is a signiûcant impact on users’ ability to successfully nav-

igate a 3D maze under the in�uence of technical factors such as immersive, non-immersive

user interface.

_e primary goal behind the maze experience is to understand how users with vary-

ing degree of exposure to video gaming solve a complex three dimensional immersive

navigation problem. We wanted to quantify spatial decision making in terms of user ac-

tivity in the maze. To this end, we conducted a 2 x 1 study with user type being one of our

independent variables. We recorded spatial user activity, including gaze activity, every

10 millisecond apart to help develop a model for spatial navigation performance. _e ex-

periment required users to navigate a maze with a three-fold task model. _e following

subsections describe the study design in details.
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7.4.1 Population and Environment

Over a course of 8 months, 40 self-motivated participants (mean-age = 35.93; SD = 11.11)

volunteered for our study. Table 7.1 shows the breakdown of the two study groups by

population demographics. _ese participants comprise a mix (by age, profession, back-

ground) of university staò and students at Emory University's main campus. In com-

pliance with the Institutional Review Board guidelines of both University of Georgia

and Emory University, every participant's consent was obtained and recorded on paper

forms. Furthermore, the users were asked to ûll out a series of forms including a gen-

eral demographic questionnaire, pre-simulator and post-simulator sickness question-

naire and a presence questionnaire. Additionally, these users were also asked to ûll out

a self-reported gaming proûle assessment form. Each user was then tasked to solve the

same maze problem twice using an immersive user interface and then a non-immersive

user interface. _e order of deployment for each user was random and can be classiûed

between the following two categories:

Condition 1. Immersive ûrst, and then non-immersive

Condition 2. Non-immersive ûrst, and then immersive

Each participant was recruited using an online recruitment drive advertised through

the internal university mailing list. A speciûc laboratory was chosen to run the sessions

with only one participant at a time. _e choice of our study space was particularly critical

to remove any additional social anxiety within our participants. Our study investigator

sat down with our participants and would start conversing to ease them into our study.
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Table 7.1: UCAVE Study IV - Study demographics based on the questionnaires. ‘Player
Level’ is a derived scale re�ecting participant’s involvement and approach to video-
gaming. ‘Gamer’ versus ‘Non-Gamer’ re�ects the self-assessment of a user being a video-
gamer.

Gamer N-Gamer

Participants 21 19

Gender Male 14 4
Female 7 15

Player Level

Novice 0 12
Casual 6 6
Pro 12 0
Hardcore 2 0
Experiential 1 1

Upon agreeing to our study requirements, a participant would start his/her ûrst round

of maze solving followed by a ûve minute break before starting his/her second round.

_e order of deployment for each user was random. _e study investigator made sure to

capture an equal number of participants for each category of deployment. Between the

two sessions, the users were given ûve minute of break time to normalize their fatigue

level before starting their next session.

7.4.2 Measures

Data automatically recorded during the course of the maze navigation was used to mea-

sure the performance of each participant. For each session, we recorded, every 10 mil-

lisecond, the participant’s spatial trajectory inside themaze alongwith orientation of gaze
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information (Figure 7.4). _is allowed us to eòectively playback and calculate each par-

ticipant’s spatio-temporal activity including, but not limited to, time spent at decision

nodes in the maze and cumulative gaze rotation at decision nodes in the maze.

In addition, the participants ûlled out background survey questionnaires with em-

phasis on video gaming activity proûling, pre-simulator andpost-simulator sickness ques-

tionnaire (SSQ) [Kennedy et al., 1993] and a presence questionnaire [Usoh et al., 2000]re-

lated to their immersive maze experience.

_e data contained information retrieved from 40 participants with the following at-

tributes: subject id, date, player proûle, gender, age, 20/20 vision, gaming hours, athletic

score, condition of deployment, time of completion, relative simulator sickness score

(low: 16; high: 160), and presence score (low: -21, high: +21). Furthermore, we intro-

duced a derived scale of attribute based on participant’s self reported gaming hours per

week and their video-gaming exposure proûling which we have termed as ‘Player Level’

[see Table 7.1]. Additionally, for deep exploration of the trajectory data, we deûned a set

of mathematically derived features generalized for each trajectory such as distance trav-

eled, decision points (nodes) reached inside themaze, positional curvature, head rotation

amount, and coverage of themaze. Some of these trajectory features are illustrated in Fig-

ure 7.6. Positional curvature feature refers to the curvature of the trajectory calculated

per frame between successive position vectors. Rotation amount feature refers to the un-

signed angle calculated per frame between successive head rotation transforms stored as

Quaternions. Coverage feature is simply the number of unit cubes covered (area) by the

user, calculated per frame. We used R and SPSS together to conduct the analysis of the

trajectory data.
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Table 7.2: UCAVE Study IV - Features extracted from users’ trajectory data for deep ex-
ploration and their corresponding deûnitions.

Features Deûnition

Distance traveled It is the total length of the
path traveled between two
positions.

Coverage Total number of unit cubes
covered (area).

Number of decision points reached Total number of decision
points covered in the maze.

Positional Curvature _e signed angle of curvature
between two consecutive po-
sition vectors.

Head rotation amount _e unsigned head rotation
angle between two consecu-
tive rotation transforms.
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Figure 7.6: UCAVE Study IV - Visualization of two trajectory features: positional curva-
ture and head rotation amount.

We obtained information from each sessions (immersive and non-immersive user

interface). Pre-experience and post-experience survey questions relevant to this analysis

are shown in Table A.1.
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Figure 7.7: UCAVE Study IV - Time of completion is signiûcantly less for participants
who self-reported their gaming proûle (gproûle) as gamers.

7.4.3 Procedure and Tasks

At the start of the experiment, participants were given elaborate verbal instructions ex-

plaining the experimental procedure. Both the gamer and the non-gamer group were

then interviewed in order to proûle their background and account for prior exposure to

video gaming. _e participants were given an overview of the technology involved and

were explained how towear aHMDand control their in-game avatar using the controller.

_ey were also explained their responsibility towards the study (ûnding the targets in-

side the maze in a speciûc order, and if they were feeling nauseated, then they should

immediately stop their VR experience). _e participants were explicitly told that there

were no time limits to their sessions and were advised to take their time to solve the

maze. _e participants would then initiate their two session maze experience with ei-

108



Figure 7.8: UCAVE Study IV - Presence score is higher for participants who self-reported
their gaming proûle (gproûle) as non-gamers.

ther immersive or non-immersive user interface control schematics. During the course

of solving the maze, the participants had the option of verbally communicating with the

study investigator in case they needed any further information.

_e maze task model consisted of three tasks, all of which involve wayûnding. _ese

tasks were as follows:

1. Find your way to target 1, a mini map ( 7.5b)

2. Find your way to target 2, the animated human avatar ( 7.5a)

3. Find your way back to the entrance of the maze

_e diòerence between immersive and non-immersive user interface lies in the way

the participants controlled their gaze. Immersive user interface control meant that the
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Figure 7.9: UCAVE Study IV - SSQ score is higher in immersive mode of avatar control.

participants used their natural head orientation to align their view inside the maze en-

vironment (VE). Non-immersive user interface control meant the participants had to

control their view inside the maze using the joystick analog control on the gaming con-

troller (gamepad) (Figure 7.1). _e participants were required to be seated while going

through the study because this conûguration helped minimize simulator sickness. Af-

ter completing their ûrst session, the participants were given a break of 5 minutes before

starting their next session to help normalize any fatigue conditions. In their second ses-

sion, they were given the samemaze once again but with a diòerent user interface control

schematic from before. Upon completion of their second session, the post-experience

survey was administered, which included a presence questionnaire [Usoh et al., 2000]

along with personal feedback. Simulator sickness questionnaires [Kennedy et al., 1993]

were provided contextually in-between the sessions. At this point, all participant activity

have been logged, collated and uploaded for further analysis.
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Figure 7.10: UCAVE Study IV - Graph showing scatterplot of time of completion of the
maze as the y-axis and age of the participants as the x-axis.

7.5 Results

Only 19 participants out of 40 completed both maze sessions. We report that 2 partic-

ipants out of 40 were not appropriately logged due to device I/O failure, resulting in

complete data loss of 2 data points from the analysis. We investigate our dependent vari-

able (time of completion) against the set of independent variables such as the participant’s

gaming proûle type (gamer or non-gamer), the type of deployment (immersive and non-

immersive), presence score, simulator sickness score, age, and gender.

We report a signiûcant diòerence between groups ofmeans of gaming proûle type and

time of completion (F-value = 12.885, P = 0.000914). _e box plot of time of completion

with respect to gaming proûle [see Figure 7.7] illustrates the diòerence between gamer

and non-gamer groups. We observe, a majority of gamer participants took less time in
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Figure 7.11: UCAVE Study IV - Boxplot showing time of completion of themaze by group
(gender).

solving the maze on average, whereas a majority of non-gamer participants took more

time. Furthermore, ûgure 7.10 shows a positive correlation (scatterplot) between the time

of completion of the maze (in seconds) and the age of the participants. We also report

that female participants in this study spent higher time completing the maze on average

than themale participants in this study [see Figure 7.11]. _is suggests that there is a trend

of age and gender together impacting immersive VR user performance.

Additionally, we report a signiûcant diòerence between groups of means of gaming

proûle type and self-reported presence score of the successful participants (F-value =

9.565, P = 0.00699). _e box plot of presence score with respect to gaming proûle [see

Figure 7.8] illustrates the diòerence between gamer and non-gamer groups. Interestingly,

we observed another signiûcant diòerence between groups of means of condition of de-

ployment and the self reported SSQ scores [see Figure 7.9]. It is indicative of the fact
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Figure 7.12: Repeated measures analysis for User Study IV; test of within-subjects eòects.

that immersive user interface control made participants nauseated to a higher degree

than non-immersive user interface control. All of these ûndings together are indicative

of a trend, but we need inferential statistics to make an argument conclusively. We then

proceed to explore our recorded user trajectory dataset.

Repeated measures analysis of the user trajectory dataset revealed that technical fac-

tors, such as immersive and non-immersive user interfaces, do signiûcantly impact im-

mersive VR user performance [see Figure 7.13 and Figure 7.12]. _is shows a signiûcant

main eòect of treatment (diòerence between immersive and non-immersive user inter-

face) and an interactive eòect of treatment and condition (i.e. order of deployment; im-

mersive or non-immersive ûrst, immersive or non-immersive second) combined. We

ûnd that condition is not a signiûcant factor between subjects. Looking closely at indi-

113



Figure 7.13: Repeatedmeasures analysis forUser Study IV; test ofwithin-subjects contrast.

vidual measures, we don’t ûnd a diòerence on any particular measure [see Figure 7.13].

_is suggests small but consistent diòerences that arise as a result of treatment (immer-

sive versus non-immersive user interface).

7.6 Discussion

We reject our null hypothesis and accept the alternate hypothesis. We found that prior

exposure to video-gaming, age, and gender has a measurable impact on immersive VR

user performance. While conceptualizing our experimental design, there were concerns

about choosing the appropriate measurement parameters as performance metric for VR

tasks, weworried that the immersive andnon-immersive user interface control paradigms
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Figure 7.14: Visual comparison of user trajectories of a randomly selected gamer (le�)
and a non-gamer (right) while solving the maze in the non-immersive interface.

would be confusing to users, and that visual cues to understand decisionmaking inmazes

during analysis would be complicated and confounding. During the course of the study,

we observed that users, who claimed to be self-perceived video-gamers, aren’t confused

by the immersive, non-immersive interface control paradigm. _e video-gaming group

seemed to treat both immersive and non-immersive user interface as the same, unlike the

non-video-gaming group. _e ability to replay user trajectory in the Unity game engine’s

editor environment proved to be very useful. _ese visual replays helped us determine

user trajectory features such as, curvature, and head-rotation amount [see Figure 7.6] to

analyze.

Additional ûndings: _e interface worked well except twice when it failed to record
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the session due to a device malfunction. Due to the minimalist nature of our system

setup, wewere able to reduce points of failure in our system so that our participants could

focus better on the study objectives. All user data logging was done in the background

and were stored locally on-board the HMD device for faster I/O. _emaze provided am-

ple space-time interactivity for the participants which in turn provided us a rich data

set including high resolution user trajectory data which can be parsed through in real-

time [see Figure 7.4]. _e task model in our study also proved to be fairly diõcult for

most of the participants, which helped oòset the balance between chance-based deci-

sions and skill-based decisions inside the maze. _e average time that the users spent in

immersive interface was 268 seconds while the average time spent by the same users in

non-immersive interface was 364 seconds. As suspected, there were diòerences in per-

formance between the gamer and the non-gamer groups [see Figure 7.14]. In the context

of spatial problem-solving, wayûnding, the combined ûnding of simulator sickness and

presence score could be indicative of the fact that the two groups approached the study

diòerently. From a pedagogical point of view, if immersiveVR applications were to be de-

ployed while making a meaningful impact to its user’s skill-building exercise, we would

have to account for the factor that diòerent groups of users conceive and treat immersive

environments diòerently based on their prior experience. Standardized immersive expe-

rience, although logistically good, is not eòective in targeting individual speciûc needs.

To summarize, in this study, we have showed that prior exposure to video-gaming,

age, and gender is found to have a measurable impact on user performance when it

comes to spatial maze navigation in immersive VR. We conducted extended analysis

on recorded user trajectory data. To that end, we deûned a set of mathematically de-
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rived features generalized for each trajectory such as distance traveled, decision points

reached inside the maze, positional curvature, head rotation amount, and coverage of

the maze. Upon closer inspection of the variation in these trajectory features through

repeated measure analysis, we found a small but consistent diòerence that arises as a re-

sult of the treatment of our ûnal study design, that is immersive versus non-immersive

user interface. We ûnd that immersive user interface helps users explore the VE more

with natural head gaze control than the non-immersive user interface with analog gaze

control.
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Figure 7.15: Descriptive statistics for all potential features impacting user performance in
User Study IV.
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Chapter 8

Summary and Future Directions

“Every great advance in science has issued from a new audacity of imagina-

tion.”

— John Dewey, _e Quest for Certainty, 1929

Immersive VR applications have been traditionally deployed in a controlled labora-

tory setting ever since the advent of HMDs [Sutherland, 1968]. With the proliferation

of highly accessible mobile communication devices such as the smartphone, high pixel

density display technology became available as an alternative to dedicated and tethered

HMDs. _emobility of these smart devices inspired us to conceive amobile VR platform

that is untethered and can be deployed universally. Our work represents another step

toward ubiquitous deployment of immersive virtual experiences which will potentially

advance general VR usability, incite more research, and further the cause for practical

VR applications.
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8.1 Review of results

In this dissertation, we claimed that:

Due to an increased prevalence of ubiquitous VR systems circa 2011 through the de-

mocratization of consumer technology, we need to design and evaluate comprehensive, im-

mersive ubiquitous VR experiences that acknowledge the existing usability bias amongst

immersive VR users. Furthermore, we need to understand better how extrinsic factors play

a role in aòecting user performance in an immersive VR experience using such ubiquitous

VR systems.

_is dissertation introduced a ubiquitous VR platform called the Ubiquitous Collab-

orative Activity Virtual Environment (UCAVE) [see chapter 3] engineered to deploy im-

mersive VEs that leverage mobile communication platforms (smartphones) as displays

and motion trackers as input devices. We went through three iterations of system design

incrementally adding features such as six degrees of freedom (6DOF) hand tracking,

wearable belt design, and 3D printed visors. We demonstrated a ubiquitous VR system

that could be put together using consumer-grade technology quite inexpensively. Next,

we showed over the course of four formative user studies how to conduct ûeld VR stud-

ies with our UCAVE platform by going to a potential user population located at various

locations spread across university campuses. Such ûeld studies have never been possible

before to conduct outside the laboratory setting as infrastructural footprint and deploy-

ment cost with the traditional VR setup is high. Study participants solve and are eval-

uated on, immersive VR task performance for a speciûc kind of spatial navigation task,

that is maze navigation, through interaction with our UCAVE platform. We collected
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participants’ trajectory data and qualitative measures such as demographic information.

We further analyzed the resulting trajectory dataset to ûnd trends in spatial behaviorism

amongst study participants. _e four studies were categorized as ergonomic [see chap-

ter 4], environmental [see chapter 5], human [see chapter 6], and technical [see chapter 7]

factors and their impact on immersive VR user performance. Furthermore, we explored

and reported the core impact of immersion through HMDs on immersive VR user per-

formance and spatial navigation behavior. Over the span of four user studies, we ran a

total of 216 participants who volunteered to partake in our immersive VR maze experi-

ence.

8.1.1 Summary of study �ndings

In Study I (a study of ergonomic factor), we showed that having an untethered immersive

VR setup promotes better user performance (shorter time of completion of maze) when

it comes to spatial maze navigation in immersive VR. _e Study I design involved an

adaptation of the famous motion picture (_eMatrixTM) in the context of the immersive

task model, which we believe acted as a cultural frame of reference for our participants.

We found that the diòerence in mean total time spent in the maze experience was lower

for the untethered group by a margin of 3 minutes, which supports our hypothesis that

an untethered immersive VR setup is desirable. Removing a layer of physical constraint

such as being tethered toHMDs is not only amatter of logistical simplicity, but we believe

it also re�ects user comfort when it comes to having an immersive virtual experience.

Being tethered or not should be considered a deployment conûguration closely tied to the

immersive VR task model. If the objective of any VR experience is to navigate relatively
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large VEs with a lot of head rotation involved in search related tasks, we ûnd having an

untethered VR deployment conûguration is desirable for users.

With Study II (a study of environmental factor), we showed that having a matched

deployment conûguration between outdoor VE and outdoor physical environment re-

sults in the best user performance (higher raw score) in an immersive VR experience

than any other conûguration. Study II design involved a First-person shooter (FPS) ex-

perience with each participant playing two distinct levels with the one type of VE being

an outdoor place (urban setting) and the other VE being an indoor place (warehouse set-

ting). We found that the type of VE compounded with the matched versus unmatched

deployment conûguration aòects users’ ability to score in an FPS experience. We can

conjecture that matching the physical context to the virtual would aid in immersive VR

performance, but to thoroughly verify this claim, one needs to consider the domain ex-

pertise of psychology which is beyond the scope of the current study. If the objective of

any VR experience is to focus on any task rather than the VE, we ultimately believe that

maintaining the continuum of the physical and the VE should lower the cognitive load

(otherwise busy processing the diòerence between the physical environment and theVE)

of immersive VR users and potentially aid in improving user performance.

In Study III (a study of human factor), we showed that better athletic ability (via self-

perceived reporting) does not aòect user performance when it comes to spatial maze

navigation in immersive VR. Study III design involved a simpliûed maze (simpler than

Study I) with no reference to popular media but rather focused around the idea of an

altruistic theme. _e goal of the maze experience was to ûnd and rescue Uga, the mas-

cot of the University of Georgia Bulldogs. We adopted a more straightforward hardware
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setup for Study III which involved a commercially available HMD with a smartphone as

the display and a wireless game-controller for logistical simplicity. We found that there

is no signiûcant impact on the users’ performance based on their self-reported physi-

cal activity score. However, the users’ gaming proûle does seem to aòect signiûcantly

immersive VR performance (time of completion of the maze). Gaming proûle coupled

with age and gender seem to indicate that young male participants who are self-reported

gamers tend to solve the maze faster than the rest of the population. Familiarity to input

devices such as Gamepads and exposure to video games helps gamers over non-gamers

to navigate VEs faster. If the objective of any VR experience is to navigate larger VEs

with emphasis on spatial navigational skill building, we believe a more generalized input

schematic should balance the familiarity bias. _e level of complexity of the immersive

VR task model was another contributing factor to users taking random chances in their

maze navigational ability. If the taskmodel is relatively simple, the occurrence in random

chances are hard to discern from actual maze navigability. We ûnd that attaining a bal-

ance between the immersive VR task model complexity and exposure time to immersive

VR applications is very important from VR design standpoint.

With Study IV (a study of technical factor), we showed that prior exposure to video-

gaming, age, and gender is found to have a measurable impact on user performance

when it comes to spatial maze navigation in immersive VR. Study IV design involved

a relatively complicated maze design than Study III. _e context of the maze experience

was similar to Study III, inwhich the subject is required to ûnd and rescue another human

(avatar). _e task included ûnding a clue (minimap) before ûnding the human avatar and

then tracing back the path to the entrance of the maze. _e hardware setup for Study IV
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was kept similar to Study III for maintaining consistency. Study IV design also looked

at each participant partaking the maze experience twice with the distinction that one of

the session would require the user to use only the game-controller to navigate the maze

while the other would involve the same user solving the same maze combining natural

head gaze rotation and the game-controller to navigate the maze. We found that the

gaming proûle coupled with age and gender is proving to be a strong indicator of success

when it comes to navigating immersive mazes in VR. A�er our preliminary ûnding, we

focused on the important issue of exploring the core impact on user task performance in

an immersive VR setup deployed under an immersive setting. We conducted extended

analysis on recorded user trajectory data. To that end, we deûned a set of mathematically

derived features generalized for each trajectory such as distance traveled, decision points

reached inside the maze, positional curvature, head rotation amount, and coverage of

the maze. Upon closer inspection of the variation in these trajectory features through

repeated measure analysis, we found a small but consistent diòerence that arises as a

result of the treatment of our ûnal study design, that is immersive versus non-immersive

user interface. We ûnd that immersive user interface helps users explore the VE better

with natural head gaze control than the non-immersive user interface with analog gaze

control. _ese ûndings are useful to VR designers in making appropriate trade-oòs in

VR level design for speciûc VR applications.

Given all of our ûndings, we conclude that deployment of immersive VR experiences

through consumer grade HMDs as display and a wireless controller as an input device

scales well as a VR hardware conûguration to conducting ûeld VR studies. Further-

more, having an untethered, contextually matched deployment conûguration (outdoor-
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outside) aids immersive VR user performance. Lastly, VR users who are younger, pre-

dominantly males, and who are exposed to video-gaming, tend to perform better in im-

mersive VR when the task is about maze navigation. While our results point out several

factors that may aòect immersive VR user performance or acceptance of ubiquitous VR,

ultimately the actual use of ubiquitous VRwill be determined bymanymore factors such

as how well the metaphor employedmaps to the real space, or how sickening the immer-

sive VR experience is. Frameworks such as the Technology Acceptance Model (TAM)

[Davis et al., 1989] help designers determine what factors might be more or less neces-

sary for a practical application. As such, our results are only a start to a much broader

discussion about what forms may be suitable for ubiquitous VR.

8.2 Future work

_e contributions of this work have an immediate impact—immersive VR applications

can be deployed in an unconstrained fashion with better accessibility to a larger popula-

tion at a fraction of cost as compared to traditional VR setup.

8.2.1 Reducing cybersickness

One of the current barriers to widespread acceptance of VR technology has been primar-

ily the issue of Cybersickness. Cybersickness exhibits symptoms that parallel symptoms

of classical motion sickness [LaViola Jr, 2000]. We believe that having a light-weight VR

apparatus such as the UCAVE system helps in solving the weight encumbrance issue.

We plan to explore the variation in Cybersickness in future study design based on var-
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ious conûgurations such as weight, the complexity of user task model, and amount of

head rotation involved in an immersive VR experience.

8.2.2 Tracking spatial navigability

Whether or not going through an immersive virtual experience of maze navigation helps

users to be better navigators of mazes is an important research question. We believe hav-

ing a light-weight VR apparatus such as theUCAVE system allows users to focusmore on

the spatial navigation task by lessening their cognitive load due to other extrinsic factors.

To be able to track the subsequent progress of users ability to navigate mazes, a longitu-

dinal study design is needed. We plan to explore the progress of spatial navigability skill

in future study design based on varying complexity of mazes ranging from easy to hard.

8.2.3 Reducing usability bias

We have observed in our Study IV [see Chapter 7] that prior video-gaming experience

has a dominant eòect on user performance when it comes to spatial maze navigation

using gamepads or game-controllers. We believe that this eòect is prominent mainly

due to the high familiarity of VR input device such as the game-controllers. We plan to

explore other input devices which are less familiar as a gaming input device in the hope

of normalizing the existing gaming bias amongst VR users.
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8.3 Closing remarks

_eapplication of untethered, ubiquitous VR experiences is far-reaching. Byminimizing

the logistical footprint of deploying immersive VR experiences and successfully deploy-

ing a suite of formative user studies through the use of our UCAVE platform, we believe

thatwe have revisited Pausch’swork [Pausch, 1991b] to practically demonstrate the usabil-

ity issues of a ubiquitous VR platform. _e current democratization of VR technology

was made possible by the advances in smartphone technology circa 2011. _e smart-

phones with their high pixel density displays were apt for a self-contained light-weight

HMD design. _e shi� in HMD design made it feasible to deploy immersive VR expe-

riences ubiquitously and marked the ûrst step towards realizing ubiquitous VR experi-

ences. _e next step is developing an input schematic that is generalized and normalizes

existing video gaming biases. True pedagogically valid immersive experiences need a

universal VR framework that can scale well with the number of users and that supports

a wide array of input devices and displays. For immersive VR to become genuinely es-

sential, it has to become invisible much like electricity and eòortless in the interface, so

that its users can solely concentrate on the skill-building exercises that VR has to oòer.

Our studies and data show the existence of a stark usability barrier to using VR tech-

nology based on the familiarity of input devices, exposure to video-gaming, age, and

gender. Video gamers who are young and predominantly males tend to perform better

than the rest of the study population. We hope that our experimental design and data

will serve as a benchmark for the next generation of VR engineers, designers and devel-

opers. Ultimately, the hope is that this work will enable the widespread deployment of
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immersive VR experiences making VR useful.
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Appendix A

Surveys
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Table A.1: Pre-experience and post-experience survey

Survey Question Response type

Please indicate the number
of hours (per week) you play
video games

Ordinal,
1 (1-3 hours) . . .
5 (10+ hours)

Please indicate your overall
(perceived) athletic skills

Ordinal,
1 (Very poor) . . .
10 (Excellent)

Please indicate your response to the
questions related to playing video
games

Ordinal,
Yes/No/Maybe

Please indicate and rate any of the
symptoms listed in the table below
on a scale of 1 to 10 (SSQ)

Ordinal,
1 (Never felt) . . .
10 (Str. felt)

Please rate your agreement with the
following statements w.r.t. both the
VR sessions witnessed (Presence)

Likert,
-3 (Str. Disagree) . . .
+3 (Str. Agree)

Brie�y tell us about your virtual ex-
periences (suggestions/comments) Free Response

Extended comments/suggestions Free Response
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Figure A.1: _e UCAVE Study I-IV Background survey questionnaire 
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Figure A.2: _e UCAVE Study IV Gaming proûle assessment questionnaire 
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Figure A.3: Presence evaluation questionnaire 
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Figure A.4: _e simulator sickness assessment questionnaire 
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