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ABSTRACT 

One among the non-exhaustive list of applications where image processing is used is 

Nanotechnology. To visualize and characterize the nanostructures, high resolution Scanning 

Electron Microscope (SEM) and Atomic Force Microscopy (AFM) are ideally used. One of the 

crucial steps in image processing the nanostructures is image segmentation. There are various 

ways to attain segmentation. One way is the statistical approach. In this approach, we fit the 

foreground and background histogram data to the Gaussian curves and the parameters are found. 

The optimal threshold is found by solving a set of equations using the six parameters of the 

mixture of two Gaussian distribution. We have used Expectation-Maximization (EM), kmeans, 

combination of EM and kmeans, minimum distance method to determine the optimal threshold 

using the statistical approach. The comparisons of all these techniques are thoroughly studied for 

the simulated data as well as the real nanostructure images. We have also proposed a faster, 

preparation insensitive objective method for measuring the length, orientation and density of the 

single walled carbon nanotubes and the diameter of the nanoparticles using image processing 

techniques. 
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CHAPTER 1 

INTRODUCTION 

 The task of image analyzing becomes monumental when one tries to understand, 

characterize and extract relevant information from an image. The non-exhaustive list of 

applications where image processing is needed are medical and biological purposes, security and 

surveillance, multimedia, photo and video, robotic, biometrics and remote sensing [1-4] . 

Recently image analysis is being used in the field of nanotechnology [1]. 

Nanotechnology is a field of applied science, which aims in the production and use of materials 

and structures engineered close to the atomic or molecular scale. These structures are referred as 

nanostructures, which possess one dimension at least less than 100 nanometers. In order to 

visualize and characterize this kind of nanostructure materials, high resolution Scanning Electron 

Microscope (SEM) and Atomic Force Microscopy (AFM) are ideally used [5]. The images 

captured are extensively analyzed and processed for the qualitative and quantitative information 

on many physical properties including size, length, density, morphology, surface texture and 

roughness. Although the images obtained by SEM and AFM are good enough to analyze the 

above mentioned properties, they cannot be analyzed in the raw image format as the images are 

abstract. Hence, the raw image has to undergo a number of image pre-processing techniques to 

make it easy for the researcher and also to obtain the correct information [2-4]. The pre-

processing steps aims at contrast enhancement, restoration, compression, background 

subtraction. 
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Once the image has been pre-processed, the next crucial step is image segmentation, 

which is a process of associating similar image features together based on intensity, color and 

texture [6, 7]. The segmentation techniques are classified as intensity based segmentation 

thresholding [8], edge based segmentation [9] and region based segmentation. Among these, 

thresholding is the one which provides an easy and convenient way to perform segmentation on 

the basis of the different intensities in the foreground and background regions of an image [10].  

Many image thresholding algorithms have been developed in the past several years [11] 

and still much research continues due to the existence of needs [12, 13]. Although there are so 

many methods present, none of them perform well under all conditions. Each and every method 

is based on certain conditions and works only under some assumptions. These methods fail when 

they are applied to SEM or AFM images of nanostructures because the images are fuzzy and 

abstract [1]. One example of such issues is that carbon nanotube images captured by AFM 

always produce a unimodal distribution, making it difficult to separate the foreground and 

background regions. This is one of the special cases of thresholding methods [10]. Another 

example is that nanorod images captured by SEM have a poor vision in separating the top view 

from the stem region [14]. This hinders the researchers from further processing of their 

nanostructure images forcing them to do such processes like measuring the length, orientation 

and density of the carbon nanotubes manually. Therefore it is very clear that a good thresholding 

method is required. 

  In the literature there are so many global image thresholding methods present that are 

either based on parametric or nonparametric approaches [13, 15-18].  The parametric approach is 

one which assumes a statistical model for the foreground and background class distributions. In 

many cases, Gaussian distribution is considered [17, 19, 20]. Although the methods based on the 
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Gaussian distribution [16, 17] are proven to be among the best thresholding methods, there are 

some serious drawbacks. The performance degrades when the initial parameters are random and 

the prior probabilities are unbalanced. In order to address these drawbacks and to find the best 

suitable method for thresholding the nanostructure images, in this work, we study various 

statistical algorithms like Expectation-Maximization (EM), kmeans and a combination of EM 

and kmeans to segment the image. We also study the novel concept of obtaining the threshold 

value from minimum distance method which is extensively used in statistics. The comparisons of 

all these techniques are thoroughly studied for the simulated data and the real nanostructure 

images in chapter 3. In chapter 2, we discuss the related and the background work. 

 Nanomaterials are of different types. Some of them are nanorod/nanowire, nanotube, 

nanobelt, nanocomb, nanosphere, nanodot and ultrathin nanofilm. One of the major focuses of 

recent nanoscience investigations is single walled nanotubes (SWNTs). 

 

Figure 1.1: Single walled nanotube 

 SWNTs are unique nanostructures with remarkable mechanical, thermal and electrical 

properties. They are synthesized by various methods like arc discharge electron cyclotron 

resonance, carbon sublimation, laser ablation and pyrolysis of organometallic mixture sand 

chemical vapor deposition (CVD) [21]. They have a wide range of industrial, biological and 
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scientific applications, which includes reinforcing composite material, nanoscopic tunable field 

effect transistors and nanoscale quantum wires for electronic devices. The length of the SWNTs 

is an important parameter in determining its mechanical, thermal and electrical properties, and 

also it plays an important role in phase transitions and flow properties of rigid-rod dispersions 

[21]. In addition, determining the orientation and density of SWNTs plays a major role among 

the researchers in recent times [22]. 

  Usually the length of the SWNTs is estimated by various techniques such as (i) dynamic 

and static light scattering, (ii) dynamic light scattering in combination with zeta potential 

measurements, (iii) ultracentrifugation, (iv) gel permeation chromatography, (v) matrix assisted 

laser ionization, (vi) membrane and vapour pressure osmometry, (vii) intrinsic viscosity 

measurements by capillary viscometers [21]. Among all the techniques available, dynamic light 

scattering have shown better results in estimating the length of the SWNTs. However, in this 

technique, it is difficult to make assumptions on the effect of light absorption by SWNTs. The 

zeta potential measurements assume that the SWNT length is much smaller than the wavelength 

of light. In order to overcome these drawbacks, we propose a faster, preparation insensitive 

objective method for measuring SWNTs length, orientation and density by image processing 

techniques. The orientation, length and the density determination algorithm of the SWNTs is 

discussed in chapter 4A. 

 Another important class of nanomaterials is called nanowires. Nanowires are solid wires 

with diameter less than 100 nanometers. Alternatively, nanowires are defined as structures that 

have a lateral size constrained to tens of nanometers or less and an unconstrained longitudinal 

size. There are different types of nanowires available. For example, metallic nanowires (Ni, Pt, 

Au), semiconducting (Si, InP, GaN) and insulating nanowires (SiO2, TiO2). These nanowires are 
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not observed spontaneously in nature and must be produced in a laboratory. The different 

methods to grow nanowire are vapor-liquid-solid (VLS), vapor-solid (VS), electrochemical 

deposition and solution growth method. Among all, VLS crystal growth mechanism is one of the 

widely used techniques to grow the wide range of nanowires. In this mechanism, a catalyst 

nanoparticle is used which directs the nanowire’s growth and defines the diameter of the 

nanowire. For example, germanium is used as an efficient catalyst for high yield growth of very 

long, extremely straight and quasi-aligned arrays of zinc oxide nanowires [23]. One of the unique 

features of nanowire is that they are terminated at the growing ends by very large spherical 

particles with diameters varying from 0.5 to 4 microns. The particle size of the germanium is 

controlled by varying the growth temperature and the flow rate of the precursor material. During 

the growth of the nanowire at 500 ºC - 650 ºC, nanowires with the diameter and length in the 

ranges 50 nm - 400 nm and 50 μm – 200 μm are formed. However, the dimensions of the 

nanowires formed using this process are greatly depend on the size of the germanium particles. 

Therefore, measuring the diameter of the germanium particle is very critical in the growth of 

nanowires. In this study, we propose to find the diameter of this nanoparticle using Hough 

transform. The diameter determination algorithm of the nanoparticles is discussed in chapter 4B. 
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CHAPTER 2 

RELATED WORK AND BACKGROUND 

Maximum Likelihood Estimation: 

 It is one of the most popular statistical methods used for fitting a mathematical model to 

some data. The estimation by Maximum Likelihood Estimation (MLE) offers a way to tune the 

free parameters of the model to provide a good fit. It has widespread applications in various 

fields like psychometrics, econometrics, computational phylogenetics, nuclear and particle 

physics, communication systems, etc. 

 When a fixed set of data and underlying probability model are given, MLE chooses the 

values of the model parameters that make the data more likely than any other values of the 

parameters would make them. MLE gives an easy way to determine the solution in the case of a 

normal distribution and also works fine for other distributions as well. MLE begins with writing 

a mathematical expression known as likelihood function. Likelihood of a set of data is defined as 

the probability of obtaining that particular set of data given the chosen probability distribution 

model. The expression of the likelihood function contains some unknown model parameters. 

MLE maximizes this likelihood function and the values of the parameters that maximize the 

likelihood function are called as maximum likelihood estimates. 

Computation of MLE [24]: 

If x is a continuous random variable with pdf: 

).......,;( 21 kxf 
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where  are k unknown constant parameters which need to be estimated. If N 

independent observations, Nxxx ,...., 21 are obtained, then the likelihood function is given by, 
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solutions of k equations such that: 

kj
j

......2,1,0
)(







 

MLE Method Using the Normal Distribution: 

To obtain the MLE estimates for the mean, 
'T  and standard deviation, T  for the normal 

distribution, start with the probability density function of the normal distribution which is given 
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setting it equal to zero yields: 

0)'(
1)(

1
2








N

i

i

T

TT
T 

 

0)'(
1)(

1

2

3








N

i

i

TTT

TT
N


 

Solving these two equations gives 





N

i

iT
N

T
1

1
'  

2

1

2 )'(
1




N

i

iT TT
N

  

2

1

)'(
1




N

i

iT TT
N

   



 9 

These solutions are only valid for data with no suspensions, i.e. all units are tested to failure. In 

cases in which suspensions are present, the methodology changes and the problem becomes 

much more complicated. 

 The parameters obtained from maximizing the likelihood function are estimators of the 

true value. It is clear that the sample size determines the accuracy of an estimator. If the sample 

size equals the whole population, then the estimator is the true value. Estimators have properties 

such as unbiasedness, sufficiency, consistency and efficiency.  

Related work in EM: 

 There has been lot of researches done in the EM using MLE for image segmentation. In 

one such research, a novel parametric and global image histogram thresholding method is 

presented based on the estimation of the statistical parameters of object and background classes 

by the EM algorithm, under the assumption that these two classes follow a Generalized Gaussian 

(GG) distribution. The adoption of such a statistical model is because of its attractive capability 

to approximate a broad variety of statistical behaviors with a small number of parameters [12].  

Related work in thresholding methods: 

 Many techniques have been proposed for global image thresholding which are based on 

parametric or nonparametric approaches. Among them, one of the earliest thresholding 

techniques available in the literature is the iterative selection method [17, 20]. In this technique, 

the threshold value is first initialized with the mean of the entire image histogram. The image is 

segmented using this initial threshold to produce two groups G1 and G2. Using this, T1 and T2 

are obtained which are the average pixel values of G1 and G2. Again a new threshold is 
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calculated as the average of the T1 and T2. Using this as the initial threshold, the whole process 

is repeated until convergence is reached. 

 Another famous method is called Otsu method, which automatically performs the 

histogram shape based image thresholding. This technique assumes that the image to be 

thresholded contains two classes of pixels namely foreground and background, and then 

calculates the optimum threshold separating those two classes so that their within-class variance 

is minimal. The between-class variance is usually obtained by subtracting the within-class 

variance from the total variance of the combined distribution.   

)()( 222 TT WithinBetween    

μ and σ are not dependent on threshold, thus minimizing the within-class which is same as 

maximizing the between-class variance [16].  

 Moment preserving thresholding is a method in which the threshold values are selected 

deterministically in such a way that the moments of an input image are preserved in the output 

image. This method is applicable for both global and local thresholding [25]. 

 Some gray level picture thresholding using the entropy of the histogram is also proposed, 

in which the threshold value is selected by maximizing the sum of the entropies of the 

foreground and background classes of the image. Also, some methods have been proposed to 

minimize the cross-entropy between the input gray level image and the output in order to 

preserve the information [26].  

 One of the other entropy based method determines the optimal threshold by the 

maximization of the posterior entropy subject to inequality constraints derived from measures of 

the uniformity and shape of the regions in the image [27]. 

http://en.wikipedia.org/wiki/Variance
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 One other interesting entropy based method identifies the 2-D entropies from a bi-

dimensional histogram that is constructed using the gray level values and the local average gray 

values [28]. 

 Minimum cross entropy thresholding is one of the other entropy based techniques which 

selects the optimum threshold by minimizing the cross entropy between the original image and 

the segmented version [15]. This cross entropy is formulated on a pixel-to-pixel basis between 

the images. It is also based on the Kullback’s minimum cross entropy principle. 

 Maximum entropy segmentation is based on the autocorrelation function of the image 

histogram [29]. It is one of the other entropy techniques which maximize the sum of the 

entropies computed from the autocorrelation function of the thresholded image histogram. 

  Minimum error thresholding is one of the thresholding techniques which optimizes a 

criterion function that is based on the Bayes classification for minimum error and Gaussian 

distribution assumption for foreground and background classes [19]. 

  Maximum-likelihood thresholding is based on population mixture-model and 

discriminant criterion [30]. In this, minimizing the mean square errors between the original 

image and the output binary image is equivalent to the maximization of the likelihood of the 

conditional distribution in the mixture model, under the assumption of the Gaussian distribution 

with a common variance. 

 There are some thresholding techniques which are based on the fuzzy logic in which the 

threshold value is determined by minimizing the measure of the fuzziness of the original image 

[31, 32]. Based on this measurement, fuzzy range is detected to find the adequate threshold value 

within this range. 



 12 

 Image thresholding based on the EM algorithm and the Generalized Gaussian distribution 

[12], estimates the statistical parameters of the foreground and the background distribution using 

the expectation maximization algorithm.  

 Unimodal thresholding is an algorithm which is capable of performing bilevel 

thresholding for a unimodal distribution images [10]. It has various applications towards edges, 

difference images, optic flow, texture difference images, polygonal approximation of the curves, 

and image segmentation. 

Related work in nanostructure image processing: 

 There has been a lot of research done in analyzing the nanostructure images using image 

processing. Image processing techniques are used for the analysis of micro and nano spaces in 

carbon materials [33]. In this research, the authors developed a quantitative analysis method for 

texture and structure of carbon materials containing the micro and nano spaces by using electron 

microscopy combined with 2D fast fourier transform image processing technique. 

 Image analysis of multiphased ceramics are done for the recognition and characterization 

of the different phases present in a (Zr, Sn)TiO4 ceramic (with some amounts of La2O3 and NiO 

as sintering aids). In this work, the authors used various segmentation techniques like simple 

thresholding algorithm, Fisher’s thresholding algorithm and region based segmentation to extract 

different phases from a scanning electronic microscope image of a polished section of the 

ceramic [34].  

 Automated sizing of DNA fragments in AFM images are studied using image processing 

techniques. The authors carried out various steps like segmentation, edge smoothing, thinning, 

removal of corner pixels, removal of invalid fragments, returning the end pixels removed by 
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thinning, length calculation using various image processing techniques like 3 x 3 averaging filter, 

automatic thresholding, fast parallel thinning algorithm, etc., to find the length of the DNA 

fragments [4]. 

 Using the image processing techniques, a method for measuring electrospun nanofiber 

diameter is developed. In this, they used techniques like pruning, skeletonization, etc., to find the 

diameter of the nanofiber [35]. 
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CHAPTER 3 

COMPARITIVE STUDY OF DIFFERENT STATISTICAL BASED THRESHOLDING 

METHODS 

 In some cases, like in SEM and AFM images, when an image with a number of objects is 

considered, some are easily separable from the rest and some remain together. In that case, it’s a 

challenging task to discover their statistical distributions. Each object is considered as an 

independent identity and each characterizes a statistical distribution model. This scenario is 

referred as mixture model [36]. 

 There are different ways to estimate the mixture model. One way is to assume that each 

pixel is a member of one of the distribution model. Then the suitable parameters for the model 

are estimated. Once the parameters are obtained, then using suitable distribution formula, the 

pixels are classified. There are many statistical approaches to fit the mixture model to observed 

data. They are EM, kmeans, minimum distance, etc. We propose to compare and study the 

different methods discussed above.  

Kmeans: 

 Kmeans clustering is an algorithm which classifies the given dataset into k clusters based 

on certain specific distance measurements. Kmeans is the most widely used and studied among 

all the clustering algorithms. This is one of the common techniques used for statistical data 

analysis, machine learning, data mining, pattern recognition, image analysis, neural networks, 

classification analysis and bioinformatics. 
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 Kmeans is one of the fastest clustering algorithms and can be easily used in image 

segmentation. The algorithm is defined as follows: 

 Algorithm: 

1. Assume the number of clusters is k.  

2. Randomly guess k cluster center locations.  

3. Determine which center is closest to each datapoint. 

4. Find the centroid of each cluster and move the center to this location. 

5. Repeat until convergence. 

In our case, the clusters are going to be foreground and background. Hence, the value of 

k is two. The clusters center is given randomly. We choose to give the center values from the two 

peaks of the histogram. The input dataset is the image pixels. Then, each pixel finds the center to 

which it is closest to. For these new clusters, again a center is found. This is repeated until there 

are no changes in the cluster. The final clusters form the segmented image.  

Once the mean is determined by the algorithm, the variance and proportions are calculated 

separately by their respective formulas. 

))((

))(*(

ahsum

ahasum
mean   

1))((

)*))((())(*(
var

22






ahsum

meanahsumahasum
iance  
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n

ahsum
proportion

))((
  

where a is the pixel value, h(a) is the number of pixels in an image with grayscale value a, n is 

the total number of  pixels in an image.  

Some of the basic observations to be considered for kmeans algorithm are: 

1. Initial grouping will determine the algorithm significantly. So, initial grouping should be 

done based on some reasonable assumptions. 

2. Number of clusters k must be determined initially. 

3. The initial conditions should be appropriate because the algorithm is very sensitive to the 

initial conditions. Different initial conditions may give different results ultimately affecting 

the algorithm to a great extent.  

EM: 

 A general scenario like the observed data a and the set of unknown parameters θ are 

considered. Let us assume some parameters initially as p(θ). Then a posteriori probability 

function is given by p(θ/a). This is proportional to p(a/θ)p(θ). If there is access to some other 

data b, then it is easy to maximize p(a,b/θ)p(θ), where p(a,b/θ) is related to p(a/θ) through 

marginalization [37]. 

                    p(a/θ) = ∫ p(b,a/ θ)db 

 EM is an iterative procedure between the expectation and maximization step which 

converges to a local maximum of the marginal a posteriori probability function 
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p(θ/a)=p(a/θ)p(θ) without calculating the marginal likelihood p(θ/a). Therefore, EM estimates 

the probability that the data is present in certain cluster. 

EM is generally based on Bayesian theory. EM is defined as [36] 

 We assume the algorithm estimates M clusters which can also be referred as classes Cj 

where j=1,2,3,…….M.  

 If there are N input vectors xk, k=1, 2…..N, then the probability P(Cj |xk ) to belong to a 

certain cluster is calculated by the algorithm. 

 The highest probability will point to that particular vector’s cluster. 

Computation of EM: 

 The image pixels show a different behavior at various parts of the image, so there is a 

mixture distribution of the pixels. In our case, the mixture distribution produces a probabilistic 

model composed of two classes namely foreground and background.  The data is assumed to be 

distributed as Gaussian and the general equation for bimodal Gaussian is  

)()()( 2211 tptptg   ---------------(1) 

where 121  pp  

1p  is the probability that the data is chosen from class 1 

2p  is the probability that the data is chosen from class 2 

)(1 t   and )(2 t  denotes the probability density of the two Gaussian distribution   
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We want to find the parameters   that maximize the likelihood of N datapoints under the 

above generative model 
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M-step: 

))|(ln()),|()(ln(,|()( 





ipitptipQ n

n i

old

n

ii










  

2

2

2 )(

2

1
)ln(

2

1
)2ln(

2

1
),|(ln(

i

i

in

t
itp







  

)ln())|(ln( ipip   

















 









 )ln(
)(

2

1
)ln(

2

1
)2ln(

2

1
),|()(

2

2

2

i

i

in
i

old

n i

n p
t

tipQ



  




























 2

2
)(

2

1
),|(

)(
in

ii

old

n i

n

i

ttip
Q








 

            )(2)1(
2

1
),|(

2 in

i

old

n i

n ttip 


 
















  

            )(
1

),|(
2 in

in

old

n ttip 


 












  

Equating to 0, 

),|(

),|(

old

n

n

n

old

n

n

i
tip

ttip









  

Similarly by taking the derivatives with respect to i  and equating to 0, we get 
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Hence the EM algorithm for the mixture of two Gaussian [45, 46], 
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Step 1:  Randomly initialize parameters        
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Step 2:  E-step 

Using the parameters from step 1, compute the posterior probability function. 

   















































2

1

)(
2

1

2

1

2

)(
2

1

2

1

2

2

2

2

2

)2(

)2(
),|(

i

i

t
old

i

i

t
old

iold

n

pe

pe
tip

old
inold

i

old
inold

i










  

Step 3:  M-step 

Compute the new set of parameters using the result from step 2      
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Step 4:  newold    

Step 5:  Continue until convergence 

The input parameters are randomly initialized to the algorithm. EM is more sensitive to the input 

parameters. Hence, the initial set of parameters has to be more reasonable. We have used the 

peak values from the histogram as the initial mean and the variance depending on the image and 

the histogram. The proportions have been set as 0.5.  
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Binary image generation: 

 Once the final parameters are obtained, the classification is done by any Bayesian 

decision criteria. We prefer using the posterior probability of the two classes. So, the optimal 

label t is assigned to each pixel x of the image in such a way, 

t = 0    if    z1[x]>= z2[x] 

  t = 255   otherwise 
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Finding the optimal threshold: 

By recalling the equation 1, the best classification criterion where the misclassification of the 

pixels is very least, allocates pixels with value t to category 1 if [38] 
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           Solving these equations, we get 
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Using the above threshold formula, the threshold values are obtained. This is called as the 

optimal threshold. 

EM with initial values from kmeans: 

 The main drawback of EM is the initial parameters because EM is more sensitive to 

initial parameters. The initial parameters should always be given a reasonable value. In order to 

tackle this issue in EM and also to increase its stability and capability, we have used the results 

of the kmeans as the seed points and performed EM. This is expected to show us some good 

results. As we expected, this improved EM method showed us some great resultant accuracy. 

Minimum distance estimation:  

 The minimum distance estimators [39] have shown excellent robustness properties 

compared to the maximum likelihood which has practical deficiencies like lack of resistance to 

outliers and the general nonrobustness with respect to model misspecification. Some methods 

like Hellinger distance and 1L  error have shown great advantages since they are dimensionless. 

Certain approximations are typically encountered for these distance measures. Parametric and 

nonparametric methods rarely use the same estimation criteria. Parametric methods rely on 

maximum likelihood while nonparametric methods rely on 2L (integrated square error criterion).  
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The parametric EL2  originates in the derivation of the nonparametric least squares cross-

validation for choosing the bin width, h, of the histogram. Now the integral should be found 
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From equation (2), the minimizing value of h is not changed by eliminating dxxf
2)( , an 

constant and the first integral can be evaluated exactly any value of h. The average height of the 

histogram with bin width h can be found from the remaining part of the equation. The unbiased 

estimate by partitioning the sample into n-1 points for estimation and 1 point for 
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where k  is the bin count of ))1(,( 00 hkxkhxBk   and 0x  is the origin of the bin. In the 

parametric setting with model )|( xf , equation (1) can be written as  

dxxfxf
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where the true parameter 0 is unknown. The expected height of the 

density, dxxfxf )|()|( 0 , is the key quantity to estimate. Data partitioning is not required in 

the parametric setting and the entire random sample is available to estimate the average height of 

)|( xf  .Thus, the minimized parametric integrated square error criterion is 
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Correct parametric family is assumed in the equation (6) and this is also used in the situation 

where the assumed parametric form is known to be incorrect in order to achieve robustness. 

Computation of minimum distance: 

There are several EL2  functional. The univariate is denoted by ),|( 2 x  and the parametric 

density model for the mixture model is denoted by  


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This kind of a mixture fitting has always been a difficult task in practice. The EL2  criterion 

works fine for these tasks and it is particularly easy to apply with the use of the following 

identity: 
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In our case, it is univariate bimodal distribution. So, by solving the set of equations for k=2, we 

get 
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By minimizing the above equation with the initial set of parameters, we get the final value and 

the final set of parameters. The initial set of parameters is given in the same way as discussed 

above. 

Testing and comparisons: 

 In order to assess the effectiveness of these approaches, we have used both the simulated 

and the real images in our experiments. The simulated data is obtained with different statistical 

characteristics and it is tested for all our approaches namely EM, kmeans, EM with initial set of 

values from kmeans and minimum distance method. Once the parameters are obtained by all 

these methods, the classification is done using two methods which we already discussed earlier. 

They are posterior probability function and the optimal threshold formula. The results are also 

tested using some real nanostructure images. 

Experiments on simulated data: 

Test Case 1: 
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μ1= 50, μ2=100 

σ1=15, σ2=15 

P1=0.5, P2=0.5 

Optimal threshold=75 

Dataset=1000 

Table 3.1: Comparisons of all the methods showing all the parameters and the threshold value               

that is been obtained for test case 1 

 

 

 

 

 

 

 

 

  

 Methods Classification   Mean Variance Proportion Threshold 

1 EM PPF 48.75 100.50 242.65 233.82 0.50 0.49    75 

2 Kmeans - 47.93 101.06 208.23 210.24 0.49 0.50    75 

3 EM with kmeans PPF 48.06 100.92 220.12 218.09 0.49 0.50    75 

4 Minimum 

distance method 

PPF 48.92 99.28 219.04 249.64 0.49 0.50    75 
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Figure 3.1: Histogram obtained for the simulated data (blue curve) and the Gaussian fit to that 

histogram (green curve) for test case 1. 

Test Case 2: 

μ1= 50, μ2=100 

σ1=15, σ2=15 

P1=0.9, P2=0.1 

Optimal threshold=85 

Dataset=1000 
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Table 3.2: Comparisons of all the methods showing all the parameters and the threshold value 

that is been obtained for test case 2 

 

 

 

 

 

 

 

 

 

 

 

 

 Methods Classification   Mean Variance Proportion Threshold 

1 EM PPF 47.48 98.71 220.81 200.13 0.91 0.08 84 

2 Kmeans - 43.16 79.63 143.94 324.20 0.76 0.23 64 

3 EM with 

kmeans 

PPF 41.66 74.44 133.13 312.68 0.69 0.30 64 

4 Minimum 

distance 

method 

PPF 49.25 100.66 196.90 218.44 0.89 0.10 85 
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Figure 3.2: Histogram obtained for the simulated data (blue curve) and the Gaussian fit to that 

histogram (green curve) for test case 2 

Test Case 3: 

μ1= 50, μ2=100 

σ1=15, σ2=15 

P1=0.9, P2=0.1 

Optimal threshold=85 

Dataset=100000 
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Table 3.3: Comparisons of all the methods showing all the parameters and the threshold value 

that is been obtained for test case 3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Methods Classification Mean Variance Proportion Threshold 

1 EM PPF 70.22 113.99 208.90 353.95 0.86 0.13 99 

2 Kmeans - 67.30 106.82 147.23 289.00 0.77 0.22 86 

3 EM with 

kmeans 

PPF 66.03 102.06 137.36 320.96 0.72 0.27 87 

4 Minimum 

distance 

method 

PPF 50.01 100.37 204.49 227.40 0.90 0.09 85 
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Figure 3.3: Histogram obtained for the simulated data (blue curve) and Gaussian fit to that 

histogram (green curve) for test case 3 

Test Case 4: 

μ1= 50, μ2=100 

σ1=15, σ2=15 

P1=0.9, P2=0.1 

Optimal threshold=85 

Dataset=200000 
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Table 3.4: Comparisons of all the methods showing all the parameters and the threshold value 

that is been obtained for test case 4 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Methods Classification Mean Variance Proportion Threshold 

1 EM PPF 72.24 116.64 211.61 343.30 0.86 0.13 102 

2 Kmeans - 68.52 106.55 139.64 299.02 0.75 0.24 87 

3 EM with 

kmeans 

PPF 67.44 102.60 133.78 326.91 0.69 0.30 88 

4 Minimum 

distance 

method 

PPF 52.01 101.90 208.43 232.57 0.89 0.10 85 
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Figure 3.4: Histogram obtained for the simulated data (blue curve) and the Gaussian fit to that 

histogram (green curve) for test case 4. 

Experiments on real images: 

The performance of the algorithms are also tested with the real images of nanorods which is 

shown below 
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          Figure 3.5: SEM image of nanorods 

 

             

            Figure 3.6:  Image obtained after applying Kmeans 
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           Figure 3.7: Image obtained after applying EM 

 

             

            Figure 3.8: Image obtained after applying EM with initial values from kmeans 
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             Figure 3.9: Image obtained after applying Otsu’s method 

             

             Figure 3.10: Image obtained after applying Ridler and Calvard’s method 

 

Discussion: 

In test case 1, we have obtained the threshold values for the simulated data with statistical 

property mean=50,100, variance=225,225, probability=0.5,0.5 for the two classes. The dataset 

that we used is 1000. The optimal threshold value for this setup is 75. This is obtained by solving 
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the set of equations for the condition: The best classification criterion where the misclassification 

of the pixels is very least, allocates pixels with value t to category 1 if  

)()( 2211 tptp    

which we have already discussed. The final equation obtained is  
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When the threshold values obtained by EM, kmeans, EM with kmeans, minimum distance 

are considered for test cases 1 and 2, the results are  
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1) When the probabilities are equal, (i.e) 5.021  pp , all the approaches produced a 

reasonable value equivalent to 75.  

2) When the probabilities are unequal, (i.e.) 1.0,9.0 21  pp , the performance of kmeans 

degraded suddenly. This might be because of the kmeans properties like 

i. When the numbers of data are few, initial grouping will determine the cluster 

significantly. 

ii. The real cluster, using the same data, if it is inputted in a different order may 

produce different cluster if the number of data is less. 

3) The minimum distance method performs well in all the above conditions.   

Our concern is to check how the algorithm works in case of the unimodal situation although it is 

bimodal implicitly. This is the reason we choose the probabilities as 0.9 and 0.1. In order to 

check whether the same results continue for different dataset, we increased the sample size to 

100000 and produced the results (test case 3). The results are little surprising at this point. The 

observations are 

1) EM algorithm’s performance decreased rapidly. This might be because of the     

initialized variables to the algorithm, as we know it is very sensitive to its initial values. 

2) Kmeans is very sensitive to small dataset and the performance can be degraded at any 

point. When it is exposed to huge dataset like 100000, performance increased rapidly. 

The algorithm also performs very well when the number of clusters is small. This entire 

scenario helped the algorithm to perform well for this test case. 
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3) When the results of the kmeans are given as the seed point to the EM algorithm,    

performance increased. This is because of the obvious reason that the initial parameters 

are from a well established algorithm.  

4) The minimum distance method have maintained its robustness even for the test case 3 by 

picking up a good threshold value  

In order to confirm these results, we again tested the algorithm for one more case by increasing 

the sample size to 200000(test case 4). The results have not changed for any algorithm and this 

helped us to obtain the following conclusions. 

1) EM performs well for dataset provided the input parameters are a good guess. We are 

suggesting using kmeans for the initial parameters. 

2) When the output of kmeans is used as the initial parameters for the EM, the performance 

of EM gives better result for simulation setup as well as the real image. 

3) The minimum distance method showed outstanding results and had retained its 

robustness considerably at all conditions. 

4) The method we use for thresholding performed as good as the existing methods in the 

literature. 

The results obtained from the real images confirm our conclusions, EM with random 

initial values do not perform well. This is confirmed from the image which shows loss of 

complete nanorods, noise in the homogeneous regions (figure 3.7). Kmeans as expected shows a 

better performance compared to EM by retaining the structure of the nanorods with little loss of 

data, removes lot of noise, but still has minute holes (figure 3.6). When EM is applied with initial 
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values from kmeans, the image shows a considerable improvement by removing even the small 

holes, removing noise and also retaining the structure of nanorods to a great extent (figure 3.8). 

Even the Otsu’s method and Ridler and Calvard’s method have not shown great performance 

when compared to our best methods. 
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CHAPTER 4A 

LENGTH, ORIENTATION AND DENSITY DETERMINATION ALGORITHM FOR 

NANOTUBES 

AFM: 

 Scanning Probe Microscope (SPM) is a branch of microscopy that is used to image and 

measure properties of chemical, material and biological surfaces. They form images of surfaces 

by raster scanning the probe on the specimen. This helps in recording the probe-surface 

interaction as a function of position. There are various scanning probe techniques and the most 

common techniques are Scanning Tunneling Microscopy (STM), Near-Field Scanning Optical 

Microscopy (NSOM), and AFM [40]. STM measures a weak electrical current that is flowing 

between the tip and the sample as they are placed a very large distance apart. NSOM scans a 

very small light source very close to the sample. Detection of this light energy forms the image. 

AFM is developed to overcome the drawbacks of these techniques which can image only 

conducting or semiconducting surfaces. AFM is capable of imaging any type of surfaces like 

polymers, ceramics, composites, glass, biological samples, etc. Therefore, AFM is considered to 

be the best compared to its conventional techniques. One of the main advantage of AFM is, it 

can probe the sample and make measurements in all the three dimensions, thus providing the 3-D 

images of the sample surface. For a good clean sample, AFM is capable of obtaining resolution 

in the X-Y plane ranges from 0.1 to 1.0 nm and in the z direction is 0.01 nm. 

AFM operates by rastering a sharp tip across the sample surface [40]. This sharp tip is attached 
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to a cantilever which maintains an extremely low force, thereby pushing the tip against the 

sample as it rasters. The repulsive force between the tip and sample or the actual tip deflection is 

recorded relative to spatial variation and then converted into an image of the sample surface. 

 

 

Figure 4.1: Schematic diagram showing the operating principles of the AFM in the contact mode 

(courtesy of digital instruments, Santa Barbara, CA)  

The principal behind the working of an AFM is shown in the above figure [40]. The sharp tip is 

first brought close to the sample surface, and then the scanner makes final adjustment in the tip. 

The sample distance is determined by the user. The tip is scanned across the sample under the 
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action of piezoelectric actuator, either by moving the tip or the sample relative to the other. A 

laser beam is aimed at the back of the cantilever-tip assembly which reflects off the cantilever 

surface to a split diode which detects the small cantilever deflections. A feedback loop is shown 

in the above figure which maintains constant tip-sample separation by moving the scanner in the 

z-direction to maintain the setpoint deflection. Without this, the tip crashes into a sample for 

even small topographic features. The force between the tip and the sample is calculated by using 

Hooke’s law and also by maintaining a constant tip-sample separation. The distance the scanner 

moves in the z direction is stored in the computer relative to spatial variation in the x-y plane to 

generate the topographic images of the sample surface. 

Length, orientation and density determination algorithm: 

1) Segmentation 

  Segmentation is a process that partitions the given image into some meaningful regions 

that are easy to analyze. Mostly segmentation is aimed at segmenting the image into foreground 

and the background. By doing this, the objects are easily separated from the background. There 

are three methods to achieve image segmentation. They are intensity based segmentation, edge 

based segmentation and region segmentation. Among these, intensity based segmentation 

performs better because the nanotube AFM image exhibits unimodal distribution which is easily 

handled only by the thresholding methods [10]. We have studied many thresholding methods for 

our nanotube image in the Chapter 1. The nanotube image that we are considering is very 

challenging and peculiar because of the rough substrate and unusual noise. Therefore, if the 

threshold value is low, the binary image picks up lot of noise and if the threshold value is high, 

nanotubes are broken causing more blobs than the number of actual fragments. To tackle this 
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scenario, we follow a different strategy of finding the threshold value at which the number of 

resulting blobs does not change with increasing threshold [4].  

 The number of blobs is a better parameter to use for thresholding compared to area and 

perimeter because breaks in the nanotubes at higher thresholds cause a more noticeable change in 

the number of blobs. We have computed the number of blobs for all the threshold values from 1 

to 255 on the image (figure 4.3). At lower thresholds the number of blobs remained constant. At 

little higher thresholds the number of blobs rapidly increased and remained constant at some 

points. Further increase in the threshold values resulted in the decrease in the number of blobs. 

So, we have selected a threshold value above 230 where derivative is equal to zero. The 

thresholded image (figure 4.4) obtained for the AFM image of the nanotubes (figure 4.2) are 

shown below. 

 

Figure 4.2: AFM image of SWNT on gold substrate 
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Figure 4.3:  Bar chart showing X-axis- threshold values versus Y-axis-number of blobs 

l  

  Figure 4.4:  Binary image obtained after thresholding 

2) Dilation: 

   Dilation is one of the two basic operators in the mathematical morphology. This is 

basically applied to binary image to enlarge the regions of boundaries of foreground pixels. This 

technique is used to fill in the small gaps thus growing the foreground region. We use this 

technique to join the broken parts of the nanotube. 
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This technique takes two input data. One is the image that needs to be dilated. The second 

is the structuring element usually called as kernel which determines the precise effect of the 

input image. We represent the foreground pixels by 1’s and the background pixels by 0’s. We 

also considered the 3x3 structuring element with the origin at the center and it is represented by 

1 1 1 

1 1 1 

1 1 1 

 

To compute the dilation, we consider each of the background pixels in the input image. Then we 

superimpose the kernel on top of the background pixel so that the origin of the kernel coincides 

with the background pixel position. The surrounding neighbors of the background pixels are 

checked to see whether there is at least one pixel in the kernel that coincides with the foreground 

pixel in the image underneath. If it is so, then the background pixel is set to the foreground value 

and if it is not so, then the background pixel is left at the background value. 

Dilation of the object A by the kernel B is given by  

 

The resultant set is made up of all points generated by obtaining the reflection of B about its 

origin and then shifting this reflection by x. The image obtained after dilation process is shown 

below. 
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 Figure 4.5: Dilated image obtained after dilation 

3) Connected Component Labeling: 

In order to obtain the blobs, we use Connected Component Labeling which scans an 

image and groups the pixels into components based on 4 pixels or 8 pixel connectivity. The 

criteria behind grouping these pixels into components are the similar pixel intensity values. 

Connected component labeling works on binary or gray level images and is based on different 

measures of connectivity. However, we assume thresholded input image and 8-connectivity. The 

connected component labeling scans the image by moving along a row until it comes to a point P 

for which V is a white pixel [41]. When this is true, it examines the four neighbors of P which 

have already been encountered in the scan (i.e. the neighbors (i) to the left of P, (ii) to the top of 

P, and (iii and iv) the two upper diagonal terms). Based on this information, the labeling of P 

occurs as follows [41]: 

 If all four neighbors are 0, assign a new label to P, else  

 if only one neighbor has a white pixel, assign its label to P, else  
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 if more than one of the neighbors have white pixels, assign one of the labels to P and 

make a note of the equivalences.  

After completing the scan, the equivalent label pairs are sorted into equivalence classes and a 

unique label is assigned to each class. As a final step, a second scan is made through the image, 

during which each label is replaced by the label assigned to its equivalence classes. Once the 

blobs have been obtained by the connected component labeling, area of each blob have to be 

found. The next step we have done is the removal of unwanted blobs (noise) from the nanotube 

blobs. With the factor that the nanotube blobs are larger than the noise blobs, a minimum value 

have been set for the nanotube blobs. All the blobs less than that minimum value have to be 

converted to the background pixel. The image obtained, after setting a minimum value of 100 

pixels is shown below.  

 

 Figure 4.6: Image obtained after connected component labeling 
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Finding the length: 

The blob is fitted in an ellipse and the scalar specifying the length of the major axis of the ellipse 

that has the same normalized second central moments as the region, is the length of the nanotube 

which is represented in pixels. 

The equation for ellipse is 1
2

2

2

2


b

y

a

x
 

The length of the major axis is 2a. 

 

Figure 4.7: Bar chart showing X-axis- Number of nanotubes versus Y-axis- Length in 

nanometers 

 

 



 51 

Finding the orientation: 

It is the angle between the x-axis and the major axis of the ellipse that has the same second-

moments as the region ranges from -90 to 90 degrees. Considering the second order moments, 
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Figure 4.8: Bar chart showing X-axis- Number of nanotubes versus Y-axis- Angle between -90 

to +90 degrees 

4) Thinning: 

In order to find the density of the nanotubes, we obtained the medial axis of the binary 

image by a process called thinning. Like the dilation process, thinning uses certain kernel which 

determines the thinning effect in the image. We made use of the following kernels and all the 90º 

rotations of it for this thinning process. At each iteration, the image is first thinned by the left 

kernel and then by the right kernel and then by the remaining 90º of the two kernel until none of 

the thinning produces any further change. 
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0 0 0 

 1  

1 1 1 

 

 

 

 

 

By doing this, we determine the octagonal skeleton of the binary shape, the set of points 

that lie at the centers of octagons that fit entirely inside the shape and also which touches the 

boundary of the shape by at least two points. The skeletons produced by this method contain 

short spurs which is one of the minor shortcomings. These spurs need to be removed which 

requires one additional step called pruning. The image obtained after applying thinning process 

is shown below. 

 0 0 

1 1 0 

 1  
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  Figure 4.9: Image after thinning 

5) Pruning: 

Pruning is another sort of thinning which helps in removing the spurs. This uses different 

set of kernels like 

0 0 0 

0 1 0 

0   

 

0 0 0 

0 1 0 

  0 
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At iteration, each element is used in each of its four 90° rotations. We carried out pruning for 

only a limited number of iterations to remove short spurs, since pruning until convergence will 

actually remove all pixels except those that form closed loops. The image obtained after applying 

pruning process is shown below. 

 

 Figure 4.10: Image after pruning 

Finding the density: 

After pruning, the number of white pixels are calculated which denotes the density of the 

nanotubes on the substrate. We have calculated the ratio of the white pixels and black pixels and 

plotted a graph showing the density of nanotubes and the substrate respectively. 
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                                       Nanotubes 

 

   Figure 4.11: Pie chart showing the density of nanotubes 

Testing: 

The obtained results have been tested by using software called Pico-Scan, which is 

generally used by researchers to measure the parameters of each nanotube manually. We have 

adopted this software to verify the length, orientation and density of each nanotube obtained by 

our method. 
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CHAPTER 4B 

DIAMETER DETERMINATION OF THE NANOPARTICLES USING HOUGH 

TRANSFORM 

Hough transform: 

 Hough transform is a feature extraction technique used in image analysis, computer 

vision, and digital image processing. The purpose of this technique is to find imperfect instances 

of objects within a certain class of shapes by a voting procedure. This voting procedure is carried 

out in a parameter space, from which object candidates are obtained as local maxima in a so-

called accumulator space that is explicitly constructed by the algorithm for computing the Hough 

transform. The classical Hough transform was concerned with the identification of lines in the 

image, but later the Hough transform has been extended to identify positions of arbitrary shapes, 

most commonly circles or ellipses. 

 The Hough transform is used to determine the parameters of the circle when a number of 

points that fall on the perimeter are known. A circle with radius R and center (a,b) is described in 

the parametric equation as 

)cos(Rax   

)sin(Rby   

 When the angle θ sweeps through the complete 360º, the points (x,y) trace the complete 

perimeter of the circle. If an image contains many points, some of which fall on the perimeter of 

the circles, then the parameters a, b, R are found to describe each circle.  
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 The parameter space is 3D in this case. If the radius of the circles R in the image is 

known, then the search is reduced to 2D finding only the parameters (a,b). The locus of (a,b) 

points in the parameter space that  fall on a circle of radius R centered at (x,y). The true center 

point is common to all parameter circles and is found using a Hough accumulation array. 

Multiple circles with the same radius are also found with the same technique. The center points 

are represented as red cells in the parameter space drawing. Overlap of circles causes spurious 

centers to also be found like the blue cell. Spurious circles are removed by matching to circles in 

the original image [42]. 

 

Figure 4.12: Each point in geometric space (left) generates a circle in parameter space (right).  

 The circles in parameter space intersect at the (a, b) that is the center in geometric space 

[42]. If the radius is unknown, then the locus of points in the parameter space falls on the surface 

of the cone. Each point on the perimeter of the circle produces a cone surface in parameter space. 

The parameters a, b, R corresponds to the accumulation cell where the largest numbers of cone 

surfaces interact.  
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Figure 4.13: Generation of the conical surface in the parameter space for one (x,y) point 

The above figure illustrates the generation of the conical surface in the parameter space for one 

(x,y) point. A circle with different radius is constructed at each level of r. The search for circles 

with unknown radius is conducted by using a three dimensional accumulation matrix. 

Diameter determination algorithm: 

The algorithm for Circular Hough Transformation can be summarized as [43]: 

1. Find edges. 

2. Begin the Hough transform [44]. 

3. For each edge point, 

   Draw a circle with center in the edge point with radius r and increment all coordinates that the 

perimeter of the circle passes through in the accumulator. 

4. Find one or several maxima in the accumulator. 
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5. End the Hough transform. 

6. Map the found parameters (r,a,b) corresponding to the maxima back to the original image. 

Results: 

 

Figure 4.14: SEM image of the nanowires 
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Figure 4.15: Circle detected with center positions and radii marked 
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CHAPTER 5 

CONCLUSIONS AND FUTURE DIRECTION 

 The AFM and SEM nanostructure images have been segmented using various statistical 

methods like EM, kmeans and minimum distance method. The segmentation processes works 

fine for the AFM and SEM images with less noise. The statistical techniques that we have 

studied for thresholding seem to work better than standard automatic thresholding methods like 

Otsu, Ridler and Calvard method. 

 For images with dense nanotubes (figure 5.1) and more noise, it becomes extremely 

difficult to segment and extract the nanotubes. Dealing with denser nanotube images is a 

challenging task where segmentation and the extraction of the nanotubes remain promising. The 

image with overlapping nanotubes is shown below. 

 

Figure 5.1: AFM image of SWNT on gold substrate 
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The segmentation techniques can also be applied to the SEM image (zinc oxide nanowire 

with germanium nanoparticle) shown in figure 5.2, to extract information such as length of the 

nanowire, diameter of the nanoparticle to find the total surface area. Also, finding the degree of 

blurriness of the nanowires would help in determining the relative distance between the 

nanowires in different zones.  

 

Figure 5.2: SEM image of zinc oxide nanowires with germanium nanoparticle on top 
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